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Preface ICMMAS 2019
The 2nd International Conference on Mathematical Modelling in Applied Sciences, ICMMAS’19, is organized by
Belgorod State University (BSU), Belgorod-Russia, during the period August 20-24, 20119 http://icmmas19.alpha-
publishing.net/. Its first version, named as ICMMAS’17, was held at SPbPU, Saint Petersburg-Russia in July 24-28,
2017 http://icmmas.alpha-publishing.net/. The evaluation committee within a meeting headed by Prof. V. Antonov
and including Prof. A. Debbouche, Prof. D. Baleanu, Prof. S. Capozziello, Prof. V.E. Fedorov, Prof. W. Sproessig,
Prof. D.F.M. Torres and Prof. I. Area witnessed the success of the scientific event providing some positive facts, and
heartily recommended to repeat it every two years.

The proposed Scientific Program of the conference is including plenary lectures, contributed oral talks, poster
sessions and listeners. Five suggested special sessions/mini-symposium are also considered by the scientific com-
mittee. The areas of interest include but are not limited to:

TOPICS

Models Based on Analytical, Numerical and Experimental Solutions
Mathematical Modelling involving time fractional PDEs
Biological Systems and Cancer Dynamics
Ordinary and Partial Differential Equations: Theory and Applications
Integral Equations and Integral Transforms
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Control Theory, Optimization and their Applications
Probability, Statistics and Numerical Analysis
Inverse Problems: Modelling and Simulation
Modern Fractional Dynamic Systems and Applications
Computational Methods in Sciences and Engineering
Heat and Mass Transfer in Fractal Medium

ICMMAS’19 is also supported by the following high ranked well known international journals:

1. Journal of Computational and Applied Mathematics
https://www.journals.elsevier.com/journal-of-computational-and-applied-mathematics

Impact Factor: 1.883

Guest Editors: Amar Debbouche, Michal Fečkan and Eduardo Hernández

2. Mathematical Methods in the Applied Sciences
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1099-1476

Impact Factor: 1.533

Guest Editors: Amar Debbouche and Vladimir Vasilyev

3. Chaos, Solitons & Fractals
https://www.journals.elsevier.com/chaos-solitons-and-fractals

Impact Factor: 3.064

Guest Editors: Juan Carlos Cortés, Amar Debbouche and Sakthivel Rathinasamy

4. The European Physical Journal Plus
https://www.springer.com/physics/applied+%26+technical+physics/journal/13360

Impact Factor: 2.612

Guest Editors: Amar Debbouche, Juan J. Nieto and Delfim F.M. Torres
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Which classification of fractional operators is the

best?

Dumitru Baleanu1,2

1Cankaya Universitiy, Turkey; 2Institute of Space Sciences,Romania

dumitru@cankaya.edu.tr

Abstract. During the last few years a lot of new fractional operators were suggested. One
of the most successfully used and certified to many real world applications is the fractional
operator with Mittag-Leffler kernel. At the moment there is a discussion regarding the so
called classification of the fractional operators. In my talk I willl discuss the advantages and
disadvantages of all existing classifications.

Keywords. fractional calculus; fractional derivatives;classification; non-singular fractional
operators; Mittag-Leffler kernel.

MSC2010. 26A33; 33E12.

Introduction

The existence of many fractional operators it is not a surprise for researchers working in the field
of fractional calculus [1, 2, 3]. It is clear that there is no chance to construct a unique fractional
able to recover the existing ones as special cases. This open the gate of discussion to classify
the fractional operators. So far, in the literature exist five attempts to classify the fractional
operators [4, 5, 6, 7, 8] but the required conditions are very different

1 Main results

In this talk I would analyze the content of all suggested classifications of fractional operators.
The advantages and disadvantages of each classification will be explained. In addition, the
applications of fractional operators with Mittag-Leffler kernel [2, 3] will be given.
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Hopf Bifurcations and Integrability in Some

Biochemical Models

Valery Romanovski
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Abstract. We propose an approach based on the elimination theory of computational
algebra to find conditions for existence of Hopf bifurcations in polynomial systems of ordi-
nary differential equations. We also describe an algorithmic approach which allows to find
invariant surfaces and first integrals in such systems. Some applications to the investigation
of biochemical models are discussed.

Keywords. limit cycle; bifurcation; first integral; invariant surface; conservation law.

MSC2010. 34C23; 37G15; 34C60

Introduction

The classical Lotka-Volterra system, also known as the predator-prey equations, describe an
evolution of two competing species. A generalization to the case of three competing species was
proposed by May and Leonard [3]. The model and its generalization, called the asymmetric
May-Leonard model, is described by the system of differential equations

ẋ =x(1 − x− α1y − β1z),

ẏ =y(1 − β2x− y − α2z),

ż =z(1 − α3x− β3y − z),

(1)

where αi, βi (1 ≤ i ≤ 3) are non-negative parameters.

Tanabe and Namba [4] introduced a model of evolution of three species one of each is an
omnivore, which can eat both a predator and a prey, given by the equations

ẋ =x(1 − bx− y − z),

ẏ =y(−c+ x),

ż =z(−e+ fx+ gy − βz).

(2)

Main results

A common feature of the models presented above (as well as many other biochemical models)
is that both models are described by polynomial ODEs. However since the systems depend
on many parameters already the detection of a Hopf bifurcation can be an extremely difficult

3



problem. Mostly such bifurcations in biochemical models are found numerically for heuristically
chosen values of parameters or the methods based on the Routh-Hurwitz criterion are applied.

We describe a simple approach to find conditions for existence of Hopf bifurcations and center
manifolds which is based on the elimination theory [2]. We describe it for system (2), but it
can be applied to other polynomials systems of ODEs depending on parameters if the number
of parameters is not too large.

We also propose a method to investigate the degenerate Hopf bifurcations (the Bautin bifurca-
tions) without computation a normal form and transforming the matrix of the linearized system
to a Jordan normal form and show that there are systems (2) with two limit cycles bifurcating
from a stationary point with positive coordinates [5].

It is also demonstrated how algorithms from elimination theory can be used to find algebraic
invariant surfaces in polynomial systems of ODEs. We look for first integrals of the Darboux
type constructed using these invariant surfaces and find subfamilies of (1) admitting one or two
independent first integrals [1].
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Abstract. A new method for solving forward and inverse spectral problems on finite and
infinite intervals for Sturm-Liouville equations is presented. It is based on classical objects
of spectral theory: the transmutation operators and the Gel’fand-Levitan-Marchenko type
equations. In the talk the case of the infinite intervals will be presented in detail.

Keywords. transmutations; Sturm-Liouville theory; Gel’fand-Levitan equation; one-
dimensional scattering problem; short-range potentials.

MSC2010. 34L25, 34L40, 35Q53, 47A40, 65L09, 81U40.

The transmutation (transformation) operators represent one of the main theoretical tools of the
spectral theory [2, 7-10]. In the talk a new approach is presented for solving the classical forward
and inverse Sturm-Liouville problems on finite and infinite intervals. It is based on the Gel’fand-
Levitan-Marchenko integral equations and recent results on the functional series representations
for the transmutation integral kernels [1, 3-6]. In particular, a new representation for so-called
Jost solutions is obtained reducing all the calculations related to spectral and scattering data
to finite intervals instead of the half line or the whole line. This is the case of the spectral
density function as well as of the reflection coefficient in the scattering problem. In a sense this
reduction trivializes the classical spectral and scattering problems on infinite intervals previously
considered as numerically challenging problems. Numerical methods based on the proposed
approach for solving forward problems allow one to compute large sets of eigendata with a
nondeteriorating accuracy. Solution of the inverse problems reduces directly to corresponding
systems of linear algebraic equations. In the talk some numerical illustrations will be presented.
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Abstract. In this paper, we introduce some analytical methods able to compute reliable
approximations of the first probability density function of the solution stochastic process for
some relevant random differential equations. The methods are devised so that a wide range
of differential equations with uncertainty in all inputs (initial/boundary conditions, source
term and coefficients) can be treated. In the analysis, we will consider some significant
random differential equations illustrating our main findings by means of simulations.
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Introduction

In dealing with deterministic differential equations, the main goal is to compute the solution
either analytical or numerically. This is also a primer goal in solving random differential equa-
tions whose solution is a stochastic process. Unlike deterministic context, the determination of
the main statistical functions associated to the solution stochastic process, such as the mean
and variance functions, are also important goals to be achieved. In fact, the average or mean
behaviour of the solution as well as its variability around the mean are obtained from these two
statistical moments, respectively. Although this information is valuable, and most contributions
focus on the computation of the solution stochastic process and its mean and variance/standard
deviation functions, a more ambitious target includes the determination of the first probability
density function (1-p.d.f.) of the solution. The 1-p.d.f. provides a full probabilistic description
in each time instant of the solution stochastic process. Moreover, from the 1-p.d.f., both the
mean and variance functions can be straightforwardly computed, but also asymmetry, kurtosis,
and other higher unidimensional statistical moments provided they exist [1].

The aim of this talk is to present a some new result advances about the computation of the
1-p.d.f. for some relevant random differential equations appearing in Mathematical Modelling
whose inputs (initial/boundary conditions, source term and coefficients) can be random variable
or stochastic processes.
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1 Main results

Some of the new results that will be presented in this talk will focus on the random linear
advection equation that describes the concentration of a chemical substance transported by a
one-dimensional fluid

{
∂
∂tQ(x, t) + V (t) ∂

∂xQ(x, t) = 0, t > 0, x ∈ R,
Q(x, 0) = Q0(x), x ∈ R,

(1)

where V (t) is the velocity and Q0(x) is the initial concentration of the substance at the spatial
point. This partial differential equation has also been used to model the flux of a two-phase
equal viscosity miscible fluid in a porous media. In [2], a randomized version of this problem has
been successfully studied in the case that both V (t) and Q0(x) are stochastic processes being
V (t) Gaussian. In our contribution, we will apply novel results on the stochastic chain rule and
we will solve the random linear advection equation in the mean square sense [3]. Furthermore,
we will provide a new representation for the p.d.f. of the solution stochastic process, which can
be accurately computed by means of Monte Carlo simulations, and which does not require the
specific probability distribution of the integral of the velocity. This will allow us to solve the
non-Gaussian velocity case, that to best of our knowledge has not been yet dealt in the extant
literature.

One of our main results, that will be shown in this contribution, will consist of deriving a
theoretical partial differential equation for fQ(q;x, t) that extend [2, Prop. 3.1] in the case that
V (t) is stochastic process. This result is stated in the following

Theorem 1 Suppose that Q0(x) is a stochastic process with absolutely continuous law for each
x ∈ R. Let V (t) be any stochastic process, t ∈ [0, T ]. Assume that Q0 and V are independent
processes. Then the probability density function of Q(x, t), fQ(q;x, t), satisfies the following
partial differential equation for x ∈ R and t ∈ [0, T ]:

∂

∂t
fQ(q;x, t) +

∂

∂x
{E[V (t)|Q(x, t) = q]fQ(q;x, t)} = 0.
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Abstract. The report paper is devoted to the study of Integral Transforms Composition
Method (ITCM) in transmutation theory. This method is based on applications of classical
integral transforms compositions and leads to unified theory of transmutations. It is ap-
plied to connection formulas for solutions of singular differential equations, including Bessel
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In the report paper we study applications of integral transforms composition method (ITCM)
[1–4] for obtaining transmutations via integral transforms. It is possible to derive wide range
of transmutation operators by this method. Classical integral transforms are involved in the
integral transforms composition method (ITCM) as basic blocks, among them are Fourier, sine
and cosine–Fourier, Hankel, Mellin, Laplace and some generalized transforms. The ITCM and
transmutations obtaining by it are applied to deriving connection formulas for solutions of sin-
gular differential equations and more simple non–singular ones. We consider well–known classes
of singular differential equations with Bessel operators, such as classical and generalized Euler–
Poisson–Darboux equation and the generalized radiation problem of A.Weinstein. Methods of
this paper are applied to more general linear partial differential equations with Bessel operators,
such as multivariate Bessel–type equations, GASPT (Generalized Axially Symmetric Poten-
tial Theory) equations of A.Weinstein, Bessel–type generalized wave equations with variable
coefficients,ultra B–hyperbolic equations and others. So with many results and examples the
main conclusion of this paper is illustrated: the integral transforms composition method
(ITCM) of constructing transmutations is very important and effective tool also for
obtaining connection formulas and explicit representations of solutions to a wide
class of singular differential equations, including ones with Bessel operators.

In transmutation theory explicit operators were derived based on different ideas and meth-
ods, often not connecting altogether. So there is an urgent need in transmutation theory to
develop a general method for obtaining known and new classes of transmutations. The inte-
gral transform composition method (ITCM) gives the algorithm not only for constructing
new transmutation operators, but also for all now explicitly known classes of transmutations,
including Poisson, Sonine, Vekua–Erdelyi–Lowndes, Buschman-Erdelyi, Sonin–Katrakhov and
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Poisson–Katrakhov ones, as well as the classes of elliptic, hyperbolic and parabolic transmutation
operators introduced by R. Carroll, cf. [1–4].

The formal algorithm of ITCM is the next. Let us take as input a pair of arbitrary operators
A,B, and also connecting with them generalized Fourier transforms FA, FB, which are invertible
and act by the formulas

FAA = g(t)FA, FBB = g(t)FB, (1)

t is a dual variable, g is an arbitrary function with suitable properties. It is often convenient to
choose g(t) = −t2 or g(t) = −tα, α ∈ R.

Then the essence of ITCM is to obtain formally a pair of transmutation operators
P and S as the method output by the next formulas:

S = F−1B

1

w(t)
FA, P = F−1A w(t)FB (2)

with arbitrary function w(t). When P and S are transmutation operators intertwin-
ing A and B:

SA = BS, PB = AP. (3)

A formal checking of (3) can be obtained by direct substitution. The main difficulty is the
calculation of compositions (2) in an explicit integral form, as well as the choice of domains of
operators P and S.

Let us list main advantages of Integral Transform Composition Method (ITCM).

• Simplicity — many classes of transmutations are obtained by explicit formulas from ele-
mentary basic blocks, which are classical integral transforms.

• ITCM gives by a unified approach all previously explicitly known classes of transmutations.

• ITCM gives by a unified approach many new classes of transmutations for different oper-
ators.

• ITCM gives a unified approach to obtain both direct and inverse transmutations in the
same composition form.

• ITCM directly leads to estimates of norms of direct and inverse transmutations using
known norm estimates for classical integral transforms on different functional spaces.

• ITCM directly leads to connection formulas for solutions to perturbed and unperturbed
differential equations.
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Abstract. The aim of the contribution is to propose and justify a new methodology in
the construction of spaces of test functions used in a weak formulation of the Boundary
Value Problem. The construction is based on a fuzzy partition of the problem domain
and selected test functions are connected with the construction of higher degree F-(fuzzy)
transform components. The main advantage of this so called “two dimensional” approach
consists in the independent selection of the key parameters, aiming at achieving a requested
quality of approximation with a reasonable complexity. We give theoretical justification and
illustration on examples that confirm our methodology.

Keywords. fuzzy partition; standard BVP; F-transform; Galerkin method.

MSC2010. 35D30, 65M60

1 Introduction

Fuzzy modeling is known for its ability to create logically justified discrete models of continuous
dynamic processes. However, there is one particular theory originated from fuzzy modeling but
expressed in the language of functional analysis and approximation theory. It is named as fuzzy
transforms (F-transforms in short).

This theory has many applications in data analysis, image processing, and numerical analysis.
The latter is confirmed by many smart and efficient algorithms for numerical solutions of ODEs
and PDEs [3, 4].

In short, the F-transform (FzT) is a particular integral transform, whose peculiarity is in using
a fuzzy partition of a universe of discourse as a free parameter. The F-transform has two
phases: direct and inverse. The direct FzT is applied to functions from L2(R) and maps them
linearly onto sequences (originally finite) of numeric/functional components. Each component is
a weighted orthogonal projection of a given function on a certain linear subspace of L2(R). The
inverse F-transform (iFzT) is applied to a sequence of components and transforms it linearly
into a function from L2(R). In general, it is different from the original one. In [2], it has been
shown that the iFzT can approximate a continuous function with an arbitrary precision.

In classical numerical analysis, the similar abstract idea – converting a continuous operator
problem (e.g., differential equation) to a discrete one, is known under the name Galerkin method
[1]. This method was also discovered by Walther Ritz, to whom Galerkin refers.
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2 Main Results

In the talk, we first recall the notion of a weak solution and the operator based technique
in connection with the standard BVP problem. Then, we concentrate on finding appropriate
approximating spaces - sources of test functions and feasible solutions. We introduce spaces
that are based on a fuzzy partition of a problem domain and recall the notion of a higher degree
F-transform.

We show that any L2 function can be efficiently decomposed into a sequence of Fm-transform
components. Then, we show that the corresponding to the direct F-transform linear operator is
a bounded operator that maps L2(a, b) in a direct sum of Hilbert spaces determined by the fuzzy
partition. Finally, we show that the sequence of Fm-transform components of any L2 function
converges to the decomposition of this function determined by the fuzzy partition. All these
facts guarantee that the weak solution to the standard BVP can be efficiently computed using
approximation spaces stemmed from a fuzzy partition. We support our theoretical claims by
examples.
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Abstract. In this work, we consider a type variable orders partial differential equations
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1 Introduction

Variable derivative is a new definition that Samko and Ross [1] introduced in 1993, that the
order of differential (or integral) operator is not a constant but it is a function of space, time or
other variables. Since derivative operator has a kernel of the variable order, it is not simply task
to obtain the solution of such equations. Recently, different methods are presented for solving
VOPDEs and such for solving variable order of the differential equations [2]. The aim of this
paper is to investigate numerically VOPDEs in the following form: in the following form:

∂κi(x,t)χ(x, t)

∂tκi(x,t)
+
∂υi(x,t)χ(x, t)

∂xυi(x,t)
= F

(
x, t, χ(x, t),

∂mχ(x, t)

dtm
,
∂nχ(x, t)

dxn

)
,

χ(x, 0) = f0(x), 0 < x < 1
χ(0, t) = f1(t), χ(1, t) = f2(t), 0 < t < 1,

(1)

where qi−1 < κi(t) < qi, q
′
i−1 < υi(x) < q′i and qi, q

′
i,m, ν ∈ N.

∂κi(x,t)χ(x, t)

∂tκi(x,t)
and

∂υi(x,t)χ(x, t)

∂xυi(x,t)
are the time-fractional derivatives and the space-fractional derivatives. by Bernstein polynomi-
als.

Definition 1 The time-fractional derivative and the space-fractional derivative are defined as
the Caputo fractional derivatives as following:

∂κi(x,t)χ(x, t)

∂tκi(x,t)
=

1

Γ(qi − κi(x, t))

∫ t

0
(t− s)qi−κi(x,t)−1 ∂

qiχ(x, s)

∂sqi
ds, (2)

∂υi(x,t)χ(x, t)

∂xυi(x,t)
=

1

Γ(q′i − υi(x, t))

∫ x

0
(x− s)q′i−υi(x,t)−1 ∂

q′iχ(s, t)

∂sq
′
i

ds. (3)
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2 Operational matrix of Bernstein polynomials

We obtain the operational matrix for the fractional order derivative operator as:

Dκ(x,t)ϕ(t) = Dκ(x,t)[ATn(t)] = A Dκ(x,t)[1 t t2 · · · tn]T (4)

We take p = dκ(x, t)e, p < n, then

Dκ(x,t)ϕ(t) = A[0 0 · · · 0
Γ(p+ 1)

Γ(p+ 1 − κ(x, t))
tp−κ(x,t)

Γ(p+ 2)

Γ(p+ 2 − κ(x, t))
tp+1−κ(x,t) · · · Γ(n+ 1)

Γ(n+ 1 − κ(x, t))
tn−κ(x,t)]T

= AΨA−1ϕ(t),

AΨA−1 is called the operational matrix of Dκ(x,t)ϕ(t). Similarly

∂κi(x,t)X(x, t)

∂tκi(x,t)
= ϕ(x)T K D

κi(x,t)
t ϕ(t) = ϕ(x)T K (AΨiA

−1)ϕ(t) = ϕ(x)T K Ωiϕ(t), (5)

and

∂υi(x,t)X(x, t)

∂xυi(x,t)
= Dυi(x,t)ϕ(x)T K ϕ(t) = (AΦiA

−1) ϕ(x)T K ϕ(t) = Υi ϕ(x)T K ϕ(t). (6)

where Ωi = AΨiA
−1 and Υi = AΦiA

−1.

3 Proposed method for solving Eq. (1)

To solving the Eq. (1), we use the operational matrix method. Substituting (5) and (6) in Eq.
(1), we have

ϕ(x)T K Ωi ϕ(t) + Υi ϕ(x)T K ϕ(t) = F
(
x, t, ϕ(x)T K ϕ(t), ϕ(x)T K Dmϕ(t), Dnϕ(x)T K ϕ(t)

)
,

ϕ(x)T K ϕ(0) = f0(x), 0 < x < 1, (7)

ϕ(0)T K ϕ(t) = f1(t), ϕ(1)T K ϕ(t) = f2(t), 0 < t < 1, (8)

We define the residual function:

R(x, t) = ϕ(x)T K Ωi ϕ(t) + Υi ϕ(x)T K ϕ(t)− F (.) = 0 (9)

Substituting points xi and tj (i = j = 0, 1, . . . , n) in (7), (8) and (9), we obtain

R(xi, tj) = ϕ(xi)
T K Ωi ϕ(tj) + Υi ϕ(xi)

T K ϕ(tj)

− F
(
xi, tj , ϕ(xi)

T K ϕ(tj), ϕ(xi)
T K Dmϕ(tj), D

nϕ(xi)
T K ϕ(tj)

)
= 0, (10)

ϕ(xi)
T K ϕ(0) = f0(xi), i = 0, 1, . . . , n, (11)

ϕ(0)T K ϕ(tj) = f1(tj), ϕ(1)T K ϕ(tj) = f2(tj), j = 1, 2, . . . , n, (12)

By solving system Eq. (10), (11) and Eq. (12), we obtain K, then the approximation solution
obtain for Eq. (1).
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1 Introduction

Study of differential equations with unbounded operator coefficients acting in the Banach space
E, stimulates the development of the theory of resolving operators of the corresponding initial
problems. As a result of evolutionary studies first-order equations u′(t) = Au(t) have semigroups
of linear operators T (t), and when studying an equation of second order (abstract wave equation)
u′′(t) = Au(t) are operator cosine functions C(t). Weakening requirements on resolving Cauchy
problem operators for abstract differential equations of first and second orders led to the notion
of an integrated semigroup and an integrated cosine operator function. The operator functions
of Bessel and Struve were introduced into consideration in [1, 2, 3] as resolving operators for
study, respectively, of the Euler-Poisson-Darboux and Bessel-Struve equations.

This paper presents a different approach to constructing a family of Bessel operator functions.
As well as in theory semigroups and operator cosine functions, the Bessel family of operator
functions is first investigated independently of the differential equations with which it will even-
tually be connected. An important role in the construction of a family is played by the operator
depending on the parameter k > 0 generalized shift T ts defined by equality (see [4])

T tsY (s) =
Γ(k/2 + 1/2)

Γ(1/2)Γ(k/2)

π∫

0

Y
(√

s2 + t2 − 2st cosϕ
)

sink−1 ϕ dϕ.

where Γ(·) is the Euler gamma function s, t ≥ 0.

2 Main results

Let k > 0 and Yk(·) : [0,∞) → B(E) be an operator function acting in the space of linear
bounded operators B(E).
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Definition 1. Dependent on the parameter k > 0, a strongly continuous family of bounded
linear operators Yk(t) : [0,∞)→ B(E) is called the Bessel operator function (OFB) if:

i) Yk(0) = I; ii) Yk(t)Yk(s) = T tsYk(s), s, t ≥ 0; iii) ∃ M ≥ 1, ω ≥ 0 : ‖Yk(t)‖ ≤Meωt, t ≥ 0.

The Bessel differential operator is closely related to the OFB family Bk =
d2

dt2
+
k

t

d

dt
.

Definition 2. The OFB Yk(t) generator is the operator A with the definition domain D(A)
consisting of those x ∈ E, for which the function Yk(t)x is twice differentiable at t = 0 and
defined by Ax = lim

t→0+
BkYk(t)x.

Theorem 1. If the operator A is a OFB generator Yk(t), then the domain of D(A) is dense in
E. Moreover, in E there is a dense set of elements on which all powers of the operator A are
defined.

Theorem 2. Let Yk(t) be an OFB and A be its generator. Then for any t, s ≥ 0 and x ∈ D(A)
fair equality Yk(t)Yk(s) = Yk(s)Yk(t), AYk(t)x = Yk(t)Ax.

Theorem 3. Let Yk(t) be an OFB and A be its generator. Then if x ∈ D(A) and t > 0, then
Yk(t)x ∈ D(A) and AYk(t)x = BkYk(t)x.

We now turn to the Cauchy problem, with which the OFB Yk(t) is associated.

Definition 3. By solving a second-order linear differential equation with an operator coefficient
A is called the function u(t), which for t ≥ 0 is twice continuously differentiable, for t > 0 takes
the values belonging to D(A), i.e., u(t) ∈ C2(R̄+, E)∩C(R+, D(A)), and satisfies this equation.

Theorem 4. Let Yk(t) be OFB, A be its generator, and u0 ∈ D(A). Then the function Yk(t)u0
is solving the EPD equation

Bku(t) ≡ u′′(t) +
k

t
u′(t) = Au(t), t > 0

and satisfies the initial conditions

u(0) = u0, u
′(0) = 0.

Theorem 5. If Yk(t) is OFB, then its generator A is closed.
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1 Introduction

The main goal of this work is to apply reproducing kernel Hilbert space method using reproducing
kernel functions for investigating the nonlinear differential equation of Powell-Eyring problem,
in an unbounded domain. This method has been applied to many problems successfully [1, 2].

We consider a stretching sheet with a linear velocity Vτ t. Vτ = α is the linear stretching velocity
and t is the distance from the slit. The shear tensor in a Powell-Eyring model is given as [3]:

γij = η
∂vi
∂tj

+
1

ω
sinh−1

(
1

P

∂vi
∂tj

)
(1)

The second order approximation of function is presented as [3]:

sinh−1
(

1

P

∂vi
∂tj

)
' 1

P

∂vi
∂tj
− 1

6

(
1

P

∂vi
∂tj

)3

,

∣∣∣∣
1

P

∂vi
∂tj

∣∣∣∣ << 1. (2)

The boundary layer problems for an incompressible fluid based on Powell-Eyring model is given
as [3]:

∂v

∂t
+
∂g

∂s
= 0, (3)

v
∂v

∂t
+ g

∂v

∂s
=

(
µ+

1

ρωP

)
∂2v

∂s2
− 1

2ρωP 3

(
∂v

∂s

)2 ∂2v

∂s2
. (4)
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The kinematic viscosity is given as µ = η
ρ . For Eqs.(3) and (4), the boundary conditions are

given as [3]:





v = Vτ t = αt, g = 0 s = 0,

v → 0 as s→∞.
(5)

The following equations are acquired by dimensionless stream function z(ζ), where ζ is the
similarity variable:

v =
∂ϕ

∂s
, g = −∂ϕ

∂t
, (6)

where

ϕ = (αµ)
1
2 tz(ζ), ζ =

(
α

µ

) 1
2

s. (7)

Then, we obtain [3]:

(1 + ε)z′′′(ζ)− εδz′′2(ζ)z′′′(ζ)− z′2(ζ) + z(ζ)z′′(ζ) = 0, (8)

in which ε and δ are the material fluid parameters. These quantities have the following defini-
tions:

ε =
1

ηωP
, δ =

α3t2

2P 2µ
. (9)

The boundary conditions for Eq.(8) are acquired by Eq.(5) as [3]:





z(0) = 0,

z′(0) = 1,

z′(ζ) = 0 ζ →∞.
(10)

We investigate Eq.(8) with its boundary conditions Eq.(10) in the reproducing kernel Hilbert
space in this paper.

References

[1] Azarnavid B, Parand K, Abbasband S (2018). An iterative kernel based method for fourth
order nonlinear equation with nonlinear boundary condition. Communications In Nonlinear
Science And Numerical Simulation Volume: 59 544-552.

[2] Li X, Wu B (2018). A new reproducing kernel collocation method for nonlocal fractional
boundary value problems with non-smooth solutions. Applied Mathematics Letters Volume:
86 194-199.

[3] Parand K, Bahramnezhad A, Farahani H (2018). A numerical method based on rational
Gegenbauer functions for solving boundary layer flow of a Powell-Eyring non-Newtonian
fluid. Computational and Applied Mathematics.

19



2nd International Conference onMathematicalModelling inApplied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Boundary Layer Solution for an Elliptic Problem

with a Singular Neumann Boundary Condition

Alina Melnikova1 Natalia Deryugina2

1Moscow State University, Russia 2Moscow State University, Russia

1melnikova@physics.msu.ru; 2derunat@gmail.com
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with a singular Neumann boundary condition. The existence of a solution with boundary
layer is proved and the asymptotic approximation of the solution is obtained.
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1 Introduction

We consider a singularly perturbed problem for an elliptic equation in a closed simply connected
domain D with a sufficiently smooth boundary ∂D

ε2∆u = f(u, x, ε), x = (x1, x2) ∈ D, ε
∂u

∂n

∣∣∣∣
∂D

= h(x). (1)

Here ε > 0 is a small parameter, ∆ =
∂2

∂x21
+

∂2

∂x22
is the Laplacian operator and

∂

∂n
denoting

the outward normal derivative on ∂D.

We point out the singular boundary condition. Problems with similar conditions on a segment
were considered in the papers [1] and [2].

We assume to be satisfied the following conditions:

(A0) The functions f(u, x, ε) and h(x) are sufficiently smooth.

(A1) The degenerate equation f(u, x, 0) = 0 has in the domain D a single root u = ϕ(x) such
that fu(ϕ(x), x, 0) > 0.

Our goals were to prove the existence of a solution with a boundary layer in the problem (1) and
obtain an asymptotic approximation of the solution. To prove the existence theorem, we used
the asymptotic method of differential inequalities [4], [3]. The method assumes the justification
of the solution with the boundary layer through the construction of the upper and lower solutions
based on the asymptotics.

The solution is represented as a sum of two types of functions:

u(x, ε) = ū(x, ε) +Q(ξ, θ, ε),
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where ū(x, ε) = ū0(x) + εū1(x) + . . . is regular part; the functions Q(ξ, θ, ε) = Q0(ξ, θ) +
εQ1(ξ, θ) + . . . describe the solution in the neighborhood of the boundary ∂D. Local variables
(l, θ) are introduced near the boundary ∂D by the Lyusternik-Vishik method and ξ = ε−1l is
stretched variable.

The equations for the regular part functions and boundary layer functions are compiled by the
Vasilieva method (see [5]).

Acknowledgments

This work was supported by the Russian Foundation for Basic Research (project number 19-01-
00327).

References

[1] A. V. Nesterov, The asymptotic behavior of the solution to a parabolic equation with sin-
gularly perturbed boundary conditions, Comput. Math. Math. Phys., 37 (1997), 1051-1057.

[2] V. F. Butuzov, N. N. Nefedov, L. Recke and K. R. Schneider, Periodic solutions with a
boundary layer of reaction-diffusion equations with singularly perturbed Neumann boundary
conditions, International Journal of Bifurcation and Chaos. 24(2014), 1440019.

[3] N. N. Nefedov, An asymptotic method of differential inequalities for the investigation of
periodic contrast structures: Existence, asymptotics, and stability, Diff. Eq. 36 (2000), 298-
305.

[4] C. V. Pao, Nonlinear Parabolic and Elliptic Equations, Plenum Press, New York and London,
1992.

[5] A. B. Vasileva, V. F. Butuzov and L. V. Kalachev, The boundary function method for singular
perturbation problems, SIAM, Phyladelphia, 1995.

21



2nd International Conference onMathematicalModelling inApplied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Linear dynamical equations with uncertainty on time

Scales

Alireza Khastan

Institute for Advanced Studies in Basic Sciences (IASBS)

Khastan@gmail.com

Abstract. In this paper, we study the first order fuzzy dynamic equations on time scales.
We investigate the existence of two solutions to first order linear fuzzy dynamic equations
using the concept of strongly generalized differentiability.

Keywords. Generalized Hukuhara differentiability; Fuzzy dynamic equations, time scales.

MSC2010. 34A07.

References

[1] B. Bede, Mathematics of Fuzzy Sets and Fuzzy Logic, Springer, London, 2013.

[2] M. Bohner, A. Peterson, Dynamic equations on time scales: An introduction with applica-
tions, Springer Science & Business Media, 2012.

[3] V. Lupulescu, Hukuhara differentiability of interval-valued functions and interval differential
equations on time scales, Information Sciences, 248 (2013) 50–67.

22



2nd International Conference onMathematicalModelling inApplied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Mathematical Problems of Atmospheric Electricity

Alla A. Tiukhtina1 Aleksey V. Kalinin2

Lobachevsky State University of Nizhny Novgorod, Russia

1kalinmm@yandex.ru; 2avk@mm.unn.ru

Abstract. Various formulations of mathematical problems arising in the modeling of the
global electric circuit are discussed. Initial- boundary value problems for the system of
Maxwell equations in the electric non-relativistic approximation are considered. The new
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non-relativistic electric and magnetic approximations, is presented. The relation between
different problems depending on physical parameters is investigated.
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In recent years, there has been a significant increase in interest in mathematical, physical and
numerical modeling of the global electric circuit (GEC), on the concept of which the modern
theory of atmospheric electricity is based [1]-[15].

Most of the existing models of the GEC are aimed at finding the distribution of the density of
the so-called quasi-stationary current, which, according to the hypothesis proposed by Wilson
[16, 17], is supported by a constant charge separation in electrified clouds. In this case, to
describe the electromagnetic fields in the lower layers of the atmosphere, a non-relativistic electric
approximation for the Maxwell equations is used [18], which neglects the time variation of the
magnetic field, that is, the electric field is assumed to be potential.

The papers [6, 15, 19, 20] considered problems for the equation of the global atmospheric elec-
trical circuit, formulated in a quasi-stationary electrical approximation using the electric field
and the scalar potential for various types of boundary conditions motivated by applications.

In this paper, we discuss some new problem statements that arise in the modeling of the global
electrical circuit. In particular, a quasi-stationary approximation is formulated for the system
of Maxwell’s equations covering classical non-relativistic electric and magnetic approximations
and suitable for the description of essentially inhomogeneous media including regions with high
and low conductivity.
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Abstract. A linear inverse problem for an abstract evolution equation of arbitrary order is
studied. The inhomogeneous term of the equation is unknown. An additional condition at
the final point in time is given. For the stated problem, a uniqueness criterion for the solution
is obtained. It is expressed through zeros of a special entire function of the Mittag-Leffler
type. The result is fair for the most general case with minimal restrictions on equation type.
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Let E be a Banach space and let A be a linear closed operator in E with a domain D(A) ⊂ E
(not necessarily dense in E). Given numbers T > 0 and n ∈ N , we consider the differential
equation

u(n)(t) = Au(t) + g, 0 < t < T, (1)

with an unknown element g from E . To find a function u : [ 0, T ]→ E and an element g ∈ E ,
we add to (1) standard Cauchy conditions

u(j)(0) = uj , for all j ∈ {0, . . . , n− 1}, (2)

and a special final overdetermination

u(q)(T ) = un (3)

with a fixed value q ∈ {0, . . . , n−1}. Elements u0, . . . , un are given in E. The problem (1)–(3)
belongs to the class of inverse problems. A pair (u(t), g ) is a solution of (1)–(3) if

u ∈ C n(( 0, T ), E ) ∩ C n−1( [ 0, T ], E ), u(t) ∈ D(A) for 0 < t < T, g ∈ E,

and all the relations (1)–(3) are satisfied.

Taking into account the results [1]–[4] and the methods of [5], we obtain a universal criterion
for the uniqueness of the solution in the problem (1)–(3). A criterion is suitable for all n, q. An
important role in the study is played by generalized λ-hyperbolic functions (see [6]) of the form

yn,k(t, λ) =
tk

k!
+ λ

tn+k

(n+ k)!
+ λ2

t2n+k

(2n+ k)!
+ . . . =

∞∑

m=0

λm
tmn+k

(mn+ k)!
, (4)

where t ∈ R, λ ∈ C, n ∈ N, k ∈ Z.
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For t = 1 and λ = z, we obtain from (4) a special family of entire functions

Yn,k(z) =
1

k!
+

z

(n+ k)!
+

z2

(2n+ k)!
+ . . . =

∞∑

m=0

zm

(mn+ k)!
, z ∈ C . (5)

The functions (5) belong to the class of entire functions of Mittag-Leffler type (see [7]). They
are named functions of a variable z ∈ C with parameters ρ > 0 and µ ∈ C of the form

Eρ(z; µ) =

∞∑

m=0

zm

Γ(mρ−1 + µ)
, (6)

where Γ is the gamma function. For the family (5) we have Yn,k(z) = E1/n(z; k+ 1), i.e. Yn,k(z)
is an entire function of Mittag-Leffler type with ρ = 1/n and µ = k + 1. Given n ∈ N, k ∈ Z,
we define a set of zeros

Λn,k ≡
{
z ∈ C : Yn,k(z) = 0

}
=
{
zj(n, k) , j ∈ J(n, k) ⊂ Z

}
(7)

with an indexation j ∈ J(n, k) without taking multiplicity into account. By the notions (4)–(7)
we can establish the next result for the inverse problem (1)–(3).

Theorem 1 Let A be a linear closed operator in a Banach space E. The inverse problem (1)–(3)
with fixed n, q has at most one solution, if and only if none of the numbers

λj = zj(n, n− q)/T n, zj(n, n− q) ∈ Λn, n−q ,

is an eigenvalue of the operator A. Here Λn, n−q is the set of zeros of the functions Yn, n−q(z)
from the family (5).

Using the results on the distribution of zeros of Mittag-Leffler functions (see [7]), we can obtain
sufficient conditions of the uniqueness of the solution in the inverse problem (1)–(3).
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1 Introduction

The Benjamin–Bona–Mahony (BBM) equation has been studied by Benjamin, Bona, and Ma-
hony in 1972 as the improved KdV equation for the description of long surface gravity waves
having a small amplitude. They have also investigated the stability and uniqueness of solutions
to the BBM equation [1]. The BBM equation describe many phenomena such as the drift of
waves in plasma physics, the propagation of wave in semi-conductors and optical devices, and
the behavior of Rossby waves in rotating fluids. We will consider the following form of the
generlized Benjamin-Bona-Mahony (GBBM) equation

ut + αux +
(
βuθ + γu2θ

)
ux − δuxxt = 0.

where α, β, γ, δ,and θ are constant.

2 Main results

Recently several efficient techniques for solving nonlinear PDEs have been developed, such as

the Hirotas bilinear method, the simplified Hirotas method, the Darboux transformation method,

the variational iteration method, the exp-function method, the generalized exponential rational
function method, and extended tanh-function methods [1, 2,3,4].

Some multi-soliton solutions for the GBBM equation were found when

γ = 0 and θ = 1.
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Ghanbari et al. found exact solutions for the GBBM equation using the generalized exponential
rational function method [5].

In this work we will apply some other direct methods to find new exact solutions for the GBBM
equation

ut + αux +
(
βuθ + γu2θ

)
ux − δuxxt = 0.

for several values of α, β, γ, δ,and θ.
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1 Introduction

The equation

ut + uxxxx + buxx + auxxx = c(u2)xx + (u3)xx, (1)

where a, b, c ∈ R is called the Cahn–Hilliard equation or the generalized Cahn–Hilliard equation
[1-4]. Generally, equation (1) was considered for a = 0. If a 6= 0, then this equation includes a
term that takes into account dispersion effects.

Let a 6= 0. In this case, we study equation (1) together with periodic boundary conditions

u(t, x+ 2π) = u(t, x). (2)

The boundary value problem (1)–(2) has a family of homogeneous equilibrium states u(t, x) =
β ∈ R. Equilibrium state u(t, x) = α (α ∈ R) is stable, if bα = b− 2cα− 3α2 < 1 and unstable,
if bα > 1.

2 Main results

Let bα = 1 + γε, ε ∈ (0, ε0), γ = 1 or −1 and is chosen in the process of proof. Suppose that
D = c2 + 3(b− 1) > 0.

Theorem 1 There exists such ε0 > 0, that for any ε ∈ (0, ε0) the boundary value problem
(1)–(2) has t periodic solutions for which the asymptotic representations are valid

u(t, x, ε) = α(ε) + 2ε1/2ρ cosψ + ερ2ν(2 cos 2ψ − a sin 2ψ) + o(ψ), (3)
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where α(ε) is equal to one of two values

α(ε) = − c
3
±
√
D

3
(1 +

γ

2D
ε) + o(ε), ψ = σ(ε)t+ x+ ϕ0, σ(ε) = a+ l2ρ

2ε,

ν = − 4

3(4 + a2)
(c+ 3α), ρ =

√
− γ
l1
, l1 = −3 +

8D

3(4 + a2)
, l2 =

4Da

3(4 + a2)
, ϕ0 ∈ R.

Let C(ε) is a cycle generated by periodic solutions and V (α(ε)) = ∪C(ε)
ε∈(0,ε0)

. This invariant manifold

V (α(ε)) for solutions of the boundary value problem (1)–(2) V (α(ε)) is a local attractor, if
l1 < 0(γ = 1) and it has a saddle type if l1 > 0(γ = −1).

Theorem 2 Periodic solutions (1) are unstable in the sense of A.M.Lyapunov definition.

They are also unstable when V (α(ε)) is an attractor, i.e. for l1 < 0. If l1 < 0 we obtain a local
attractor with the following properties:

1) all solutions on it are periodic functions of variable t;

2) all these solutions are unstable in the sense of A.M.Lyapunov definition.

The proof of Theorems 1,2 uses the method of invariant manifolds in combination with the
apparatus of normal Poincare forms and asymptotic methods of analysis [4,5,6].
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Abstract. We establish the existence of weak solutions to one fractional α–Voigt type model
of viscoelastic fluid. This model takes into account a memory along the motion trajectories.
Also we show the convergence of sequence of solutions of the α–models family to the weak
solution of the original initial-boundary value problem. The investigation is based on the
theory of regular Lagrangean flows, approximation of the problem under consideration and
the following passage to the limit.
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1 Introduction

Let Ω be bounded domain in the space Rn, n = 2, 3, with a smooth boundary ∂Ω. We consider
the following initial-boundary value problem

∂v

∂t
+

n∑

i=1

ui
∂v

∂xi
− µ0∆v − µ1

1

Γ(1− λ)
Div

∫ t

0
(t− s)−λE(v)(s, z(s; t, x)) ds+∇p = f ; (1)

z(τ ; t, x) = x+

∫ τ

t
v(s, z(s; t, x)) ds, t, τ ∈ [0, T ], x ∈ Ω; (2)

u = (I − α2∆)−1v, t ∈ [0, T ], x ∈ Ω; (3)

div v(t, x) = 0, t ∈ [0, T ], x ∈ Ω; v|∂Ω = 0, v|t=0 = v0. (4)

Here, v = (v1(t, x), . . . , vn(t, x)) is un unknown vector-valued velocity function of particles in the
fluid, u = (u1(t, x), . . . , un(t, x)) is a modified velocity vector function defined by the equality
(3), p = p(t, x) is un unknown pressure, f = f(t, x) is the external force. The divergence DivC
of the tensor C = (cij(t, x)) is the vector with with coordinates (DivC)j =

∑n
i=1(∂cij/∂xi);

E(v) = (Eij(v)), Eij(v) =
1

2

(
∂vi
∂xj

+
∂vj
∂xi

)
, i, j = 1, n,

is the strain-rate tensor; Γ(β) =
∫∞

0 tβ−1e−t dt is the Euler’s Gamma function; µ0 > 0 is the
fluid viscosity, µ1 ≥ 0, λ > 0 and α > 0 are positive constance, v0 is given function.

The system (1)–(4) describes the motion of viscoelastic fractional α–Voigt model with memory
along the motion trajectories. To get acquainted with the model can be at [1]. Note the papers
[2]–[3] with similar results on α-models of non-Newtonian fluid dynamics.
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We need the following space in order to define a weak solution and give the main theorems for
the problem (1)–(4):

W = {v ∈ L2(0, T ;V 1) ∩ L∞(0, T ;V 0), v′ ∈ L4/3(0, T ;V −1)}.

By ∆α : V β → V β−2 we denote the operator ∆α = J + α2A, where J = PI. The operator ∆α

is invertible. Apply the Leray projection P : L2(Ω)→ V 0 to equality v = (I −α2∆)u for β = 3.
Since v(t) ∈ V 1 for almost all t ∈ [0, T ], then v = ∆αu. Therefore, u = (J + α2A)−1v = ∆−1

α v
and u(t) ∈ V 3 for almost all t ∈ [0, T ].

Definition 1 Let f ∈ L2(0, T ;V −1) and v0 ∈ V 0. The function v ∈W is call a weak solution to
the initial-boundary value problem (1) -(4), if it satisfies for all ϕ ∈ V 1 and almost all t ∈ (0, T )
the equality

〈v′, ϕ〉 −
∫

Ω

n∑

i,j=1

(∆−1
α v)ivj

∂ϕj
∂xi

dx+ µ0

∫

Ω
∇v : ∇ϕdx+

µ1

Γ(1− λ)

(∫ t

0
(t− s)−λE(v)(s, z(v)(s; t, x)) ds, E(ϕ)

)
= 〈f, ϕ〉,

and the inital condition v|t=0 = v0. Here z(v) is the regular Lagrangean flows associated to the
function v.

Theorem 1 Let f ∈ L2(0, T ;V −1) and v0 ∈ V 0. Then viscoelastic fractional α–Voigt model
with memory along the motion trajectories (1)–(4) has at least one weak solution v ∈W .

Theorem 2 Let the conditions of Theorem 1 are hold. Moreover, if we consider a family of
α–models that depends on the parameter αm, then when αm → 0 there exists a sequence of
solutions vm of the α–models family, which converges to the weak solution v ∈W of the original
initial-boundary value problem.
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Abstract. We consider a class of semilinear equations in Banach spaces, which are not
solved with respect to the highest order fractional Riemann — Liouville derivative, with a
pair of operators, generating analytic in a sector resolving family of operators. The unique
solvability theorems for the Showalter — Sidorov problem to such equation are proved. They
are applied to the unique solvability study of initial boundary value problems for partial
differential equations and systems of equations, not solved with respect to the fractional
Riemann — Liouville derivative.
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Let L,M ∈ Cl(X ;Y) (linear closed and densely defined operators) have domains DL, DM ,
kerL 6= {0}. Let us consider the equation

Dα
t Lx(t) = Mx(t) +N(t,Dα−m

t x(t), Dα−m+1
t x(t), . . . , Dα−1

t x(t)) + f(t), (1)

where Dα
t is the Riemann — Liouville derivative, X is an open set in R × Xm, N : X → Y,

f [t0, T ]→ Y. Equation (1) is called degenerate, because it is supposed that kerL 6= {0}.
A function x : [t0, t1] → DM ∩ DL is called a solution of equation (1) on a segment [t0.t1], if
gm−α ∗ Lx ∈ Cm((t0, t1];Y), Mx ∈ C((t0, t1];Y) and equality (1) is valid. A solution x of (1) is
called a solution to the Showalter — Sidorov type problem

Dα−m+k
t Lx(t0) = yk, k = 0, 1, . . . ,m− 1, (2)

for equation (1), if gm−α ∗ Lx ∈ Cm−1([t0, t1];X ) and Lx satisfies conditions (2).

By ρL(M) the set of µ ∈ C is denoted, for which the mapping µL−M : DL∩DM → Y is injective,
and RLµ(M) := (µL −M)−1L ∈ L(X ) (linear bounded operator), LLµ(M) := L(µL −M)−1 ∈
L(Y).

Let L,M ∈ Cl(X ;Y). A pair of operators (L,M) belongs to the class Hα(θ0, a0), if the following
two conditions are valid:

(i) there exist θ0 ∈ (π/2, π) and a0 ≥ 0, such that for all λ ∈ Sθ0,a0 we have λα ∈ ρL(M);

(ii) for every θ ∈ (π/2, θ0), a > a0 there exists a constant K = K(θ, a) > 0, such that for all

µ ∈ Sθ,a max{‖RLµα(M)‖L(X ), ‖LLµα(M)‖L(Y)} ≤ K(θ,a)
|µα−1(µ−a)| .

34



The unique solvability of problem (2) to the linear equation (1) (N ≡ 0) with (L,M) ∈ Hα(θ0, a0)
is researched in [1].

Denote kerRLµ(M) = X 0, kerLLµ(M) = Y0. By X 1 (Y1) the closure of the subspace imRLµ(M)

(imLLµ(M)) in the norm of X (Y) is denoted. The projection on the subspace X 1 (Y1) along X 0

(Y0) is denoted by P (Q). By Lk (Mk) we denote the restriction L (M) on DLk := DL ∩ X k
(DMk

:= DM ∩ X k), k = 0, 1. Introduce also the denotations S = L−11 M1 : DS → X 1,
DS = {x ∈ DM1 : M1x ∈ imL1}; T = M1L

−1
1 : DT → Y1, DT = {y ∈ imL1 : L−11 y ∈ DM1}.

Theorem 1 [2]. Let Banach spaces X and Y be reflexive, (L,M) ∈ Hα(θ0, a0). Then

(i) X = X 0 ⊕X 1, Y = Y0 ⊕ Y1;

(ii) the projection P (Q) on the subspace X 1 (Y1) along X 0 (Y0) has the form P = s- lim
n→∞

nRLn(M)

(Q = s- lim
n→∞

nLLn(M));

(iii) L0 = 0, M0 ∈ Cl(X 0;Y0), L1,M1 ∈ Cl(X 1;Y1);

(iv) there exist inverse operators L−11 ∈ Cl(Y1;X 1), M−10 ∈ L(Y0;X 0);

(v) if L1 ∈ L(X 1;Y1), or M1 ∈ L(X 1;Y1), then S ∈ Cl(X 1);

(vi) if L−11 ∈ L(Y1;X 1), or M−11 ∈ L(Y1;X 1), then T ∈ Cl(Y1).

Theorem 2 Let Banach spaces X and Y be reflexive, (L,M) ∈ Hα(θ0, a0), L1 ∈ L(X 1;Y1),
or M1 ∈ L(X 1;Y1), X be an open set in R × Xm, N : X → Y1, L−11 N ∈ C

(
X;DL−1

1 M1

)

be locally Lipschitzian in x, f ∈ C([t0, T ];Y) for some T > t0, L−11 Qf ∈ C([t0, T ];DL−1
1 M1

),

gm−α ∗M−10 (I −Q)f ∈ Cm−1([t0, T ];X ), yk ∈ L[DL−1
1 M1

] for all k = 0, 1, . . . ,m − 1. Then for

some t1 ∈ (t0, T ] there exists a unique solution of problem (1), (2) on the segment [t0, t1].

Theorem 3 Let Banach spaces X and Y be reflexive, (L,M) ∈ Hα(θ0, a0), L
−1
1 ∈ L(Y1;X 1),

X be an open set in R × Xm, N ∈ C
(
X;DM1L

−1
1

)
be locally Lipschitz continuous in x, f ∈

C([t0, T ];Y) for some T > t0, Qf ∈ C([t0, T ];DM1L
−1
1

), gm−α∗M−10 (I−Q)f ∈ Cm−1([t0, T ];X ),

yk ∈ L[DM ], k = 0, 1, . . . ,m − 1. Then for some t1 ∈ (t0, T ] there exists a unique solution of
problem (1), (2) on the segment [t0, t1].

The theorems are applied to the unique solvability study of initial boundary value problems for
partial differential equations and systems of equations, not solved with respect to the fractional
Riemann — Liouville derivative.
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Abstract. We consider linear inverse problems for differential equations in Banach spaces
with a degenerate operator at the fractional order Gerasimov — Caputo derivative. The
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order degenerate evolution equations with a relatively bounded pair of operators.
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Let U , X , Y be Banach spaces, L(X ;Y) be the Banach space of linear continuous operators,
Cl(X ;Y) be the set of all linear closed densely defined operators. Let L ∈ L(X ;Y), kerL 6= {0},
M ∈ Cl(X ;Y) has a domain of the definition DM .

Consider degenerate fractional order differential equation

Dα
t Lx(t) = Mx(t) +B(t)u+ y(t), t ∈ [0, T ]. (1)

Here Dα
t is the fractional Gerasimov —Caputo derivative, B : [0, T ]→ L(U ;Y), y : [0, T ]→ Y,

u ∈ U , T > 0. Endow equation (1) by the Cauchy conditions

x(k)(0) = xk, k = 0, 1, . . . ,m− 1, (2)

and by the overdetermination condition

T∫

0

x(t)dµ(t) = xT . (3)

The scalar-valued function µ has a bounded variation on the segment [0, T ]. The integral
in condition (3) is understood as vector integral of Riemann — Stieltjes. The elements xk,
k = 0, 1, . . . ,m− 1, xT are known.

For α, β > 0 we shall use the Mittag-Leffler function Eα,β(v) =
∞∑
n=0

vn

Γ(αn+β) . We also introduce

the notations ρL(M) = {λ ∈ C : (λL −M)−1 ∈ L(Y;X )}, σL(M) = C \ ρL(M), RLλ (M) =
(λL−M)−1L, LLλ (M) = L(λL−M)−1.

At p ∈ N0 an operator M is called (L, σ)-bounded, if σL(M) ⊂ {λ ∈ C : |λ| ≤ a} for some
a > 0. Under the condition of (L, p)-boundedness of the operator M there exist projections
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P = 1
2πi

∫
γ
RLλ (M)dλ ∈ L(X ), Q = 1

2πi

∫
γ
LLλ (M)dλ ∈ L(Y), where γ = {λ ∈ C : |λ| = a + 1}.

Denote by X 0 (Y0) the kernel kerP (kerQ), and by X 1 (Y1) the image imP (imQ) of the
projection P (Q). Let Mk (Lk) be the restriction of the operator M (L) on DMk

= X k ∩DM

(X k), k = 0, 1. Under the condition of (L, σ)-boundedness of the operator M we have that
X = X 0⊕X 1, Y = Y0⊕Y1; Lk ∈ L(X k;Yk), k = 0, 1, M0 ∈ Cl(X 0;Y0), M1 ∈ L(X 1;Y1); there
exist operators M−1

0 ∈ L(Y0;X 0) and L−1
1 ∈ L(Y1;X 1). An operator M is called (L, p)-bounded

[1], if it is (L, σ)-bounded, Hp 6= 0, Hp+1 = 0, where H = M−1
0 L0.

Denote

χ(L−1
1 M1) :=

T∫

0

dµ(t)

t∫

0

(t− s)α−1Eα,α(L−1
1 M1(t− s)α)L−1

1 QB(s)ds ∈ L(U ;X 1),

ψ(L−1
1 M1) := PxT −

T∫

0

m−1∑

k=0

tkEα,k+1(L−1
1 M1t

α)Pxkdµ(t)−

−
T∫

0

dµ(t)

t∫

0

(t− s)α−1Eα,α(L−1
1 M1(t− s)α)L−1

1 Qy(s)ds ∈ X 1.

Theorem 1 Let M (L, p)-bounded, B ∈ C([0, T ];L(U ;Y)), y ∈ C([0, T ];Y), µ : [0, T ]→ R has
a bounded variation, (Dα

t H)nM−1
0 Q0B ∈ C([0, T ];L(U ;X )), (Dα

t H)nM−1
0 Q0y ∈ C([0, T ];X )

for all n = 0, 1, . . . , p, χ(L−1
1 M1)−1 ∈ L(X 1;U), xk ∈ X , k = 0, 1, . . . ,m− 1, xT ∈ X such that

P0xk = −Dk
t |t=0

p∑
n=0

(Dα
t H)nM−1

0 Q0[B(t)χ(L−1
1 M1)−1ψ(L−1

1 M1) + y(t)], k = 0, 1, . . . ,m − 1,

and P0xT = −
T∫
0

p∑
n=0

(Dα
t H)nM−1

0 Q0[B(t)χ(L−1
1 M1)−1ψ(L−1

1 M1)+y(t)]dµ(t). Then there exists

a unique solution of problem (1)–(3), moreover

‖u‖U ≤ C
(
m−1∑

k=0

‖Pxk‖X + ‖PxT ‖X + ‖Qy‖C([0,T ];Y)

)
.

Theorem 2 Let M (L, p)-bounded, B ∈ C([0, T ];L(U ;Y)), imB ⊂ Y1, y ∈ C([0, T ];Y1), func-
tion µ : [0, T ] → R has a bounded variation. Then problem (1)–(3) is uniquely solvable for any
xk ∈ X 1, k = 0, 1, . . . ,m− 1, xT ∈ X 1 if and only if χ(L−1

1 M1)−1 ∈ L(X 1;U). Moreover

‖u‖U ≤ C
(
m−1∑

k=0

‖xk‖X + ‖xT ‖X + ‖y‖C([0,T ];Y)

)
.
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Abstract. The proposed talk is focused at the study of mathematical modelling of free
boundary problems for non-periodic structures, like the growth of biological tissues culti-
vated on artificial nutrient media or uranium mining and cleaning a bottom hole zone of oil
(gas) wells by in-situ leaching. Corresponding mathematical models consist of free bound-
ary problems with non-periodic structure. We suggest a new method for homogenization
of the problem at the microscopic level based on the special approximation and fixed point
theorem.
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1 Introduction

We consider free boundary problems for non-periodic structures, like the growth of biologi-
cal tissues cultivated on artificial nutrient media or uranium mining. Both physical processes
have almost coincident mathematical models and by this reason we concentrate ourself on the
uranium mining. Uranium mining by leaching are very important economic problems. Real
uranium deposits or hydrocarbon reservoirs are complicated geological heterogeneous bodies.
An understanding of the movement of fluids media and dissolution mechanism of rocks by acids
is therefore fundamental. Currently the leaching of rocks describes by the large range of mathe-
matical models describing the physical processes at the macroscopic level (see [1] and references
there in). Namely, in these models at each point of a continuous medium there are the solid
skeleton and the liquid in pores. Such models are also called macroscopic (phenomenological)
models.

2 Main results

All existing phenomenological models describing these processes are based on the same principle.
Fluid dynamics is usually described by Darcy system of filtration or some its modification. The
migration of acid and products of chemical reactions are described by somehow postulated
convection-diffusion equations for the appropriate concentrations. The main point of these
postulates is the form of the coefficients of differential equations. Right here we see a lot of
variety depending on the tastes and preferences of the authors. It is quite explainable because
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the basic mechanism of the physical process is concentrated on the unknown (free) boundary
between the pore space and the solid skeleton and exactly this basic mechanism is not prescribed
in the proposed macroscopic models. Dissolution of rocks takes place exactly there. It changes
the concentration of the injected acid and the geometry of the pore space and free boundary and
creates the flow of products of chemical reactions inward the pore space. All these principally
important changes occur at the microscopic scale, corresponding to a mean size of the pores or
cracks in rocks. At the same time, any of the proposed macroscopic mathematical models operate
with other scales (much larger) and just do not “see” neither free boundary nor peculiarities of
the interaction of the acid with rocks. This explains such a variety of macroscopic mathematical
models. The authors of these models simply have no the exact method, describing the physical
processes at the microscopic level on the basis of the fundamental laws of continuum mechanics
and chemistry. They also have no the opportunity to take into account the microstructure in
macroscopic models. So they have to be limited by some plausible contemplative considerations.
R. Burridge and J. B. Keller [2] and E. Sanchez-Palencia [3] were the first to state explicitly
that mathematical models for filtrations and acoustics must be derived rigorously from the
microstructure. To this end, one should: (a) describe the physical process under consideration
most precisely at microscopic level (exact model), (b) distinguish a set of small parameters, (c)
derive the macroscopic model as the asymptotic limit of the exact model.

Various particular cases of the exact models for filtration and acoustics have been intensively
investigated by many authors: Buchanan, J.L., Gilbert, R.P. [4] and others. Most systemati-
cally, using Nguenseng’s two-scale convergent method [5], the exact models has been studied by
Meirmanov [6]. But all these problems at the microscopic level had a periodic structure that
did not depend on time. For in-situ leaching the situation is completely different. Acid in the
pores dissolves the solid skeleton and changes its structure. In this way appear free boundaries
and non-periodic structures. For the special form of the pore space, given by the function r(x, t)

we consider special approximations rε(x, t) depending on the fast variable
x

ε
and defining the

pore space. Then we construct approximate models consisting of Stokes equations for liquid ve-
locity vε(x, t) and pressure pε(x, t) in pores and diffusion-convection equation for concentration
cε(x, t) of the acid in the given domain. Here we did not use additional free boundary condition.
Separately we consider formal homogenization of the exact model and show that final result is
the same for both exact and approximate models. The homogenization of the additional free
boundary condition gives us the operator r = F (r) and fixed points of this operator defines
solution for the desired mathematical models at the macroscopic level.
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for a derivative nonlinear Schrödinger models. These models are Chen-Lee-Liu equation,
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1 Introduction

This paper studies pulse propagation engineering through optical fibers and PCF with a newly
established equations that are Chen-Lee-Liu equation[14], FokasâLenells equation [15], and
Lakshmanan-Porsezian-Daniel equation [16]. It has been studied to obtain soliton solutions
of various kinds by using the complexâamplitude ansatz and other mechanisms. This paper will
apply sech method to retrieve soliton solutions. It will be established that bright combo solitons.

1.1 Governing Equation of perturbed Chen-Lee-Liu equation

The Chen-Lee-Liu (CLL) equation of the form [14]:

iqt + aqxx + ib|q|2qx = 0 (1)

1.2 Governing Equation of perturbed FokasâLenells Equation FLE

The dimensionless form of perturbed FLE that has been proposed takes the form [15]:

iqt + a1qxx + a2qxt + b|q|2q = i[σ|q|2qx + αqx + λ(|q|2mq)x + µ(|q|2m)xq] (2)

1.3 Governing Equation of perturbed Lakshmanan-Porsezian-Daniel equa-
tion

The Lakshmanan-Porsezian-Daniel LPD model in its dimensionless form is to be studied which
is given by [16]:

iqt + aqxx + bqxt + F (|q|2)q = σqxxxx + α(qx)2q∗ + β|qx|2q + γ|q|2qxx + νq2q∗xx + δ|q|4q. (3)
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2 Sech function method [Bright Solution]

The solutions of many nonlinear equations can be expressed in the form [17]:

u(ξ) = AsechÏ(σξ) (4)
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Abstract. Two most applicable variants of the ICP error metrics are point-to-point and
point-to-plane. It is known that the point-to-plane metric has been shown to perform
better than the point-point metric in terms of accuracy and convergence rate. A closed-
form solution to the point-to-plane case for orthogonal transformations is an open problem
whereas the point-to-point variational subproblem has closed form solution. In the proposed
paper we describe a new variant of the point-to-point variational subproblem. The proposed
algorithm combines information on points and normal vectors. With the help of computer
simulation, the proposed method is compared with known algorithms for the searching of
optimal orthogonal transformation.
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1 Introduction

The algorithm ICP (Iterative Closest Points) is the main one among the methods of alignment
of three-dimensional models based on the use of exclusively geometric characteristics. The
alignment is a geometric transformation which is the best way relative to the norm of L2,
connects two data sets (clouds) of points in R3. The algorithm is widely used to record data
obtained using 3D scanners. There are two main approaches to the choice of error metrics for
pairs of points. The first approach (point-to-point) [1] uses the distance between the elements of
the pair in R3, the second approach (point-to-plane) [2] takes into account the distance between
the point of the first cloud and the tangent plane to the corresponding point of the second
cloud. For orthogonal transformations, the solution of this problem in closed form was obtained
by Horn in [3]. The key element of the ICP algorithm is the search for an orthogonal or affine
transformation, best in the sense of a quadratic metric combining two clouds of points with a
given correspondence between the points (a variational subproblem of the ICP algorithm). In this
paper is proposed the approach to the ICP variational subproblem that utilyzes information both
points coordinates and normal vectors of point clouds. The proposed approach is intermediate
between the standard point-to-point and the point-to-plane methods.
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2 Main results

Let P = {p1, . . . , ps} be a template point cloud, and Q = {q1, . . . , qs} be a target point cloud in
R3. Suppose that the relationship between points in P and Q is given in such a manner that for
each point pi exists a corresponding point qi. Denote by S(P ) and S(Q) surfaces, constructed
from the clouds P and Q respectively, by TP (pi) and TQ(qi) denote tangent planes of S(P ) at
point pi and S(Q) at point qi respectively.

The ICP algorithm is commonly considered as a geometrical transformation for rigid objects
mapping P to Q

Rpi + T, (1)

R =




r11 r12 r13

r21 r22 r23

r31 r32 r33


 , pi = (pi1 pi2 pi3)t, qi = (qi1 qi2 qi3)t, (2)

where R is a rotation (orthogonal) matrix, T is a translation vector, i = 1, . . . , s. Denote by
Jh(R, T ) the following functional: Jh(R, T ) =

∑s
ı=1 ‖ Rpi + T − qi ‖2 . The standard point-to-

point variation problem is formulated as follows:

argmin
R,T

Jh(R, T ). (3)

Denote by nip and niq the normal vectors to planes TP (pi) and TQ(qi) respectively, i = 1, . . . , s.
Consider the functional Jg(R, T )

Jg(R, t) =
s∑

ı=1

‖ Rpi + T − qi ‖2 +λ
s∑

ı=1

‖ Rnip − niq ‖2, (4)

where λ is a parameter. Consider the generalized point-to-point variation problem

argmin
R,T

Jg(R, T ). (5)

Denote the matrix pi(qi)t by M i and matrix Dp as Dp =
∑s

ı=1M
i .

Theorem 1 The variational problem (5) takes the form

argmax
R

< R,D > . (6)

Remark 1 The variation problem (6) is solved by the Horn method [3].
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Abstract

In this paper, we study the approximate and the complete controllability for nonlinear
neutral impulsive stochastic integro-differential system in infinite dimensional spaces assum-
ing controllability of associated linear systems. Sufficient conditions are established for each
of these types of controllability. The results are obtained by using the Banach fixed point
theorem. A numerical examples is provided to illustrate the technique.

Keywords. Approximate controllability, Complete controllability, Fixed point theorem,
Stochastic neutral impulsive systems.
AMS subject classifications. 93B05, 93E03, 37C25, 60H10

1 Introduction

In this paper, we consider the following impulsive semilinear stochastic integrodifferential system





dx(t) = Ax(t)dt+Bu(t)dt
+F1 (t, x(t), f1,1(ηx(t)), f1,2(δx(t)), f1,3(ξx(t))) dt
+F2 (t, x(t), f2,1(ηx(t)), f2,2(δx(t)), f2,3(ξx(t))) dw(t),

t ∈ J, t 6= tk,
∆x(tk) = x(t+k )− x(t−k ) = Ik(x(t−k )), k = 1, 2, ..., r,
x(0) = x0 ∈ H,

(1)

in a real separable Hilbert space H, where, for i = 1, 2

fi,1(ηx(t)) =
∫ t
0 fi,1(t, s, x(s))ds,

fi,2(δx(t)) =
∫ T
0 fi,2(t, s, x(s))ds,

fi,3(ξx(t)) =
∫ t
0 fi,3(t, s, x(s))dw(s).

1
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Here, A is the infinitesimal generator of strongly continuous semigroup of bounded linear oper-
ators {S(t), t ≥ 0} in H, B is bounded linear operator from U into H.

F1 : J ×H ×H ×H ×H → H,
F2 : J ×H ×H ×H ×H → LQ(E,H),

,
fi,1, fi,2 : J × J ×H → H, Ik : H → H,
fi,3 : J × J ×H → LQ(E,H).

Furthermore, the fixed times tk satisfies 0 = t0 < t1 < ... < tr < T , x(t+k ) and x(t−k ) represent the
right and left limits of x(t) at t = tk. And ∆x(tk) = x(t+k )−x(t−k ) represents the jump in the state
x at time tk, where Ik determines the size of the jump.The initial value x0 is F0-measurable H-
valued square-integrable random variable independent of w. The system (1) is in a very general
form and it covers many possible models with various definitions of f1,1, f1,2, f1,3, f2,1, f2,2, f2,3.
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Abstract. In this study, a geometric version of an NP-hard problem (”Almost 2 − SAT”
problem) is introduced which has potential applications in binary sensor networks, shape
separation, image processing, etc. Furthermore, it has been illustrated that the new problem
known as ”Two Disjoint Convex Hulls” can be solved in polynomial time due to some
combinatorial aspects and geometric properties. For this purpose, an O(n2) algorithm has
also been presented which employs the Separating Axis Theorem (SAT) and the duality of
points/lines.
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1 Introduction

Detecting and testing the intersection between geometric objects are among the most important
applications of computational geometry. It is one of the main questions addressed in Shamos’
article that lays the groundwork for computational geometry [?], the first application of the
plane sweep technique [?]. It is hard to overstate the importance of finding efficient algorithms
for intersection testing or collision detection as this class of problems has many applications in
Robotics, Computer Graphics, Computer-Aided Design and VLSI design [?, ?, ?]. In the plane,
Shamos [?] presents an optimal linear algorithm to construct the intersection of a pair of convex
polygons. Another linear time algorithm is later presented by O Rourke et al. [?].

For the testing version of the problem, Lemma ?? has been proved [?].

Lemma 1 Let P and Q be two convex polygons with n and m vertices, respectively. The 2D-
algorithm determines if P and Q intersect in O(log n+ logm) time[?].

As discussed earlier, the problems are applicable to binary sensor networks and target tracking.
Assume that some of the sensors do not work properly in a binary sensor network; these sensors
send incorrect signs. Clearly, if two convex hulls overlap, it means that some of the sensors are
making mistakes, but the reverse is not Necessarily right.
In some applications, the minimum sensors are ignored because they are prone to make a wrong
sign at the moment. This problem is summarized as Problem ??.

Problem 1 Minimum Sign to Remove: There are a plus set P1 and a minus set P2 of
points on the plane. For an integer K ≤ min{|P1|, |P2|}, are there K points in P1 ∪ P2 whose
removing yields two disjoint convex hulls for P1 and P2?
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2 Main results

For some given point sets which constructs corners of the shapes reconstructing binary images
with disjoint components is an important problem, for which there are several applications in
digital/graphical games. Similar problems arise in the face of binary sensor networks. For all
these applications, it is worth detecting the minimum number of noises which could be removed
and caused construction of some separate components.

In this paper, a new problem entitled ”Two Disjoint Convex Hulls” is introduced. A useful
application of binary sensor networks along with some observations are also discussed in detail.
Furthermore, a naive algorithm (O(n3)) and a faster one (O(n2)) are presented.
We can conclude the main results in Theorem ??.

Theorem 2 Let A and B be two sets of points in the plane, |A| = m and |B| = n. Then the
algorithm finds the minimum number of removal points in order to have two disjoint convex hulls
in O(m+ n)2.
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[3] Toth, Csaba D., Joseph O’Rourke, and Jacob E. Goodman. Handbook of discrete and com-
putational geometry. Chapman and Hall/CRC, 2017.
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Abstract. We propose a new methodology for incorporating imprecision in structural pa-
rameters to compute performance measures of queueing models with breakdowns and re-
pairs. An efficient implementation of computational algorithm is investigated to analyze the
M/G/1/N queueing model with dependent breakdowns by using theory of interval-valued
probabilities. Several numerical examples are presented to illustrate the performance of the
proposed method.
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1 Introduction

The analysis of an important class of stochastic systems involves imprecision or incompleteness,
uncertainty in parameters. Frequently little data is available concerning the variability of the
key input parameters required for a predictive analysis. This has led to widespread use of
several uncertainty descriptions. Many authors have proposed frameworks to properly model
such uncertainty. The recent theory of imprecise probability provides a framework that is more
general than conventional probability theory. It allows to obtain lower and upper probabilities
from partial information on the occurrence of events and provides more general and robust
models of uncertainty. A comprehensive presentation of the theory is given in [1, 2].

In this paper we attempt to apply the theory of imprecise probability for computing performance
measures of the M/G/1/N queueing model with dependent breakdowns. More formally, let θ
denote the probability of a server breakdown; then, we compute the stationary distribution of
the queue-length process, denoted by πθ, and other performances under the assumption that the
probability θ is imprecise or uncertain. Indeed, data on the period characterizing the interval
of time between occurrence of breakdowns of the server is only available in censored form and
thereby estimating mean times of such periods is a statistical challenge. For this reason, we are
typically confronted with uncertainty concerning the true value of the parameters defining the
distributions of the time between breakdowns, in our case the probability of a server breakdown
θ. We develop efficient algorithm based on the use of the theory of imprecise probability to
analyze the considered queueing model. A key feature of this approach is the ability of obtaining
the performance measures of the studied queueing model under interval’s forms. The obtained
numerical results are non-trivial and intuitively explainable.
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2 The M/G/1/N Queue with Dependent Breakdowns

Consider a M/G/1/N queue with server’s breakdowns and repairs. Customers arrive according
to a Poisson process with rate λ. Arriving customers that find the queue full are assumed to be
blocked and lost. The service time provided by a single server is an independent and identically
distributed random variable with a general distribution function S(x), having finite mean 1/µ.
The server can serve only one customer at a time. Customers are served according to the
first-come, first-served (FCFS) discipline. Assume that the probability of a server breakdown
increases with the number of successful service completions since the last breakdown (i.e., the
servers wears down).

Let (i, j) denote a state of the system, where i is the number of customers in the system right
after either a service completion or a repair completion, and j is the number of successful service
completions since the last breakdown. At the end of each service, there is a probability θ(j) that
the server breaks down and enters a repair state, the length of which is exponentially distributed
with rate r and which is independent of everything else, and with probability (1 − θ(j)) the
server is operationally and serves the customer. The only points in time where a possible server
breakdown can occur is right at the beginning of a service. As model for θ(j) we study the
following decay models.

Example 1 We identify three models for the dependence of the break down probability on the
number of successive services.

Geometric Decay: For θ ∈ (0, 1) we let

θ(j) = θj .

Linear Decay: For θ ∈ (0, 1) we let

θ(j) =

(
1− 1

(1 + j)b

)
θ,

for some constant 0 < b ≤ 1.

Stepwise Decay: Let Mk ∈ N, 1 ≤ k ≤ K, such that

0 = M0 < M1 < M2 < · · · < MK < MK+1 =∞.

For θ ∈ (0, 1) we let θ(j) = θk for Mk−1 ≤ j < Mk.

In this paper we propose an efficient computational algorithm to the M/G/1/N queue with
dependent breakdowns and repairs with the purpose of obtaining intervals for the uncertain
performance measures, where we consider that the probability of a server breakdown θ is im-
precise.
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1 Introduction

We consider a boundary value problem for the system of equations with reaction terms under-
going a first kind discontinuity. This problem arose while creation of biophysical models on the
autowave fronts propagation in media with barriers (the areas preventing the autowave propa-
gation). Of main interest in this models are the steady state solutions having large gradients
in the vicinity of barriers. The area of large gradient is called the internal transition layer.
The presence of a small parameter multiplying the differential operator is characteristic for the
problems with an internal transition layer. As a small parameter the ratio of the settlement
region width to the transition layer width can be considered.

2 Problem statement

We consider the following boundary value problem:

ε4u′′ = f(u, v, x, ε), ε2v′′ = g(u, v, x, ε), 0 < x < 1,

u′(0) = u′(1) = 0, v′(0) = v′(1) = 0,
(1)

where ε ∈ (0, ε0] is a small parameter, functions f(u, v, x, ε) and g(u, v, x, ε) have a first kind
discontinuity across the surface {u ∈ Iu, v ∈ Iv, x = x0 ∈ (0, 1)}:

f(u, v, x, ε) =

{
f (−)(u, v, x, ε),

f (+)(u, v, x, ε),

u ∈ Iu, v ∈ Iv, 0 < x ≤ x0 ,
u ∈ Iu, v ∈ Iv, x0 < x ≤ 1 ,

g(u, v, x, ε) =

{
g(−)(u, v, x, ε),

g(+)(u, v, x, ε),

u ∈ Iu, v ∈ Iv, 0 < x ≤ x0 ,
u ∈ Iu, v ∈ Iv, x0 < x ≤ 1 ,

(2)
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f (−)(u, v, x, ε) and g(−)(u, v, x, ε) are of class C4(Iu × Iv × [0, x0] × [0, ε0]), f
(+)(u, v, x, ε) and

g(+)(u, v, x, ε) are of class C4(Iu × Iv × [x0, 1]× [0, ε0]).

(H1) Each of the equations f (∓)(u, v, x, 0) = 0 is solvable with respect to u and the functions
u = ϕ(∓)(v, x) are the isolated solutions to these equations, respectively, in the rectangles
Iv × [0, x0] and Iv × [x0, 1], and in the respective rectangles the inequalities

f
(∓)
u (ϕ(∓)(v, x), x) > 0 hold.

We shall denote h(∓)(v, x) := g(∓)(ϕ(∓)(v, x), v, x, 0).

(H2) Each of the equations h(∓)(v, x) = 0 is solvable with respect to v and the functions
v = ψ(∓)(x) are the isolated solutions to these equations, respectively, in the segments

[0, x0] and [x0, 1], and the inequalities h
(∓)
v (ψ(∓)(x), x) > 0 hold.

We investigate the solution (uε(x), vε(x)) to the problem of class C1[0, 1]∩C2((0, 1)\x0) that is
close to (ϕ(−)(ψ(−)(x), x), ψ(−)(x)) at the left side of x0 neighbourhood and to
(ϕ(+)(ψ(+)(x), x), ψ(+)(x)) at the right side. In the vicinity of x0 the solution undergoes fast
change having the area of large gradient.

3 Main result

Theorem 1 For sufficiently small ε > 0 there exists locally unique and asymptotically stable in
the sense of Lyapunov solution (uε(x), vε(x)) to the problem (1) having the internal transition
layer in the vicinity of the point x0.

The theorem is proved using the method of upper and lower solutions [2] and its modifica-
tion for the problems with internal transition layers called asymptotical method of differential
inequalities [3].
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Abstract. The process of detecting malicious software code by antivirus systems is consid-
ered. To analyze the executable code, a control flow graph is used. It is proposed to use
artificial neural networks based on adaptive resonance theory with a hierarchical memory
structure as a classifier. For convenient presentation of the control flow graph for classifica-
tion it is proposed to use the graph2vec algorithm. Experiments were carried out on model
examples when testing the proposed approach. The experimentresults show good accuracy
and speed of determining the type of software.
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1 Introduction

The most effective and often applicable software for detecting malicious software are anti-virus
programs. The main module of the antivirus is the file and process analysis module. These
modules are based on signature and heuristic attack detection. The disadvantages of signature
analysis [1] in detecting malicious software are the impossibility of detecting disguised or new
type of software. Malware developers often resort to the following masking methods: malware
encryption [2], self-modification [3], packaging [4], code obfuscation. Heuristic analysis is used
to detect unknown malware. The basic principle is to find the deviation of the behavior of the
signature from the normal state. For this, systems using artificial neural networks (ANN) have
proven themselves [5]. To determine the type of software, we represent the computer process as
a control flow graph (CFG). To compare the graph structures obtained, the graph2vec algorithm
[6] was used, which allows the graph to be described by a vector of numbers.

2 Main results

The malware detection algorithm consists of the following actions: removal of insignificant
commands; the construction of the CFG; vectorization of the CFG; development of a classifier
based on ANN adaptive-resonance theory with multi-level memory (ART-2m); classification of
the resulting vector of the CFG. After deobfuscation, the transformed code is analyzed and
divided into basic blocks, i.e. the top of the CFG. A vertex consists of a set of commands that
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do not result in the transfer of flow control. The transfer of flow control and the end of the
vertex will be marked by control transfer commands (jmp, call, loop, etc.). Each vertex can
be described by a vector of repetitions of the unique machine instructions contained in it. The
resulting numerical vector representing the CFG is fed to the classifier based on ART-2m. The
data for the classification of software are presented in table 1.

Table 1 - Baseline data for classification

Software Size of executable
code, KB.

The total number of
vertices in the CFG

Number of unique
vertices

Malicious software 202 1596 443

Original PE file 160 1256 417

Infected file 363 2851 558
When constructing the ART-2m classifier, the following tree-structure memory figure 1 was ob-
tained.

Figure 1: The memory structure of ART-2m

The figure shows that the infected file looks like the original virus more than the source file. Since
legitimate software was used as ansource file and malware, they have some common similarities.
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Abstract. Diabetes Mellitus (DM) is a disease that affects the levels of glucose in our body.
It is a common condition with noteworthy related morbidity and mortality. DM diagnosis
and management among patients infected with the human immunodeficiency virus (HIV)
is extremely important. These patients live longer lives due to the anti-retroviral ther-
apy (ART) and have significant chronic medical comorbidities. DM has higher prevalence
among pre-ART HIV-infected patients. Moreover, more educated, hypertensive and obese
HIV-infected adults are also more prone to have DM as comorbidity [1]. In this paper, we
propose a within-host model for the dynamics of HIV in an infected person who has devel-
oped type 1 diabetes (T1D) [2]. The model also includes macrophages, and cytokines. T1D
is an autoimmune disease characterized by the destruction of β-cells, which are responsible
for the production of insulin. T1D develops from an abnormal immune response, where
specific clones of cytotoxic T-cells invade the pancreatic islets of Langerhans. We compute
the reproduction number of the model and the disease-free equilibrium. Numerical simu-
lations reveal interesting dynamics and contribute to a better understanding of the role of
macrophages.
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Abstract. In this work we consider a mathematical model which describes the antiplane
shear deformation of a cylinder in frictional contact with a rigid foundation. First, we
describe the classical formulation for the antiplane problem and we give the corresponding
variational formulation which is given by a system coupling an evolutionary variational
equality for the displacement field and a time-dependent variational equation for the electric
potential field. Then we prove the existence of a unique weak solution to the model. The
proof is based on arguments of variational inequalities and by using the Banach fixed-point
Theorem.
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Abstract. This abstract is about evaluating image quality for further ranking. It’s consid-
ering quality as an image-specific characteristic perceived by an average human observer.
A couple of these metrics are blurriness, image entropy, sharpness. Further use of these
metrics is try to calculate better values based on human eye perception.
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1 Blurriness

This metrics described at [1]. It computes absolute vertical and horizontal difference D for
neighboring pixels in original and blurred images (1,2):

Dver(x,y) = |I(x, y)− I(x− 1, y)|, x = 2...w, y = 1...h, (1)

Dhor(x,y) = |I(x, y)− I(x, y − 1)|, x = 1...w, y = 2...h, (2)

where I(x, y) is the intensity value at the (x, y) pixel, h and w are height and width of image.
After that, variation of neighboring pixels before and after blurring needs to be analyzed (3):

Vver(x,y) = max(0, Dver(x,y) −DBver(x,y))), x = 1...w − 1, y = 0...h− 1, (3)

where DBver(x,y) is the absolute difference for blurred image B. Finally, blurriness for vertical
direction is computed (4):

Fblurver =

∑w−1,h−1
x,y=1 Dver(x,y) −

∑w−1,h−1
x,y=1 Vver(x,y)∑w−1,h−1

x,y=1 Dver(x,y)

, (4)

Finally, maximum of two is selected as the final blurriness measure (5)

Fblur = max(Fblurhor , Fblurver), (5)

2 Entropy

The basic idea behind entropy is to measure the uncertainty of the image (5). So higher entropy
should mean that more signal is contained in the image. For example, if there are less details
and mode plain surfaces, entropy would be less.

Fent = −
n∑

k=1

p(Ik) ∗ log2 p(Ik), (6)

where p(Ik) is the probability of the particular intensity value Ik.
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3 Sharpness

This measure [2] is based on assumption that differences of neighboring pixels change more in
the areas with sharp edges. Therefore the authors compute second-order difference for the neigh-
boring pixels as a discrete analog of second derivative for the image passed through denoising
median filter:

∆D2(x, y) =
[
Im(x+ 2, y)− Im(x, y)

]
−
[
Im(x, y)− Im(x− 2, y)

]
(7)

where Im the original image passed through median filter Then authors define vertical sharpness
for each pixel Sver as shown below:

Sver(x, y) =

∑
x−t<=k<=x+t |∆D2(k, y)|∑

x−t<=k<=x+t |I(k, y)− I(k − 1, y)| (8)

and each pixel is treated as sharp if its sharpness exceeds 0.0001. Then sharp to edge pixels
ratio for vertical and horizontal directions is computed as:

Fsharp =

√
(
NShor

NEhor

)2 + (
NSver

NEver

)2 (9)
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Abstract. The theory of learning addresses the problems of regression, of density estima-
tion, but it is first defined around the problems of data classification, which consists in
determining the parameters of the adaptable, probabilistic or deterministic system, starting
from sets of examples. in order to generalize and correctly classify new data, these problems
are usually addressed as a minimization problem, the intended perspective is most often
minimax, we use hidden Markov chains (HMC) for evaluation and search of ’optimum. In
this study we present the different procedures used, firstly the forward and backward pro-
cedure for calculating the likelihood of the study model and secondly the application of the
Viterbi algorithm for the determination of the optimal path. we finish with a numirical
application of these algorithms.

Keywords. Hidden Markov Chain; classification; forward, backward and Viterbi algorithm.
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1 Introduction

In the hidden Markov chains, which are random functions of Markov chains, which were intro-
duced by Baum, Petrie and Eagon in the late sixties [2]. It was necessary to wait a fortnight
of year to find their first application. Currently, these models are widely applied in several
fields such as artificial intelligence, speech recognition and cited form [4], signal, handwriting
recognition [5], signal processing, molecular biology [1, 3], economics (the financial market),
medical diagnostics, robotics, ... etc. learning is the transformation of the input space (observa-
tions) which are independent, to the output space (which represents the objectives) which also
represents independent variables. in this work we have developed the forward and backward
algorithm easier to apply and less complex in storage space. Moreover, the CMCs are known
by the lack of data concerning the states and consequently the estimation of the parameters of
the model by the likelihood method becomes impossible. Several methods of estimating these
models have been developed: it is about the itirative algorithms which consists of recursively
estimating the parameters of the model up to a predetermined stopping criterion. For our work
we have developed the Baum-welch algorithm which is a variant of the EM algorithm in Hidden
Markov chains.
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Abstract. We show that the system describing planar non-steady motions of fibre-reinforced
fluids can be reduced, under certain conditions, to a single third order PDE in two dimen-
sions. Remarkably, this equation has the same form as the equation that governs the steady
motions.
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1 Introduction

A kinematic study of the motion of ideal fibre-reinforced fluids has been conducted by Spencer
[1]. The ideal model describes an incompressible viscous liquid which contains inextensible fibre
lines occupying the volume of the fluid by which they are convected [2].

Let t = t(r, t) denote the unit vector tangential to a generic fibre and q = q(r, t) be the fluid
velocity. Then, the kinematic condition which encodes both the convection requirement and
inextensibility of the fibres is given by

(∂t + q · ∇) t = (t · ∇)q. (1)

The latter equation is also augmented by the continuity condition:

divq = 0. (2)

2 Main result

We restrict our attention to the flows that are planar and whose fibre-divergence is not constant,
i.e. θ 6= const. These flows can be determined essentially from kinematic considerations. Planar
steady flows have been studied in [3, 4, 5].

In the planar case it is convenient to parametrise the unit vector t as

t = i cosϕ+ j sinϕ,

hence the unit normal to the fibres adopts the form

n = −i sinϕ+ j cosϕ,
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where i and j are the vectors of Cartesian orthonormal basis. Hence the velocity can be decom-
posed as follows

q = vt + wn.

Theorem. Given a solution (ρ(n, s, τ), N(ρ(n, s, τ), n)) of the equation

(ρsn
N

)
n

+Nρρρs = 0, (3)

a solution of the governing equations (1) and (2) is given by

t = (cosϕ, sinϕ), q = v(cosϕ, sinϕ) + w(− sinϕ, cosϕ),

where the angle ϕ is given by the integral

ϕ =

∫ (n,s)

Nρdn−
ρns
N
ds

and the components of velocity v and w by formula

v = xτ cosϕ+ yτ sinϕ− ρτ , w = −xτ sinϕ+ yτ cosϕ. (4)

The Eulerian coordinates are parametrised by the solution of the compatible system

xs = ρs cosϕ, xn = −N sinϕ, ys = ρs sinϕ, yn = N cosϕ. (5)

and t = τ .

Remark. The equation that governs steady motions of planar fibre-reinforced fluids coincides
with (3), where N = N(ρ), ρ = ρ(n, s).

References

[1] A. J. M. Spencer, Fibre-streamline flows of fibre-reinforced viscous fluids, European J. Appl.
Math. 8 (1997) 209-215.

[2] B. D. Hull, T. D. Rogers and A. J. M. Spencer, Theoretical analysis of forming flows of
continuous fibre-resin systems, Flow and Rheology in Polymer Composites Manufacturing
(ed.S. G. Advani; Elsevier, Amsterdam 1994) 203-256.

[3] Schief, W. K.; Rogers, C. The kinematics of fibre-reinforced fluids. An integrable reduction.
Quart. J. Mech. Appl. Math. 56 (2003), no. 4, 493-512. 76T99 (37K10 37N10)

[4] Rogers, C.; Schief, W. K. Novel integrable reductions in nonlinear continuum mechanics
via geometric constraints. Integrability, topological solitons and beyond. J. Math. Phys. 44
(2003), no. 8, 3341-3369

[5] Rogers, C.; Schief, W. K. The kinematics of the plane motion of a fiber-reinforced ideal
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Abstract. For option pricing models with the insufficient liquidity and transaction costs, a
numerical solution is given to the price of call options and the price sensitivity factors from
the market parameters (simply sensitivities, or Greeks), as well as a comparison with actual
data on deals on Moscow Exchange is made.
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The models of option pricing of futures-styles options [1, 2, 3] with the insufficient liquidity can
be written as

ut +
σ2x2uxx

(1− xv(ux)uxx)2
= 0, (1)

where v(ux) takes the form determined by the model. The results of the group classification of
such class of models are presented in [4].

Leland’s model [5], which takes into account the proportional transaction costs, has the form

ut + σ2
[
1 +

√
2/π k/σ

√
∆t
]
x2uxx = 0, (2)

where k is the coefficient of the transaction costs, ∆t is a small, but not infinitesimal time
interval that determines the frequency of the portfolio rebalancing.

With the modifications of Y. M. Kabanov and M. M. Safarian [6], the Leland’s model can be
represented as

ut + σ2
[
1 +

√
8/π kn/σ

√
n
]
x2uxx = 0. (3)

where n is the number of the revisions, and kn are transaction costs for each revision of the
portfolio.

For these models, a numerical solution is given to the price of call options and the price sensitivity
factors from the market parameters (simply sensitivities, or Greeks), as well as a comparison
with actual data on deals on Moscow Exchange using the method from [7] is maid.

Acknowledgments

This work is supported by the Russian Foundation for Basic Research, grant No. 19-01-00244.

62



References

[1] R. Frey and A. Stremme, Market volatility and feedback effects from dynamic hedging, Math.
Finance 7 (1997), 351–374.

[2] R. K. Sircar and G. Papanicolaou, General Black — Scholes models accounting for increased
market volatility from hedging strategies, Appl. Math. Finance 5 (1998), 45–82.
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Abstract. The report paper is devoted to the study of the fractional integral operator
which is a negative real power of the singular wave operator generated by Bessel operator
and its inverse using weighted generalized functions.

Keywords. hyperbolic Riesz B-potential; fractional power of singular hyperbolic operator;
Lorentz distance; singular Bessel differential operator; generalized translation; multidimen-
sional Hankel transform.

MSC2010. 42C15, 46E30, 46E35.

In recent years, the interest to the Fractional Calculus has been increasing due to its applications
in many fields. As for multidimensional case the most developed type of fractional integrals
are Riesz potentials which are generalized both Newton potential to the fractional case and
Riemann-Liouville fractional integral to the multidimensional case.

Let us start from the classical mechanic Newton potential. If f is integrable function with
compact support then the Newton potential of f is the convolution product

VNf(x) =

∫

Rn

v(x− y)f(y)dy,

where

v(x) =

{
1

2π log |x|, n = 2;
1

n(2−n)ωn
|x|2−n, n 6= 2,

ωn is a volume of unit ball Rn.

Newton potential VN of f is the solution to the Poisson equation

∆VN = f, ∆ =
n∑

i=1

∂2

∂x2
i

, x = (x1, ..., xn) ∈ Rn,

therefore, it can be considered as a negative degree of the Laplace operator:

VNf = ∆−1f.

Along with the Newtonian potential, the wave potential of the function f has found wide appli-
cations

VW f(x) =

∫

Rn

ε(x− y)f(y)dy,

64



where ε is a fundamental solution of the wave operator. For the wave potential VW the next
equality is true

�VW = f,

therefore, it can be considered as a negative degree of the D’Alembert operator: VW f = �−1f .

Marsel Riesz was a Hungarian mathematician who first established the fractional powers of the
Laplace and D’Alembert operators. Such potentials are called the Riesz potentials now and
have the forms

Iα∆f(P ) =
1

γn(α)

∫

Rn

f(Q)rα−ndQ and Iα�f(P ) =
1

Hn(α)

∫

D

f(Q)rα−nPQ dQ,

where P = (x1, ..., xn), Q = (ξ1, ..., ξn), γn(α), Hn(α) is normalizing constant,

r=
√

(x1 − ξ1)2 + (x2 − ξ2)2 + ...+ (xn − ξn)2

is the Euclidean distance,

rPQ=
√

(x1 − ξ1)2 − (x2 − ξ2)2 − ...− (xn − ξn)2

is the Lorentz distance, D = {x : x2
1 ≥ x2

2 + ...+ x2
n} is the positive cone.

It is not to see that

∆Iα+2
∆ f(P ) = −Iα∆f(P ) and �Iα+2

� f(P ) = Iα�f(P ).

More attention was paid to Riesz potentials with Euclidean distance by S.G. Samko, L. N.
Lyakhov, M. D. Ortigueira, B. Rubin and other. M. L. Gol’dman studied kernels of fractional
powers of operators which are the set of all positive powers of the operator generated by the
Green function for the Laplace equation.

Fractional powers of hyperbolic operators, with Bessel operators instead of all or some second
derivatives, are much less studied. Such operators have wide areas of application such as singular
differential equations, differential geometry and random walks.

In this report we study real powers of

�γ = Bγ1 −Bγ2 − ...−Bγn , Bγi =
∂2

∂x2
i

+
γi
xi

∂

∂xi
, i = 1, ..., n.

Composition method developed by S. M. Sitnik was used for construction of (�γ)−
α
2 , α > 0.

We present embedding theorems and inverse operator to �−αγ , α > 0.
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Abstract. This paper deals with the fractional derivative of the Lerch zeta function. The
main properties of this fractional derivative are presented and discussed. In particular,
the study concerns the link with the Banach algebra and some new results are given. As
a consequence, the class of zeta functions shows that the fractional calculus of complex
functions can be extended in suitable Banach algebras.
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In this paper, fuzzy fractional population with Caputo generalized Hukuhara differentia-

bility is introduced. Some numerical examples are provided to confirm the accuracy of

the proposed method.
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Abstract. We consider a delayed Volterra-Hammerstein integral inclusion with a parame-
ter. We obtain conditions that guarantee its solvability and continuous dependence of the
solutions set on the parameter. Based on these results we investigate the well-posedness
property of a wide class of mathematical models describing the electrical activity in the
neocortex.
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We denote Rm to be a m-dimensional real vector space with the norm | · |, µ – to be a Lebesgue
measure on Rm. Let Ω be some compact subset of Rm, T > 0. For any t ∈ (0, T ], we denote
the direct product [0, t] × Ω by Ω̃t. Denote by C(Ω̃T , R

n), L(Ω̃T , µ,R
n), and L∞(Ω̃T , µ,R

n)
the Banach spaces of continuous, Lebesgue integrable, and essentially bounded functions, re-
spectively with the standard norms. Let B be some Banach space with the norm ‖ · ‖B. De-
note by 2B the set of all nonempty subsets of B. For any M ⊂ B, r > 0, we define the set
BB(M, r) = {b ∈ B, ‖b−m‖B < r,m ∈M}.
We consider the following delayed Volterra-Hammerstein integral inclusion

u(t, x) ∈
∫ t

0

∫

Ω
W (t, s, x, y, λ)H(s, y, u(s−τ(x, y, λ), y), λ)dyds, (t, x) ∈ Ω̃T , (1)

u(t, x) = ϕ(t, x, λ), t ∈ (−∞, 0), x ∈ Ω (2)

parameterized by λ ∈ Λ, where Λ is some metric space.

For any λ ∈ Λ, we assume the following conditions to be satisfied:

(A1) For any (t, x) ∈ Ω̃T , the kernel W (t, ·, x, ·, λ) ∈ L∞(Ω̃t, µ,R
n×k) and the function (t, x) 7→

‖W (t, ·, x, ·)‖
L∞(Ω̃t,µ,Rn×k)

is bounded; for any measurable set I ⊂ Ω̃T and any (t0, x0) ∈ Ω̃T , it

holds true that lim
(t,x)→(t0,x0)

∫ ∫

I∩Ω̃t

W (t, s, x, y, λ)dyds =
∫ ∫

I∩Ω̃t0

W (t0, s, x0, y, λ)dyds.

(A2) For almost all (t, x) ∈ ΩT , the nonlinearityH(t, x, ·, λ) : Rn → 2R
k

is upper semi-continuous
and has convex compact values; for any r > 0, the mapping H(·, ·, u, λ) is integrally bounded
by some η(r,λ) ∈ L(Ω̃T , µ, [0,∞)) for all u ∈ BRn(0, r); and for any ε > 0, there exists δ > 0

such that for all (t, x), (t0, x0) ∈ Ω̃T , the inequalities 0 ≤ t0 − t < δ and |x0 − x| < δ imply the
relation

∫ t
0

∫
Ω |W (t, s, x, y, λ)−W (t0, s, x0, y, λ)|η(r,λ)(s, y)dyds < ε.

(A3) The delay τ(·, ·, λ) : Ω× Ω→ [0,∞) is continuous.
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(A4) The prehistory function ϕ(·, ·, λ) : (−∞, 0) × Ω → Rn is continuous and satisfies the
conditions: ∀x ∈ Ω lim

t→−∞
ϕ(t, x, λ) = 0 and lim

t→0
ϕ(t, ·) ≡ 0.

For any λ ∈ Λ, we understand the solutions to the problem (1), (2) in the following sense.

Definition 1 Let λ ∈ Λ be fixed. Let ξ, ζ ∈ (0, T ]. We define a ξ-local solution to the problem
(1), (2) to be a function uξ ∈ C(Ω̃ξ, R

n) satisfying the inclusion (1) on Ω̃ξ and the condition (2).

In the case ξ = T , the corresponding T -local solution uT ∈ C(Ω̃ξ, R
n) we call a global solution

to the problem (1), (2). We define a ζ-maximally extended solution to the problem (1), (2) to be
a mapping ũζ : Ω̃ζ → Rn such that: for any ξ ∈ (0, ζ), the restriction uξ ∈ C(Ω̃ξ, R

n) of ũζ on

Ω̃ξ is a local solution to (1), (2); and lim
ξ→ζ−0

‖uξ‖C(Ω̃ξ,Rn)
=∞.

Theorem 1 Let for any λ ∈ Λ, the conditions (A1) – (A4) be satisfied. Then for any λ ∈ Λ,
the problem (1), (2) has a local solution. Any local solution can be extended to a global solution
or to a maximally extended solution.

If for some λ0 ∈ Λ and σ > 0, the condition (A2) is fulfilled with the function η(r,λ) = ηr ∈
L(Ω̃T , µ, [0,∞)) that is independent of λ ∈ BΛ(λ0, σ), then there exists ξ̂ > 0 such that for any
λ ∈ BΛ(λ0, σ) and any maximally extended solution ũζ(λ) to the problem (1), (2), it holds true

that ζ > ξ̂. Moreover, the set of all ξ̂-local solutions to (1), (2) corresponding to λ ∈ (BΛ(λ0, σ))
is relatively compact in C(Ω̃

ξ̂
, Rn).

We also obtain conditions that guarantee upper semi-continuous dependence of the solution set
of (1), (2) on the parameter λ ∈ Λ.

We consider the Amari neural field equation (see [1]) with a Heaviside-type firing rate func-
tion that generates ill-posed initial value problems in the general setting (see e.g. [2]). We
also introduce a generalization of the Amari neural field model, which takes into account such
physiological factors as the variation of the firing threshold from one neuron to other and also
the variation in time for each taken neuron, the non-homogeneity of the cerebral cortex, the
memory effects, and the finite speed of signal propagation in the neocortex media. Based on
the idea of the work [3] on reduction of an integral equation with discontinuous right-hand side
to the corresponding integral inclusion, we exploit Theorem 1 and the results on continuous
dependence of solutions to (1), (2) on the parameter to derive the conditions that guarantee the
well-posedness of both the Amari neural field equation and its aforementioned generalization.
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Abstract

In this paper, the following third-order nonlinear delay differential equa-
tion with periodic coefficients

d3

dt3
x (t) + p (t)

d2

dt2
x (t) + q (t)

d

dt
x (t) + r (t)x (t) =

f (t, x(t), x (t− τ (t))) +
d

dt
g(t, x (t− τ (t))), t ∈ R.

is considered. By employing Green’s function, Krasnoselskii’s fixed point
theorem, and the contraction mapping principle, we state and prove the
existence and uniqueness of periodic solutions to the third-order nonlinear
delay differential equation.

Keywords: fixed point, positive periodic solutions, third-order differntial equa-

tions.
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Abstract. This paper introduces sensitivity analysis of the ruin probability in the clas-
sical risk model, where we assume that the parameters involved in the definition of the
ruin probability are modelled by probability-boxes, which account for both aleatory and
epistemic uncertainty. For assessing the ruin probability, we have used the Taylor series
expansion methodology, and obtain this one under boxes form. Several numerical examples
are presented to illustrate the performance of the proposed method and are compared to
the corresponding Monte Carlo simulations ones.
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1 Introduction

In risk theory, computational methods of ruin probabilities have received significant attention
in the last decade. The reader is referred to the books by Asmussen [1], Grandell [4], and Kaas
et al. [3]. A central model in insurance risk theory is the compound Poisson model. Since
the pioneering works of Lundberg and Cramı̈¿1

2r [2]. It has been the object of a number of
theoretical studies and practical applications. In this paper, we consider the classical compound
Poisson model of risk theory, where the surplus process R(t) of an insurance portfolio at time t
is given by

Rt = u+ c t−
Nt∑

k=1

Uk, (1)

with N(t) denoting a homogeneous Poisson process with intensity λ, and u = R0 represents
the non-negative initial reserve. The claim sizes {Uk, k = 1, 2, . . .} are positive independent
and identically distributed random variables, independent of {Nt}, and c is a constant premium
intensity. Assume that the net profit condition c > λµ holds; thus the relative security loading
ρ = λµ/c < 1.

This model is characterized by the exponential distribution of claim amounts. In this case, the
ruin probability ψ(u;λ, µ) can be obtained in computationally tractable exact form

ψ(u;λ, µ) =
λµ

c
e
−u( c−λµ

c µ
)
.

72



2 Multivariate Taylor-series expansions

Let (Ω,F ,P) be the probability space describing the underlying randomness of the uncertain
parameter, where Ω denotes the event space equipped with σ-algebra F and probability measure
P. Consider that a model output M(ω) depending on m parameters, θ1, θ2, . . . , θm, in writing
Mθ = M(θ1, θ2, . . . , θm). We also assume that M(ω) is infinitely differentiable function with
respect to each parameter θi, 1 ≤ i ≤ m. In the sequel, we are typically interested in providing a
compact way to establish the Taylor-series expansion of the model output to multiple-parameter.
For that, we introduce the following notation of the multi-index ı = (ı1, ı2, . . . , ım), which is an
m-tuple of nonnegative integers

|ı| = ı1 + ı2 + . . .+ ım, ı! = ı1!× ı2!× . . .× ım!, θı = θı11 × θı22 × . . .× θımm
for ı ∈ Nm and θ ∈ Rm.

The Taylor series expansion of the model output M(ω) of multiple-parameter
θ(ω) = (θ1(ω), θ2(ω), . . . , θm(ω)), is given as follows

M(ω) ,Mθ̄+σ ε(ω) =
∑

|ı|≥0

(θ(ω)− θ̄)ı
ı!

DıMθ, (2)

where DıMθ is the |ı|-th order partial derivative of Mθ, defined in some neighborhood of θ by

DıMθ =
∂|ı|Mθ

∂θı11 ∂θ
ı2
2 . . . ∂θımm

.

3 Propagation of uncertainty exponential claims model

In this investigation, we are interested in the analysis of uncertainty in the classical risk model
of the Lundberg model, where we consider that the parameters of the model are obtained under
epistemic uncertainties. This uncertainty is due to a lack of knowledge about the exact value
of the parameter. So, in our analysis, we assume that the parameters model are modelled by
intervals [5]. This construction is defined as a Bayesian hierarchical model, where the distribution
assigned to the parameters model is replaced by an interval. In this sense, we will use the Taylor
series expansions method to assess the ruin probability. The resulting numerical values will be
compared to the Monte Carlo corresponding ones.
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1 Introduction

We can consider regular or singular q-Sturm-Liouville problem in the form [3]

Dq (K(x; q)Dqyn(x; q)) + λn,qw(x; q)yn(x; q) = 0, (1)

where K(x; q) > 0, w(x; q) > 0 and the q-difference operator is defined by Dqf(x) = f(qx)−f(x)
(q−1)x

where x 6= 0, q 6= 1 and Dqf(0) := f ′(0).The solutions of the above equation are known as
q-orthogonal functions. Therefore, for n 6= m, if we have two eigenfunctions of (1), denoted
by yn(x; q) and ym(x; q), then these functions are orthogonal with respect to a weight function
w(x; q). Let ϕ(x) and ψ(x) be two polynomials of degree at most 2 and 1 respectively as

ϕ(x) = ax2 + bx+ c and ψ(x) = dx+ e (a, b, c, d, e ∈ C, d 6= 0).

If {yn(x; q)}n is a sequence of polynomials that satisfies the q-difference equation

ϕ(x)D2
qyn(x; q) + ψ(x)Dqyn(x; q) + λn,qyn(qx; q) = 0, (2)

λn,q ∈ C, n ∈ {0, 1, 2, . . . }, q ∈ R \ {−1, 0, 1}, then the following orthogonality relation holds
∫ b

a
w(x; q)yn(x; q)ym(x; q)dqx =

(∫ b

a
w(x; q)y2n(x; q)dqx

)
δn,m,

in which w(x; q) is the solution of q-Pearson equation

Dq(w(x; q)ϕ(q−1x)) = w(qx; q)ψ(x). (3)

Note that w(x; q) is assumed to be positive and w(q−1x; q)ϕ(q−2x)xk for k ∈ N0 must vanish
at x = a, b. Also if Pn(x) = xn + · · · is a monic solution of equation (2), then by equating the
coefficients of xn in (2) we obtain the eigenvalue as

λn,q = − [n]q
qn

(a[n− 1]q + d) where [n]q :=
qn − 1

q − 1
, [0]q := 0. (4)

where the q-number [n]q is defined by

[n]q :=
qn − 1

q − 1
and [0]q := 0.
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2 Main results

In order to obtain q-analogues of three finite orthogonal polynomials {N (p)
n (x)}n, {M (s,t)

n (x)}n
and {I(r)n (x)}n [1], let us consider following specific q-difference equations of type (2)

x(q2x+ 1)D2
qyn(x; q)− ((1− q)−1((q2 − qp)x+ 1))Dqyn(x; q) + λn,qyn(qx; q) = 0, (5)

x(qx+ 1)D2
qyn(x; q)− (q [s− 2]q x+ [−t− 1]q)Dqyn(x; q) + λn,qyn(qx; q) = 0, (6)

(q2x2 + 1)D2
qyn(x; q)− q2 [2p− 3]q xDqyn(x; q) + λn,qyn(qx; q) = 0, (7)

where λn,q are eigenvalues that can be directly obtained from (4).
Now by applying the q-Sturm-Liouville theorem [3] we obtain that polynomial solutions of these
equations are finitely orthogonal with respect to three weight functions which correspond to
Inverse Gamma, Fisher and T-student distributions as q → 1.

Theorem 1 Let {N (p)
n (x; q)}n, {M (s,t)

n (x; q)}n and {I(r)n (x; q)}n be sequences of polynomials
that satisfies the q-difference equation (5), (6) and (7) respectively. For n = 0, 1, . . . , N we have

∫ ∞

0
w1(x; q)N (p)

n (x; q)N (p)
m (x; q)dqx =

(∫ ∞

0
w1(x; q)

(
N (p)

n (x; q)
)2
dqx

)
δn,m,

where q > 1, N = max{n,m}, N < 1
2(p− 1), w1(x; q) = x−p

(−q−1x−1; q−1)∞
and

(a; q)∞ =
∏∞

k=0(1− aqk), for 0 < |q| < 1,
∫ ∞

0
w2(x; q)M (s,t)

n (x; q)M (s,t)
m (x; q)dqx =

(∫ ∞

0
w2(x; q)

(
M (s,t)

n (x; q)
)2
dqx

)
δn,m,

where 0 < q < 1, t > −1, N = max{n,m}, N < 1
2(s− 1) and w2(x; q) = xt

(−x;q)s+t
,

∫ ∞

−∞
w3(x; q)I(r)n (x; q)I(r)m (x; q)dqx =

(∫ ∞

−∞
w3(x; q)

(
I(r)n (x; q)

)2
dqx

)
δn,m,

where q > 1, N = max{n,m}, N < r − 1, (−1)2r = −1 and w3(x; q) = x1−2r

(−x−2;q−2)
r− 1

2

.

Proof. First, the weight functions are obtained by solving the q-Pearson equation (3) for (5), (6),
(7). Then all results are proved by applying the q-Sturm-Liouville theorem on these equations.

Corollary 2 The finite set {N (p)
n (x; q)}N< 1

2
(p−1)

n=0 and {M (s,t)
n (x; q)}N< 1

2
(s−1)

n=0 are orthogonal with

respect to their weight fuctions on [0,∞). Additionally, {I(r)n (x; q)}N<r−1
n=0 is a symmetric finite

polynomial set which is orthogonal with respect to its weight fuction on (−∞,∞). It is also
straigh to show that all general properties of these polynomial solutions in the continuous case
can be recovered as q → 1.
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1 Introduction

Neural Networks have been widely studied due to their practical applications in lots of areas of
mathematics such as signal and image processing, optimization problems etc ( [?], [?]).

The notion of asymptotically w-periodic was introduced by Henriquez [?]. Dimbour in [?] has
investigated the existence of solution for an evolution differential equation.

Our purpose, in this work, is to apply results of [?] for the following integro-differential equations

x′i(t) = −aixi(t) +
n∑

j=1

(cij(t)fj(xj(t)) + dij(t)gj(xj(t− τ))

+

n∑

j=1

pij(t)

∫ t

−∞
kij(t− s)hj(xj(s))ds+ Ji(t), 1 ≤ i ≤ n,

(1)

with initial condition xi(s) = φ(s) with φ(t) = (φ1(t), φ2(t), ..., φn(t))t ∈ C (]−∞, 0],R) ,

where n corresponds to the number of neuron in a neural network, xj(t) is the state of the ith
neuron at time t. fj , gj and hj are the activation functions of jth neuron. cij(t), dij(t), pij(t)
denote respectively the connection weights, the discretely delayed connection weights, and the
distributively delayed connection weights between ith neuron and jth neuron at time t, Ji(t) is
the external bias on ith neuron, ai (ai > 0) is the rate with which the ith neuron will reset its
potential to the resting state and τ is the constant discrete time delay.
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2 Main results

We make the following assumptions.

(H1) For j = 1, 2, . . . , n, fj , gj and hj : R → R, are asymptotically w-periodic functions, and

Hı̈¿1
2 lder continuous i.e there exists constants Lfj , Lgj and Lhj > 0 such that for all x, y ∈ R,

|fj(x)−fj(y)| < Lfj |x−y|αj , |gj(x)−gj(y)| < Lgj |x−y|αj , |hj(x)−hj(y)| < Lhj |x−y|αj with 0 < αj < 1.

Furthermore, we suppose that fj(0) = gj(0) = hj(0) = 0 and ‖hj‖∞ < +∞, ∀1≤ j ≤ n.

(H2) For all 1 ≤ i, j ≤ n the functions: t −→ cij(t), t −→ dij(t) t −→ pij(t) t −→ Ji(t) are
asymptotically w-periodic on R.

(H3) For all 1 ≤ i, j ≤ n, the delayed kernels ki,j : [0,+∞[−→ [0,+∞[ are asymptotically
w-periodic and there exist nonnegative constants k+ij and σ such that

|kij(s)| ≤ k+ije−σs.

(H4) For all 1 ≤ i, j ≤ n, we shall use the following notations: c+ij = sup
t∈R
|cij(t)|; d+ij = sup

t∈R
|dij(t)|;

p+ij = sup
t∈R
|pij(t)|; J+

i = sup
t∈R
|Ji(t)| and we suppose that

r = max
1≤i≤n




n∑
j=1

(cijL
f
j + dijL

g
j + pijL

h
j )

ai


 < 1.

Theorem 1 If (H1)–(H4) are satisfied then the delayed RNNs (??) has a unique asymptotically
w-periodic in the region

B = B(ϕ0, r) =
{
ϕ ∈ APw(R+,Rn) : |ϕ− ϕ0| ≤

rβ

1− r
}
,

where

ϕ0(t) =




∫ t
−∞ e

−(t−s)a1J1(s)ds
...∫ t

−∞ e
−(t−s)anJn(s)ds




t
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Abstract. Asymptotic analysis of an incompressible Stokes fuid in a dynamic regime in a
three dimensional thin domain Ωε with mixed boundary conditions and Tresca friction law
is studied in this paper. The problem statement and variational formulation of the problem
are reformulated in a fixed domain. In which case, the estimates on velocity and pressure
are proved. These estimates will be useful in order to give a specific Reynolds equation
associated with variational inequalities and prove the uniqueness.
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1 Introduction

The subject of this work is the study of the asymptotic analysis of an incompressible Stokes fluid
in a dynamic regime in a three dimensional thin domain Ωε. The contact boundary conditions
considered here are the mixed boundary conditions (Dirichlet-Fourier) and the friction law is
the Tresca type.
We consider a mathematical problem governed to the dynamical fluid equations in a three
dimensional bounded domain Ωε ⊂ R3 defined by Ωε = {(x′, x3) ∈ R3;x ∈ ω, 0 < x3 < εh (x)}
and whose boundary Γε, assumed to be sufficiently smooth is partitioned into three disjoint
measurable parts. Let ω be a fixed bounded domain of R3 with equation x3 = 0. We suppose
that ω has a Lipschitz continuous boundary and is the bottom of the fluid. The upper surface
Γ
ε
1 is defined by x3 = εh(x′), (x′ = (x1, x2)). Let meas Γ̄ε1 > 0, and let T > 0 be a time interval.

We introduce a small parameter ε, that will tend to zero, and h a smooth bounded function such
that 0 < h < h (x) < h, for all (x′, 0) ∈ ω. We assume that the Dirichlet boundary conditions on
Γ
ε
L, where Γ

ε
L is the lateral surface, the Fourier boundary condition on Γ

ε
1, the no-flux condition

on ω. We also suppose that the non-linear Tresca interface condition on the bottom surface ω
and that body forces f act in Ωε. With these assumptions, the complete problem we study
may be formulated as follows.

∂uε

∂t
−Divσε (uε, pε) = f ε in Ωε × [0, T ] , (1.1)

σεij (uε, pε) = −pεδij + 2µdij (uε) , in Ωε × [0, T ] , (1.2)
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divuε = 0, in Ωε × [0, T ] , (1.3)

uε = g on ΓεL × ]0, T [ , (1.4)

στ (uε) + lεuε = 0,
uε · ν = 0;

}
, on Γε1 × ]0, T [ , (1.5)

uε · ν = 0 on ω × ]0, T [ , (1.6)
{
|σετ | < kε =⇒ uετ (t) = s
|σετ | = kε =⇒ ∃β ≥ 0 : uετ (t) = s− βσετ

on ω × ]0, T [ (1.7)

uε(x, 0) = 0, ∀x ∈ Ωε, (1.8)

where g = (gi)1≤i≤3 is the vector function independent of t such that
∫

Γε g.νdσ = 0, lε > 0 is a
given constant. The law of conservation of momentum is given by the equation (1.1). Equation
(1.2) represents the constitutive law of a Stokes fluid. The incompressibility equation given
by (1.3). The condition (1.4) is the Dirichlet boundary. (1.5) represent the Fourier boundary
condition. Since there is no-flux condition across ω then we have equation (1.6). Condition (1.7)
represents a Tresca thermal friction law on ω where kε is the friction coefficient, and finally, the
initial data is given by (1.8).

2 Main results

This work is a companion of the result in [1, 5]. The novelty here consist in the fact that we study
the asymptotic behavior of the same problem with Tresca free boundary friction conditions but
this time in a dynamic regime occupying a bounded homogeneous domain Ωε ⊂ R3 with the
mixed boundary conditions (Dirichlet-Fourier). To this aim we use the approach which consists
in transposing the problem initially posed in the domain Ωε which depend on a small parameter
ε in an equivalent problem posed in the fixed domain Ω which is independent of ε. We prove
that the limit solution satisfies also a variational inequality. Furthermore, we obtain a weak form
of the Reynolds equation and give a lower-dimensional fluid-solid law, prevalent in engineering
literature.
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Abstract. We obtained a mean-value formula for a two-dimensional linear homogeneous
hyperbolic equation with a factorized symbol. The proven formula can be interpreted as
the expansion into the case of an arbitrary order of the well-known mean-value theorem
(Asgeirsson principle) for the string vibration equation. In addition, this formula is an exact
difference scheme for the specified equations.
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1 Introduction

An approach to the proof of mean-value theorems, based on analysis of a differential operator
symbol, was proposed in [1], [2] and generalized in [3] by the methods developed in [4]. We use
this approach to derive a mean-value formula for the equation

m∏

j=1

(aj∂/∂x+ bj∂/∂t+ cj)u = 0 (1)

with constant coefficients aj , j = 1, . . . ,m.

2 Main result

We consider Eq. (1) with simple characteristics. The line given by the equation

bjx− ajt = const (2)

is called the j−th type characteristic of Equation (1), j = 1, . . . , m. Assume that all characteris-
tics of Eq. (1) are simple. Denote by Θ the set of all ordered collections α = (α1, . . . , αm), αj ∈
{0; 1}, j = 1, . . . ,m. Let two points Aαl = (ηαl , ω

α
l ) and Aγs = (ηγs , ω

γ
s ) lie on the j-th type charac-

teristic iff their upper indexes α = (α1, . . . , αm), γ = (γ1, . . . , γm), αj , γj ∈ {0; 1}, j = 1, . . . ,m,
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are connected with relations αk = γk, k = 1, . . . , j − 1, j + 1, . . . ,m, γj = ¬αj , s = ¬l = l ⊕ 1,
where ”¬” is the negation operation. Then for any solution u(x, t) to Eq. (1) the following
mean-value formula holds:

∑

α∈Θ

(−1)lu(Aαl )
m∏

j=1

exp(−µjξαj

j − νjτ
αj

j ) = 0. (3)

Let us now waive the requirement of simple characteristics. Then technically the mean-value
formula will look like (3), but we have to take 2k points on every characteristic instead of two
ones, where k is the multiplicity of the characteristic. Furthermore, let us assume that we deal
with one m-multiple characteristic and cj = 0, j = 1, . . .m in Eq. (1). In this case formula
(3) becomes the following ”inclusions-exceptions formula” (see [5]) for the polynomial of degree
m− 1:

u(0) =
m∑

k=1

(−1)k−1
∑

i1<···<ik
u(xi1 + · · ·+ xik), (4)

where x1, . . . , xm are points of the real line.

We hope that these results will be useful for many applications. An interesting example of one
was considered in [6], where similar ideas were explored.
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Abstract. Kernel functions play an important role in design and complexity analysis of
interior-point algorithms for solving convex optimization problems. In each iteration of
these methods, the search direction is determined and the distance between the current
point and the central path is measured by a proximity function which is typically induced
from a kernel function. In this paper, we present a new parametric kernel function, with
an hyperbolic barrier term. A class of large- and small-update primal-dual interior-point
methods for semidefinite programming based on this parametric kernel function is proposed.
By simple tools, we derive that the iteration bounds for large- and small-update methods
are, O

(√
n lnn ln n

ε

)
, and O

(√
n ln n

ε

)
, respectively. The results obtained in this paper are

the first for large- and small-update methods based on the hyperbolic kernel functions and
coincide with the currently best known iteration bounds.
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Abstract. The aim of my talk is to study the approximate solution of multi-order fractional
differential equations. For this purpose, the operational matrices of fractional order deriva-
tives and integrals in the Caputo and Riemann-Liouville senses is generalized for the shifted
Jacobi polynomials (JPs). By means of operational matrices, the underlying problem is
reduced to a system of easily solvable algebraic equations which is indeed a more simplified
way to deal with the approximate solution of fractional differential equations. The conver-
gence analysis of the proposed numerical method is also a part of my talk. The accuracy of
the proposed method is checked by applying the results on some examples. It is observed
that the simulated results with literature solutions obtained otherwise, yielding negligible
errors. Furthermore, as a result of the comparative study, some results presented in the
literature are extended and improved in the investigation herein.
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1 Introduction

For the last few decades, the subject fractional calculus (FC) has gotten a valuable attention
of the researchers due to the generalization of integer order calculus. Special attention has
been drawn to solve fractional differential equations (FDEs) analytically [1, 2] but the exact
analytical solution does not exist for most nonlinear FDEs. Therefore, several new numerical
methods were developed to find their approximate solutions. Among of several, few methods
have attained the special attention, like finite difference [7], variational iteration [3], piecewise
constant orthogonal functions [8], and orthogonal polynomials [4, 5, 6].

Recently, operational matrices approach was frequently utilized to find the approximate solution
of various types of ordinary and partial FDEs. The use of the numerical techniques in conjunction
with the operational matrices of some orthogonal polynomials for obtaining the solution of FDEs
provide highly accurate solutions for such problems [9, 4, 6, 5]. The idea behind the approach
is to reduce the underlying problems into a system of easily solvable algebraic equations, thus
greatly simplifying the problems and easy to handle with any computational software.

The aim of this talk is to study the numerical scheme based on the operational matrices of
fractional derivatives and integrals of shifted JPs to find the approximate solution of multi order
FDEs. Unlike the Lagendre polynomials, the JPs have ability to approximate the solution of
problems with the aid of two parameters, which is indeed a more generalized way of approx-
imation. It is worth to mention that the method based on the operational matrices of JPs is
computer oriented.
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Abstract. This article focuses on the problem of generalized exponential stability for linear
time-varying discrete-time systems in Banach spaces. Characterizations for this concept
in terms of Lyapunov sequences are presented and connections with the classical concept
of exponential stability existent in the literature is pointed out. An illustrative example
clarifies the implications between these concepts. Finally, certain applications for adjoint
system are suggested.
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1 Classical definition of exponential stability

In the sequel, the symbol X denotes a real or complex Banach space, B(X) denotes the Banach
algebra of all bounded linear operators from X into itself. The norms of both these spaces will
be denoted by ‖ . ‖ . I is the identity operator on X. N indicates the set of all positive integers,
∆ the set of all pairs (m,n) of integers satisfying the inequality m > n and T the set of all
triplets (m,n, p) of positive integers with (m,n) and (n, p) ∈ ∆.

In this work we deal with LTV discrete-time systems (also called one side system), described by

xn+1 = A(n)xn. (A)

where A : N −→ B(X) is a sequence in B(X). Every solution x = (xn) of the LTV system (A)
is given by

xm = A(m,n)xn, for all (m,n) ∈ ∆,

where A : ∆ −→ B(X), the so called Cauchy evolution map is given by

A(m,n) =

{
A(m− 1) · . . . ·A(n), m > n

I , m = n.

As well known, this verifies the propagator property

A(m,n)A(n, p) = A(m, p), for all (m,n, p) ∈ T.
In order to be self contain we first recall the notion of uniform exponential stability.

Definition 1 (see, for example [5]) The LTV system (A) is said to admit a uniform exponential
stability on N if there are some constants N ≥ 1 and α > 0 such that

‖A(m, p)x‖ ≤ Ne−α(m−n)‖A(n, p)x‖, (1)

for all (m,n, p, x) ∈ T ×X.
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2 Proposed approach

Further on, we shall consider a strictly positive sequence (an)n∈N satisfying the property

q∑

j=p

aj → +∞ as q → +∞ for fixed p ∈ N. (2)

We set sn = a0 + a1 + . . .+ an, for all n ∈ N.

Definition 2 The LTV system (A) is said to admit a generalized exponential stability on N if
there exists K ≥ 1 and a strictly positive sequence (an)n∈N satisfying (2) such that

‖A(m, p)x‖ ≤ Ke−(sm−sn)‖A(n, p)x‖, (3)

for all (m,n, p, x) ∈ T ×X.

Note that: For aj = α > 0, for any j ∈ N, we obtain the notion of uniform exponential stability.
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Abstract. In this talk, firstly I will present my latest results on areas that I currently
work on such as singular systems of differential & difference equations, mathematics of
networks, optimization, and fractional calculus. Then we will discuss how these results
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Abstract. In this talk we shall review some recent results of classical multivariate orthogonal
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presented.
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1 Introduction

Classical orthogonal polynomials have been studied for several differential, difference or divided-
difference operators. As recalled in [1, p. 189], in [2] the following definition of univariate classical
orthogonal polynomials was suggested:

An orthogonal polynomial sequence is classical if it is a special case or a limiting case of the 4φ3
polynomials given by the q-Racah polynomials or the Askey-Wilson polynomials.

In all these cases, the corresponding orthogonal polynomials are solution of a second order linear
differential (difference or divided-difference operator) of hypergeometric type: the derivatives
(differences, or divided-differences) of a solution of the equation are solution of an equation of
the same type.

For instance, univariate Racah polynomials can be defined in terms of hypergeometric series as
[4, page 190]

rn(α, β, γ, δ; s) = rn(s) = (α+ 1)n (β + δ + 1)n (γ + 1)n

× 4F3

(
−n, n+ α+ β + 1,−s, s+ γ + δ + 1

α+ 1, β + δ + 1, γ + 1
1

)
, n = 0, 1, . . . , N, (1)

where rn(α, β, γ, δ; s) is a polynomial of degree 2n in s and of degree n in the quadratic lattice
[1, 6]

x(s) = s(s+ γ + δ + 1), (2)

Univariate Racah polynomials are solution of the second-order linear divided-difference equation
[3]

φ(x(s))D2rn(s) + τ(x(s))SDrn(s) + λnrn(s) = 0, (3)
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where φ is a polynomial of degree two in the lattice x(s), τ is a polynomial of degree one in the
lattice x(s), and λn are constants, and the difference operators D and S are defined as [3, 5, ?]

Df(s) =
f(s+ 1/2) − f(s− 1/2)

x(s+ 1/2) − x(s− 1/2)
, Sf(s) =

f(s+ 1/2) + f(s− 1/2)

2
. (4)

If we try to extend this approach to multivariate orthogonal polynomials, it can be used the
following definition of classical orthogonal polynomials

A multivariate orthogonal polynomial sequence is classical if it is a special case or a limiting
case of the multivariate Racah polynomials or the multivariate Askey-Wilson polynomials.

It is interesting to notice that for continuous case, discrete case and their q-analogues, the
corresponding partial differential (difference or q-difference) equation is of second order (hyper-
geometric, potentially self-adjoint and admissible). On the other hand, for nonuniform lattices
the corresponding families are solution of a fourth order divided-difference equation of hyperge-
ometric type.

2 Open problems

The following questions, and many other, arise in a natural way. Is it possible to

1. State a general fourth-order divided-difference equation of hypergeometric type and study
its polynomial solutions, both for quadratic and q-quadratic lattices?

2. Study if the fourth-order divided-difference equation is admissible?

3. Study if the fourth-order divided-difference equation is potentially self-adjoint?
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Abstract. This paper deals with complete controllability of systems governed by linear
and semilinear conformable fractional differential equations. By establishing conformable
fractional Gram criterion and rank criterion, we give sufficient and necessary conditions to
examine that a linear conformable fractional system is null completely controllable. Further,
we apply Krasnoselskii’s fixed point theorem to derive a completely controllability result for
a semilinear conformable fractional system. Finally, three numerical examples are given to
illustrate our theoretical results.
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1 Introduction

We study controllability of linear and semilinear conformable fractional control systems governed
by

D0
αx(t) = Mx(t) +Qu1(t), t ∈ J := [0, t1], t1 > 0, x(0) = x0, (1)

and

D0
αx(t) = Mx(t) + f(t, x(t)) +Qu(t), t ∈ J, x(0) = x0. (2)

where D0
α(0 < α < 1) denotes the conformable fractional derivative [1] with lower index zero,

M ∈ Rn×n and Q ∈ Rn×r, f : J × Rn → Rn. The state x(·) take values from Rn, the control
functions u1(·) and u(·) belong to L2(J,Rr).

2 Main results

2.1 Linear systems

We introduce a notation of a conformable fractional Gram matrix as follows:

Wc[0, t1] :=

∫ t1

0
e−M

τα

α QQ>e−M
> τα

α d
τα

α
, (3)

where the > denotes the transpose of the matrix. Then, we give two controllability results.
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Theorem 1 System (1) is null completely controllable if and only if Wc[0, t1] defined in (3) is
nonsingular.

Theorem 2 The necessary and sufficient condition for null complete controllability of (1) is

rank Γc = n.

2.2 Semilinear systems

We introduce the following assumptions:

(A1) The operator W : L2(J,Rr) −→ Rn defined by

Wu =

∫ t1

0
eM(

tα1
α
− τα

α
)Qu(τ)d

τα

α

has an inverse operator W−1 which takes values in L2(J,Rr)\ kerW .

Then we set

H = ‖W−1‖Lb(Rn,L2(J,Rr)\ kerW ).

(A2) The function f : J × Rn → Rn is continuous and there exists Lf (·) ∈ Lqα(J,R+), q > 1,

i.e.,
∫ t
0 L

q
f (τ)d τ

α

α <∞, such that

‖f(t, x1)− f(t, x2)‖ ≤ Lf (t)‖x1 − x2‖, xi ∈ Rn, t ∈ J, i = 1, 2.

Theorem 3 Assumptions (A1) and (A2) are satisfied. Then system (2) is completely control-
lable provided that

H2[1 +
H

2N
(e2N

tα1
α − 1)

1
2 ‖Q‖] < 1, (4)

where H2 = [ 1
Np(eNp

tα1
α − 1)]

1
p ‖Lf‖Lqα(J,R+),

1
p + 1

q = 1, p, q > 1.
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Abstract. In the present paper, the dynamic response of a nonlinear Kirchhoff–Love plate
resting on a viscoelastic foundation in a viscoelastic medium, damping features of which
are described by the Kelvin–Voigt fractional derivative model, is studied by the generalized
method of multiple time scales.
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1 Introduction

The interaction between a loaded plate and the soil foundation is a typical problem in civil
engineering. To solve the plate-foundation interaction problem, different viscoelastic models of
foundations are used, among them fractional derivative Winkler-type or Pasternak-type models
[1], since during last decades the fractional calculus plays an important role in dynamic problems
of structural mechanics [2].

In the present paper, the dynamic responce of a nonlinear plate on a viscoelastic fractional
Winkler-type foundation is studied using the fractional derivative expansion method [3, 4].

2 Problem formulation and method of solution

Consider a rectangular plate of sides a and b, with mass density ρ, thickness h, and flexural
stiffness D resting on a fractional viscoelastic foundation and subjected to a transverse load
q = q(x, y, t) dependent on the space coordinates (x, y) and on the time variable t. Then, its
transverse displacement w = w(x, y, t) is governed by the following equation of motion:

D∇4w + ρhẅ − wxφy − wyφx + 2wxyφxy + F1 + F2 = q, (1)

where ∇4 is the biharmonic operator and φ = φ(x, y, t) is the Airy stress function that is defined
by the equation

∇4φ = Eh
(
w2
xy − wxxwyy

)
, (2)

E is plate’s Young modulus, F1 = µτγ11 Dγ1w is the reaction force of the surrounding medium,
F2 = λ̃w is the reaction of the viscoelastic foundation with the fractional derivative Kelvin-Voigt
operator of rigidity λ̃ = λ0 (1 + τγ22 Dγ2), λ0 is the prolonged magnitude of the rigidity coefficient
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of the foundation, τ1, γ1 and τ2, γ2 are the retardation time and fractional parameter for the
medium and foundation, respectively, Dγ is the Riemann-Liouville fractional derivative [2] of
the order 0 < γ ≤ 1, lower indices label the derivatives with respect to the corresponding spaces
coordinates, and over dots denote time derivatives.

Governing equation (1) is the fractional derivative type of partial differential equation with two
fractional parameters γ1 and γ2, which could be solved numerically or analytically utilyzing the
generalized multiple scales perturbation method proposed in [3]. In using this method, first
we employ the Galerkin discretization method and take the main mode W11(x, y) into account,
resulting in the following equation:

ẍ1 + Ω2
11x1 + k1τ

γ1
1 Dγ1x1 + k2 (1 + τγ22 Dγ2)x1 + k3x

3
1 = P1(t), (3)

where kj(j = 1, 2, 3) are rigidity coefficients, Ω11 is the fundamental natural frequency

Ω2
11 =

D
(
(π/a)2 + (π/b)2

)2

ρh
, P1(t) =

a∫
0

b∫
0

q(x, y, t)W11(x, y)dxdy

ρh
a∫
0

b∫
0

[W11 (x, y)]2dxdy

.

Equation (3) is the Duffing-type equation with two fractional derivatives, and it could be solved
via the perturbation technique proposed in [4]. In developing the multiple scales solution usual
assumptions for the first and second time derivatives are adopted while for the fractional deriva-
tive expansion we have [2, 3]

Dγ =

(
d

dt

)γ
=
(
D0 + εD1 + ε2D2

)γ
= Dγ

++εγDγ−1
+ +

1

2
ε2γ

[
(γ − 1)Dγ−2

+ D2
1 + 2Dγ−1

+ D2

]
(4)

with Dn = ∂/∂Tn (n = 0, 1, 2...) and Dγ
0 , Dγ−1

0 , Dγ−2
0 denote the Riemann-Liouville fractional

time drivatives with respect to T0 = t, Tn = εnt, where ε is the small parameter.

3 Conclusion

In the present paper, nonlinear vibrations of a thin elastic plate on a fractional viscoelastic
foundation in a viscoelastic medium have been studied, when the motion of the plate is described
by a nonlinear differential equation involving two fractional derivatives of different order.
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Abstract. The objective of this work is to model the production of Bejaia citrus fruits
according to the different factors that come from macroeconomic policies, commercial poli-
cies, technological changes, climatic hazards ... etc. This is why we used an econometric
analysis, of which we divided this paper into two sections, in the first we will build the
regression equation of the independent variables by estimating the coefficients of the model
by the method. ordinary least squares. The second section, it will be devoted to the tests of
meaning of the deferent estimated parameters of the model and the validation of our model,
using Eviews software.
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1 Introduction

In this paper, we consider a multiple regression model whose equation is given by:

LPROD = B1 ∗ LPRECP +B2 ∗ LTEMP +B3 ∗ LSUPER+B4 ∗ LV EN +B5 ∗ LHUMD

where we used the logarith of each series:
*PROD: The production of citrus fruits from Bejaia (the endogenous variable)
*SUPER: The area: expressed in hectare.
*PRECP: Precipitation: represents the total annual rainfall and / or melted snow expressed in
millimeters per square meter.
*TEMP: Temperature: represent average annual temperatures.
* WIND: The wind is the average annual speed expressed in km / h.
*HUMID: Moisture: expressed in %.
The absence of the constant in this model is interpreted economically by the fact that it is
impossible to obtain production without a minimum of area, so if all the variables of this study
are in the state of nullity the production of citrus fruits it would be too.
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1 Introduction

In large organizations, institutions and departments huge amounts of diverse information in the
form of texts in natural language are accumulated for many years. Such information resources
can be classified as big data containing information relating to a particular company, its goals,
objectives, structure, personnel, activities, implemented projects, financial turnovers, reports,
future plans, partners, etc. These large data files are stored electronically in various formats
(MSWord, MS Excel, txt, pdf, djvu, HTML, etc.) in numerous corporate systems, archives,
portals, databases of various departments, electronic document management systems, electronic
mail, file directories, etc. In the process of making certain management decisions, it is very im-
portant for the manager to consider the information contained in all sources. However, due to the
fact that these data volume is extremely large, heterogeneous, not systematized and distributed
to different repositories, the manager does not have the ability to use the full information nec-
essary for this to make decisions. According to IBM research, executives have no more than 7
percents of the information required to select the best solution [1]. As a result, the quality of
management suffers, effciency and competitiveness of the company decrease. The above problem
can be solved if the large and poorly structured natural-language arrays highlight the necessary
information, giving the opportunity to the head in a timely manner to get reliable answers to
specific questions. For this purpose, special software is used to allow the semantic analysis of
texts receiving a request and giving response information in natural language. The basis of
such tools is computer technology linguistic processor, aimed at extracting meaning from large
arrays of natural language data. To solve this problem, various software solutions, called text
analyzers, were developed: for example, Google Desktop, Yandex.Server. For now, AskNet’s
semantic question-answer search engines, the Russian Context Optimizer software package for
the analysis of Russian texts, Ontos, information and analytical system ARION, etc. can be
used.

The purpose of the study outlined in the article is to ensure the choice of text analyzers that
allow processing large natural-language arrays for making effective control decisions. To achieve
this goal is required to solve the task: to offer analytical expressions for evaluating the software
text analyzers effectiveness.
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2 Main results

The user, trying to understand the details of the problem, forms a question in natural language
and sends it to the program text analyzer. The analyzer performs semantic processing of existing
text arrays and gives the user response in natural language. It is proposed to evaluate the
effectiveness of a software text analyzer based on the calculation of the values of two indicators:

1) Q is quality of the answers given by the analyzer;

2) D is average response time.

The indicator Q should consider the veracity and completeness of the issued response. The
indicator Q can take values from 0 to 1. The larger the value Q, the higher the efficiency of
the software text analyzer. The indicator D value characterizes the ability of the analyzer to
promptly provide answers to user questions. The value D indicates how much time the analyzer
takes on average to generate and issue a response. The larger the value, the higher the efficiency
of the software text analyzer. Values Q and D are particular indicators of a software text
analyzer effectiveness. On their basis, we can propose an integral index for making decisions on
the choice of means for processing large arrays of natural language data. The quality levels of
the answers given by the analyzer and the promptness of their issuance are difficult to determine
by strict numerical criteria. In this case, the fuzzy sets apparatus can be used. Then the quality
of the analyzer’s answers can be assessed using fuzzy sets ”High quality answers” and ”Low
quality answers”, and the promptness of giving answers to user questions may correspond to
fuzzy sets ”High efficiency answers” and ”Low responsiveness answers”. It is possible to find
the resulting evaluation of a software text analyzer effectiveness by calculating a certain integral
index E with the help of a fuzzy inference [2-4]. The value of the integral index is proposed to be
calculated using the model corresponding to the zero-order Sugeno algorithm of fuzzy inference
[5]. The calculation of the indicator E is the result of fuzzy inference system operation designed
to evaluate the effectiveness of a software text analyzer. The higher the value of the integral
index, the more efficient the software text analyzer is.
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Abstract. We consider the Dirichlet problem for harmonic functions on two-dimensional
stratified sets, which are assumed for simplicity to be complexes. We show that under
certain conditions this problem is Fredholm in the Hölder space and in weighted Hölder
spaces of functions satisfying the Hölder condition outside any neighbourhood of the vertex
set of the complex and admitting power singularities. We also study the power-logarithmic
asymptotics of solutions at these vertices.
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1 Introduction

Let us consider a finite number M of flat convex polygons M that can pairwise intersect only
along their sides in space R3. The set of segments L that are sides of one or more polygons is
denoted by L and the set of their ends by F .

Let each segment L ∈ L be the boundary of at most two polygons. Then, the unionK of polygons
M ∈ M considered as closed subsets R3 is called a two-dimensional complex or network. With
respect to the K, elements M ∈ M are called facets. The elements L ∈ L will be called side if
L enters the boundary of one facet, or rib if L enters the boundary of several facets.

Let subset K1 ⊆ R3 means the union of all segments L ∈ L taken without their ends, so that a
closed set F ∪K1 is broken in R3. Similarly, under the K2, we agree to understand the union
of all facets taken without its boundary.

Let the set L of all edges consists of two disjoint subsets LD and LH , the first of which consists
of some subset of sides. We denote K1

D and K1
H the corresponding unions of these edges taken

without their ends. Similarly, let FD consists of points which are the ends of segments L ∈ LD.
Then FH = F \ FD consists of points for which all segments L ∈ L with this end belong LH .

The function u(x) ∈ C(K \ F ) is called harmonic on the set K2 ∪K1
H [1], if inside each facet

M ∈ML it is harmonic, continuously differentiable up to the inner points of the segment L and
satisfies the condition

∑

M∈ML

∂u

∂νM

∣∣∣∣
L

= 0.
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The Dirichlet problem is to find a function u ∈ C(K \ F ), that is harmonic in K2 ∪ K1
H and

satisfy the boundary condition

u
∣∣
K1

D
= f,

where f ∈ C(K1
D) is given.

2 Main results

This boundary problem is reduced to nonlocal Riemann boundary value problem, which were
studied in detail in [2]. For this problem, we obtained the Fredholm solvability criterion in the
Hölder classes with weight Cµ+0(K,F ), Cµ−0(K,F ) and Cµ(+0)(K,F ). We also obtained formula
for index, and described the asymptotic behavior of the solution at the vertices of the complex.

Theorem 1 Let the complex K be a two-dimensional network. Then the index of Dirichlet
problem in space Cµ−0(K,F ) and Cµ+0(K,F ) is given by the formulas æ−0 = nH and æ+0 = nH ,
respectively. In particular, the index æ(+0) of this problem in Cµ(+0)(K,F ) is zero.

Let us consider the asymptotic of the solution near the vertices τ ∈ F for a two-dimensional
complex K. Let function f ∈ Cµ+0(K

1
D, FD) and the sector with the vertex τ ∈ FH be obtained

by intersection of the facet M and the ball Bτ = {|x − τ | ≤ ρ}, where ρ > 0 is small enough.
Then, according [1] and Theorem 1, the function u(x) can be represented as

u(x) = a+ b ln |x− τ |+ cA(x− τ) + u0(x), u0(x) ∈ Cµ+0(M ∩Bτ , τ)

in this sector.

Other vertices τ belong FD and the function u(x) can be represented as u ∈ Cµ+0(K ∩Bτ , τ).
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Abstract. In this paper We presents a logarithmic barrier method without line search for
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Abstract. This paper deals with a stochastic analysis of M/G/1/1 retrial queue with impa-
tient customers in the orbit. The steady state of the system has been established by using
the embedded Markov chain at departure epochs. Some performance measures have been
derived and the existing particular cases have been deduced. Finally, some numerical resuls
are presented.
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1 Introduction

Retrial queueing systems are appropriate for modeling the processes in communication network,
where a customer finding the server busy tries his demand again after a random time. This
increasing interest in this topic is mainly motivated by the development of a new facilities in
telecommunication technology. The detailed overviews of the related papers can be found in
Falin (1997)[3]. Accessible bibliography is given by Artalejo ( 2010) [1]. A recent review of this
topic can be found also in Kim and Kim (2016) [4] and in Shekhar et al. (2016) [5].

Impatience is a very natural and important concept in queueing models. There is wide range of
situations in which customers may become impatient when they not receive service fast enough,
for example customers at call centers. Customers waiting in the orbit lose their patience due
to the long waiting time for the service. If the secondary customer finds the server idle, before
the expiry of timer, he gets the chance to be served and leaves the system after the service
completion. If the timer expires before he is getting a chance to be served, he leaves the system
without service. Suganthi (2015) [6] analyzed the M/M/1 retrial queue with impatience in the
orbit and obtained the steady state probability by using the probability generating function.
Azhagappan et al. (2018) [2] analyzed the transient behavior of an M/M/1 retrial queue with
regening from orbit.

In this paper we consider an M/G/1/1 retrial queue in which primary customers arrive according
to a Poisson process of parameter λ > 0. There is one server. If the server is busy during a
primary arrival, the arriving customer enters the the orbit and becomes a secondary customer.
Each secondary customer retries according to a Poisson process of intensity θ > 0. If the server is
free when an arrival occurs (either from outside of queueing or from orbit), the arriving customer
begins to be served immediately and leaves the system after service completion. The service time
distribution function is B(·) (not exponential) for both primary and repeated customers. Let
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B∗(·) be its Laplace Stieltjes transform and βk is the kth moment of the service. The secondary
customers in the orbit, activate individually an independent impatience timer which follows an
exponential distribution of parameter α > 0. If the timer expires, before getting the service, the
customer abandons the orbit without receiving service. The inter-arrival durations, inter-retrials
times, service times and impatience durations are mutually independent.

2 Main results

Let Ni = N(ti) be the number of customers in orbit at time ti of the ith departure (due to the
end of service or impatience). We have

Ni = Ni−1 −Bi − Li +Ai (1)

where Bi is a Bernoulli random variable: Bi =

{
1, if the ith customer is from orbit;
0, if the ith customer is primary.

Li is the number of customers from orbit which are lost during the ith service and Ai is the
number of primary customers which arrive during the ith service.
Because of the recursive structure of the equation (1), to investigate the ergodicity of the em-
bedded Markov chain under consideration, we use the Foster’s criterion, we obtain the chain
(Ni) is always ergodic. By taking expectations of both sides (1) and using Jensen’s enequality
we have

N2 −
(
λ

θα
− λ

θ
− B∗(θα)

1 −B∗(θα)

)
N − λ2

θ2α
≥ 0, (2)

where N = E(Ni) = L0 is the mean number of customers in the orbit. Let N+ be the positive
root of this equation. Since for N = 0, the left hand of this equation is negative, it implies

that N ≥ N+. We have the mean length of the idle period is
∞∑
0
πn

1
λ+nθ = E( 1

λ+θNi
), where

πn is the stationary distribution of the chain. Then the fraction of the time that the server is
busy is p1 = β1

β1+E( 1
λ+θNi

)
≤ β1+θβ1N+

1+β1+θβ1N+
. The mean number of the customers in the system is

L = L0 + p1. The mean waiting time in the orbit W0 and the mean sojourn time in the system
W can be determined from L0 and L using Little’s formula: W0 = L0

λ et W = L
λ .
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Abstract. We introduce the generalized convolution related to the Hankel integral trans-
form. The existance conditions of this convolution are found and the corresponding general-
ized shift operator is studied. The results are obtained by using the Kakichev approach. The
properties and applications of generalized convolution and the corresponding shift operator
are considered.
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tions; generalized shift operators.

MSC2010. 44A05; 44A35; 45P05; 47G10.

1 Introduction

In 1967 Valentin Kakichev proposed a method for constructing convolutions for various integral
transforms [1]. This method is based on factorization equality. Later, he generalized his ap-
proach and introduced the concept of polyconvolution or generalized convolution [2]. Using this
concept we can construct the generalized convolutions generated by various linear operators. In
particular, the convolutions for the Hankel transform defined by [3]

hν [f ](s) = f̃ν(s) =

∫ ∞

0
f(t)jν(st)t2ν+1dt, ν > −1/2 (1)

can be found. Here the function

jν(st) =
2νΓ(ν + 1)

(st)ν
Jν(st) =

∞∑

m=0

(−1)mΓ(ν + 1)(st)2m

22mm!Γ(m+ ν + 1)

is associated with the Bessel function Jν of the first kind of order ν.

The classical convolution for the Hankel transform (1) is well studied and is defined by [3, 4]

(f
0∗ g)(t) =

∞∫

0

f(τ) 0T
τ
t g τ

2ν+1dτ (2)

if we introduce the shift operator

0T
τ
t g =

Γ(ν + 1)

Γ(ν + 1
2)Γ(12)

π∫

0

g(
√
t2 + τ2 − 2tτ cosϕ) sin2ν ϕdϕ, (3)

0T
0
t g = g(t), 0T

τ
0 g = g(τ).

The operator (3) is the generalized shift operator (also called generalized translation operator,
or generalized displacement operator) of the Levitan’s type [5].
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2 Main results

In this work we study one of generalized convolutions for the Hankel transform (1) which depends
on two parameters ν ∈ R, ν > 0 and n ∈ N0 = N ∪ {0} and is definded by

(f
n∗ g)(t) =

Γ2(ν + 1)

22nΓ2(ν + n+ 1)

∞∫

0

f(τ) nT
τ
t g τ

2(ν+n)+1dτ, (4)

where the shift operator

nT
τ
t g =

cν,n
(tτ)n

π∫

0

g(
√
t2 + τ2 − 2tτ cosϕ)Cνn(cosϕ) sin2ν ϕdϕ, (5)

cν,n =
22(ν+n)−1n! Γ2(ν + n+ 1)Γ(ν)

πΓ(2ν + n)Γ(ν + 1)
;

τnnT
τ
t g

∣∣∣∣
τ=0

= 0, tnnT
τ
t g

∣∣∣∣
t=0

= 0, ∀n > 0.

Here Cνn(z) is the n-th degree Gegenbauer polynomial with parameter ν.

If n = 0 then we get the classical convolution (2) and the corresponding shift operator (3).

The factorization equality for the generalized convolution (4) is written as

hν+n[f
n∗ g](s) = hν+n[f ](s)hν [g](s). (6)

The problem of the convolution existence and the validity of factorization equality we consider
in weighted Lebesgue spaces. For example, the following theorem is proved.

Theorem 1 If f(t) ∈ L2

(
R+; t2(ν+n)+1dt

)
and g(t) ∈ L1

(
R+; tν+1/2dt

)
, ν > 0, n ∈ N0 =

N ∪ {0} then the convolution (4) exists and the following estimation is valid.

t2n+1|(f n∗ g)(t)|2 ≤ ĉν,n ||f ||2L2(R+;t2(ν+n)+1dt)||g||
2
L1(R+;tν+1/2dt),

where

ĉν,n = Const · 22ν−1Γ(ν)Γ2(ν + 1)Γ(n+ 1/2)

Γ(1/2)Γ(ν + 1/2)Γ(2ν + n+ 1/2)
.

We also consider the properties of the shift operator (5), its action at particular values ν and n,
and some applications of the generalized convolution (4) and the corresponding shift operator.
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Abstract. Topology is a branch of Mathematics, grew out of geometry, expanding and
loosening some of the ideas and structures appearing therein. General topology or point
set topology is one of the most basic and traditional division within topology which
studies the topological properties along with its structures. In 1970, Levine introduced
generalized closed sets (briefly g-closed sets) in a topological space in order to extend many
of the important of closed sets to a larger family. In the recent past, there has been consid-
erable interest in the study of various forms of generalized closed sets. Ever since, general
topologists enhanced the study of generalized closed sets on the basis of generalized open
sets. By considering other generalized closure operators or classes of generalized open sets,
different notions analogous to Levine’s g- closed sets have been analyzed. Lellis Thivagar et
al introduced a nano topological space with respect to a subset X of an universe which is
defined in terms of lower and upper approximations of X. The main objective of this article
is to derive and establish the concept of nano generalized closed sets by comparing the nano
closure of a set with its nano open supersets. Further the characterizations of nano g-open
sets are discussed like. Also we study the behaviour of nano continuous and nano closed
(nano-open) functions on nano generalized closed sets.

Keywords. Nano topology, nano closed sets, nano generalized closed sets, nano
continuous functions, nano closed functions.
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Abstract. The mixed type functional differential equations (MTFDEs), equations with both
delayed and advanced arguments, appear in many mathematical models in several contexts
of applied sciences such as biology, quantum physics, economy, control, acoustics, aerospace
engineering. This paper provides a technique to solve a functional nonlinear mixed differen-
tial equation. The proposed technique is based on homotopy analysis method. We analyze
the performance and accuracy of the proposed method and compare with the results ob-
tained previously using other numerical methods.

Keywords. mixed-type functional differential equations; non-linear equations; numerical
approximation; homotopy analysis method.
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1 Introduction

In applied sciences, a wide number of mathematical models show up functional differential equa-
tions with delayed and advanced arguments, the mixed type functional differential equations.

Functional differential equations with delay-advanced argument appear in a wide array of dif-
ferent areas of knowledge such as optimal control [9], economic dynamics [10], nerve conduction
[3, 4, 7], traveling waves in a spatial lattice [1, 8], quantum photonic systems [2], acoustics
[14, 15, 13], aerospace engineering. We are particularly interested in the numerical approxima-
tion of the a multi-delay-advance differential equation form (1)

x′(t) = F (t, x(t), x(t− τ1), . . . , x(t− τn)), (1)

where the shifts τi may take negative or positive values.

Some recent numerical methods to approximate the solution of a linear MTFDE with form
(2) were improved in [5, 11, 6]. More recently, these methods were adapted and used to solve
numerically a nonlinear MTFDE [7, 12], the FitzHugh-Nagumo equation (2)

x′(t) = F (t, x(t), x(t− τ), x(t+ τ)), τ > 0. (2)

This paper provides a technique based on HAM to solve the FitzHugh-Nagumo equation. The
results obtained by HAM have enough accuracy when compared with the results in [12]. This
work is still ongoing, the analysis of actual simulations shows that the results are promising,
when compared with the others methods.
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Abstract. The motivating insight behind topology is that some geometric problems de-
pend not on the exact shape of the objects involved, but rather on the way they are put
together.The antiquity of graph theory may be traced back to the year 1735, when the Swiss
mathematician Leonhard Euler solved the Konigsberg bridge problem which is believed to
be one of the first academic treatises in modern topology.The history of graph theory as
well as topology are closely related. These two concepts share many common techniques
and have common problems.Euler, in his work on the Konigsberg bridge problem referred
as geometria situs the “geometry of position” whereas in the development of topological
concept in the second half of the 19th century it is known as analysis situs the “analysis
of position”.Basing on the topological ideas, Lellis Thivagar[3,4] developed a new topology
called “Nano Topology” in 2012. The word ‘nano’ is used simply to mean ‘very small’, for
example Nano car. The word nano is prefixed to topology because of its size. Whatever
may be the size of the universe it will have atmost five elements only in it. The use of
nano topological ideas to explore various aspects of graph theory and viceversa, is a fruit-
ful area of research. This paper proposes a new approach for nano topological space via
closure and interior operator in simple digraphs.The basic motto of this paper is to impart
the importance of Nano topology induced by graph which is taken as catalyst to find the
domination number as well as all the possible dominating sets of a graph. Furthermore the
computational and algorithmic aspects of graph is emphasized. To simplifying the problem
I have used a Java programme code that suits even for a large graph of finite number of
vertices. In order to enlighten the nano topological model which is helpful for applying this
theory in practical issues.

Keywords. Nano topology, lower and upper approximation spaces, dominating sets,
minimum dominating set.

MSC2010. 54A05; 54C08.

References

[1] R. Belohlavek, Fuzzy closure operator, Journal of math.Analysis and Application,
262, (2001), 473-491.

[2] J. Bondy and D.S. Murty, Graph theory with Applications, North-Holland, (1992).

[3] M. Lellis Thivagar and V. Sutha Devi, On Multi-granular nano topology, South East Asian
Bulletin of Mathematics, 40, (2016), 875-885.

109



[4] M. Lellis Thivagar, Paul Manuel and V. Sutha Devi , A Detection for Patent infringement
Suit Via Nano Topology induced by Graph, Cogent Mathematics, (Taylor and Francis), 3
(2016),1161129.

[5] Z. Pawlak, Rough sets, International Journal of Information and computer sciences, 11,
(1982), 341-356.

[6] D. Pei, On definable concepts of Rough set models, Information Sciences, 177,(2007),
4230-4239.

110



2nd International Conference on Mathematical Modelling in Applied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Optimal control of a nonlocal thermistor problem

with nonlocal and nonsingular Mittag-Leffler kernel

M. R. Sidi Ammi1 M. Tilioua2 Delfim F. M. Torres3

1FST Errachidia, Morocco 2FST Errachidia, Morocco 3University of Aveiro, Portugal

1sidiammi@ua.pt; 2m.tilioua@fste.umi.ac.ma; 3delfim@ua.pt

Abstract. We study an optimal control problem associated to a fractional nonlocal ther-
mistor problem involving the ABC (Atangana–Baleanu–Caputo) fractional time derivative.
We first prove the existence and uniqueness of solution. Then, we show that an optimal
control exists. Moreover, we obtain the optimality system that characterizes the control.

Keywords. fractional derivatives; optimal control.
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Fractional calculus is a powerful mathematical tool to describe real-world phenomena with
memory effects, being used in many scientific fields. Many published works in fractional calculus
put emphasis on the Riemann–Liouville power-law differential operator; others suggest different
fractional approaches of mathematical modeling to represent physical problems, calling attention
that a singularity on the power law leads to models that are singular, which is not convenient
for those with no sign of singularity. In particular, several applications of the exponential
kernel suggested by Caputo and Fabrizio can be found in chemical reactions, electrostatics, fluid
dynamics, geophysics and heat transfer.

The Riemann–Liouville fractional derivative seems not the most appropriate to describe diffusion
at different scales. Thanks to the non-obedience of commutativity and associativity criteria, and
due to Mittag–Leffler memory, the ABC fractional derivative promises to be a powerful mathe-
matical tool, allowing to describe heterogeneity and diffusion at different scales, distinguishing
between dynamical systems taking place at different scales without steady state. Here, we are
interested to study an optimal control problem to a nonlocal parabolic boundary value problem.

Optimal control of problems governed by partial differential equations occurs more and more
frequently in different research areas. Researchers are interested, essentially, to existence, regu-
larity, and uniqueness of the optimal control problem, as well as necessary optimality conditions.
The optimal control theory for systems of thermistor problems with integer-order derivatives on
time has been developed. Works on control theory applied to fractional differential equations,
where the fractional time derivative is considered in Riemann–Liouville and Caputo senses, also
have been already studied. However, to the best of our knowledge, the use of the Atangana–
Baleanu derivative is underdeveloped in this area. Particularly, we are not aware of any paper
investigating the optimal control of our problem. In our work, we choose the heat transfer coef-
ficient as a control, because it plays a crucial role in the temperature variations of a thermistor.

We are essentially interested to the existence and uniqueness results for the problem in con-
sideration. we after investigate the corresponding control problem. Main results characterize,
explicitly, the optimal control, extending those existing in the literature.
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Abstract. The Landau-Lifshitz-Bloch equation describes the dynamics of magnetization
inside a ferromagnet at elevated temperature. This equation is nonlinear and has an infinite
number of stable equilibria. It is desirable to control the system from one equilibrium
to another. A control theory will be presented and the results will illustrated with some
simulations.
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The influence of thermal excitations on magnetic materials is a topic of increasing relevance in
the theory of magnetism. The Landau-Lifshitz-Bloch (LLB) dynamical equation of motion for
macroscopic magnetization vector [7] has recommended itself as a valid micromagnetic approach
at elevated temperatures [5], especially useful for temperatures θ close to the Curie temperature
θc (θ > 3θc/4) and ultrafast timescales. In several exciting novel magnetic phenomena this ap-
proach has been shown to be a necessary tool. These phenomena include laser-induced ultrafast
demagnetization, thermally driven domain wall motion, spin-torque effect at elevated tempera-
tures or heat-assisted magnetic recording, we refer to [1], [4] for physical issues and derivation
of the LLB model. The LLB equation has an infinite number of stable equilibria. Steering the
system from one equilibrium to another is a problem of both theoretical and practical interest.
Since the objective is to steer between equilibria, approaches based on linearization are not ap-
propriate. It is proven that affine proportional control can be used to steer the system from an
arbitrary initial state, including an equilibrium point, to a specified equilibrium point.
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Abstract. In this paper, based on the theory of uniform attractors of non-invariant trajec-
tory spaces the existence of weak solutions attractors for non-autonomous nonlinear viscous
motion model is studied. The existence of a minimal uniform trajectory attractor as well as
a uniform global attractor of the family of trajectory spaces is proved for the model under
consideration.

Keywords. nonlinear viscous fluid; attractor; uniform attractor; non-invariant trajectory
spaces; weak solutions.
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1 Introduction

The following initial boundary value problem (see [1]) is considered, which describes the motion
of a nonlinear viscous fluid in a bounded region Ω ∈ Rn (n = 2, 3)

∂v(t, x)

∂t
+

n∑

i=1

vi(t, x)
∂v(t, x)

∂xi
−Div{2φ(I2(v(t, x)))ε(v(t, x))}+ grad p(t, x) = f(t, x); (1)

div v = 0, (t, x) ⊂ (0; +∞)× Ω; v(0, x) = v0, x ∈ Ω; (2)

v(x, t) = 0, (t, x) ⊂ (0; +∞)× ∂Ω. (3)

Here v = (v1(t, x), . . . , vn(t, x)), n = 2, 3, and p(t, x) is the velocity vector function and fluid
pressure, respectively, f(t, x) is the density of external forces. Given a continuously differentiable
scalar function φ, defined on the interval [0,∞), characterizes viscosity.

Consider the set X = Lloc2 (R+;V ∗). Space X is Banach with norm ‖ϕ‖X = supt≥0 ‖ϕ‖L2(t,t+1;V ∗).
Choose an arbitrary set Σ ⊂ X so that f ∈ Σ and for any element σ ∈ Σ, the inequality
‖σ‖X ≤ ‖f‖X holds. Define family of trajectory spaces {H+

σ : σ ∈ Σ}.

Definition 1 The space of trajectories H+
σ of the system (1)-(3), corresponding to the symbol

σ ∈ Σ, we call the set of functions v from Lloc2 (R+, V ) ∩ L∞(R+, H) such that the restriction
of v on arbitrary interval [0, T ] is the weak solution of this problem with some initial condition
v(0) = v0, v0 ∈ H and satisfy for almost all t ≥ 0 assessment

1

2
‖v(t)‖2L∞(t,t+1;H) +

C1

2
‖v(t)‖2L2(t,t+1;V ) ≤

≤ e−2γt‖v‖2L∞(R+;H) +
5e2γ − 1

2C1(e2γ − 1)
sup

s∈[0,T−1]
‖f‖2L2(s,s+1;V ∗),

where γ is some constant greater than zero.
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Note that each of the spaces H+
σ belongs to C(R+;V ∗)∩L∞(R+;H), moreover, for any v0 ∈ H

and σ ∈ Σ, there exists a trajectory v ∈ H+
σ such that v(0) = v0.

2 Main results

Theorem 1 Let the function f be an element of the space X , and let the set of symbols Σ ⊂ X
containing f be such that for every σ ∈ Σ the condition ‖σ‖X ≤ ‖f‖X is satisfied. Then there
exists a minimal uniform trajectory attractor U of the family of trajectory spaces {H+

σ : σ ∈ Σ}.

Theorem 2 Under the conditions of Theorem 1, in the space H there exists a uniform global
attractor of the family of trajectory spaces {H+

σ : σ ∈ Σ}.

Proof. For the existence of a uniform global attractor of the family of the trajectory space, the
existence of a minimal uniform trajectory attractor is sufficient (see [2]). However, the existence
of the latter is established by Theorem 1.
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Abstract. We find conditions of a unique strong solution existence for the Cauchy problem
to solved with respect to the highest fractional Gerasimov — Caputo derivative semilinear
fractional order equation in a Banach space with nonlinear operator, depending on the lower
Gerasimov — Caputo derivatives. Then the generalized Showalter — Sidorov problem for
semilinear fractional order equation in a Banach space with a degenerate linear operator
at the highest order fractional derivative is researched in the sense of strong solution. The
nonlinear operator in this equation depends on time and on lower fractional derivatives. The
corresponding unique solvability theorem was applied to study of linear degenerate fractional
order equation with depending on time linear operators at lower fractional derivatives. Ap-
plications of the abstract results are demonstrated on examples of initial-boundary value
problems to partial differential equations with time-fractional derivatives.
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Consider the semilinear equation of fractional order

Dα
t Lx(t) = Mx(t) +N(t,Dα1

t x(t), Dα2
t x(t), . . . Dαn

t x(t)), t ∈ (t0, T ), (1)

where L ∈ L(X ;Y) (linear and continuous operator from a Banach space X into a Banach space
Y), M ∈ Cl(X ;Y) (linear closed operator with dense domain DM in the space X and with the
image in Y), n ∈ N, N : R × X n → Y is a nonlinear operator, Dα

t , D
α1
t , Dα2

t , . . . , Dαn
t are the

fractional Gerasimov — Caputo derivatives, 0 ≤ α1 < α2 < · · · < αn ≤ m − 1 ≤ α ≤ m ∈ N.
The equation is supposed to be degenerate, i. e. kerL 6= {0}.

Denote gδ(t) = Γ(δ)−1tδ−1, g̃δ(t) = Γ(δ)−1(t − t0)δ−1, Jδt h(t) = (gδ ∗ h)(t) =
t∫
t0

gδ(t − s)h(s)ds

for δ > 0, t > 0. Let m− 1 < α ≤ m ∈ N, Dm
t is the usual derivative of the order̈ı¿1

2 m ∈ N, J0
t

is the identical operator. The Gerasimov — Caputo derivative of a function h is

Dα
t h(t) = Dm

t J
m−α
t

(
h(t)−

m−1∑

k=0

h(k)(t0)g̃k+1(t)

)
, t ≥ t0.

Define L-resolvent set ρL(M) := {µ ∈ C : (µL −M)−1 ∈ L(Y;X )} of an operator M and its
L-spectrum σL(M) := C\ρL(M), and denote RLµ(M) := (µL−M)−1L, LLµ := L(µL−M)−1.
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An operator M is called (L, σ)-bounded, if

∃a > 0 ∀µ ∈ C (|µ| > a)⇒ (µ ∈ ρL(M)) .

Under the condition of (L, σ)-boundedness of operator M we have the projections

P :=
1

2πi

∫

γ

RLµ(M) dµ ∈ L(X ), Q :=
1

2πi

∫

γ

LLµ(M) dµ ∈ L(Y),

where γ = {µ ∈ C : |µ| = r > a}. Put X 0 := kerP , X 1 := imP , Y0 := kerQ, Y1 := imQ.
Denote by Lk (Mk) the restriction of the operator L (M) on X k (DMk

:= DM ∩ X k), k = 0, 1.
It is known that, if an operator M is (L, σ)-bounded, then M1 ∈ L

(
X 1;Y1

)
, M0 ∈ Cl

(
X 0;Y0

)
,

Lk ∈ L
(
X k;Yk

)
, k = 0, 1; there exist operators M−10 ∈ L

(
Y0;X 0

)
, L−11 ∈ L

(
Y1;X 1

)
.

Denote N0 := {0} ∪ N, G := M−10 L0. For p ∈ N0 operator M is called (L, p)-bounded, if it is
(L, σ)-bounded, Gp 6= 0, Gp+1 = 0.

Let αn ≤ r ≤ m−1. A strong solution of equation (1) on (t0, T ) is a function x ∈ Cr([t0, T ];X )∩
Lq(t0, T ;DM ), such that Lx ∈ Cm−1([t0, T ];Y),

Jm−αt

(
Lx−

m−1∑

k=0

(Lx)(k)(t0)g̃k+1

)
∈Wm

q (t0, T ;Y), q ∈ (1,∞),

and almost everywhere on (t0, T ) equality (1) holds.

A solution of the generalized Showalter — Sidorov problem

(Px)(k)(t0) = xk, k = 0, 1, . . . ,m− 1, (2)

to equation (1) is a solution of the equation, such that conditions (2) are true. Note here that
Px = L−11 L1Px = L−11 QLx, and the smoothness of Px is not less the smoothness of Lx, since
L−11 Q ∈ L(Y;X ).

Theorem 1 Let p ∈ N0, an operatorM be (L, p)-bounded, N : (t0, T )×X n → Y be Caratheodory
mapping, uniformly Lipschitz continuous in x ∈ X n, at all y1, y2, . . . , yn ∈ Z and almost every-
where on (t0, T ) the inequality

‖N(t, y1, y2, . . . , yn)‖Z ≤ a(t) + c

n∑

k=1

‖yk‖Z

be true for some a ∈ Lq(t0, T ;R), c > 0; N(t, y1, y2, . . . , yn) ⊂ Y1. Then problem (1), (2) has a
unique strong solution.
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Abstract. The paper considers inference methods for systems of the Mamdani type and a
logical type system with many fuzzy inputs based on a fuzzy truth value. Proposed approach
allows reducing the exponential complexity of a fuzzy inference to a polynomial one. The
possibility of using Q-implications for constructing flexible fuzzy production systems, whose
structure can be changed from a Mamdani type to a logical type system depending on the
parameter, is considered.
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1 Problem statement

Considered system is the interrelation of inputs and output in which is described using following
N fuzzy rules:

R̃k : If 〈x1 if Ãik〉 and ... and 〈xn if Ãnk〉, then 〈y is B̃k〉 (1)

where (k = 1, N) Ãik ∈ Fuzzy(X1), . . ., Ãnk ∈ Fuzzy(X1) – terms of input linguistic variables
x1, . . . , xn, of which the antecedent k-rule is formed; B̃k ∈ Fuzzy(Y ) – term of output linguistic
variable y, with which the consequent of k-rule is formed. Let given fuzzy sets Ã′i ∈ Fuzzy(Xi),
(i = 1, n) , representing the actual values of the inputs x1, . . . , xn. The task is to determine
system output B̃ ∈ Fuzzy(Y ).

2 Main results

Fuzzy Mamdani and logical type systems can be represented as:

y = f(A′) =

N∑
i=1

yl · agrl(Ã′, yl)
N∑
i=1

agrl(Ã′, yl)

(2)

where

agrl = f(A′, yl) =





S
k=1,N

{Fkl(τk(σ), yl)}, for Mamdani type;

T
k=1,N

{Fkl(τk(σ), yl)}, for Logical–type;
(3)
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and

Fkl(τk(σ), yl) =





sup
σ∈[0,1]

{
τk (σ)

T∗ T
(
σ, µ

B̃k
(yl)

)}
, for Mamdani type;

sup
σ∈[0,1]

{
τk (σ)

T∗ S
(

1− σ, µ
B̃k

(yl)
)}

for Logical–type;
(4)

where τk(σ) = τ
Ã,Ã′(σ) – fuzzy truth value of a fuzzy set Ã, about Ã′ representing compat-

ibility CP(Ã, Ã′) of term Ã′ in relation to the input value Ã′ : τ
Ã,Ã′(σ) = µ

CP (Ã,Ã′)(σ) =

sup
x∈X,µ

Ã
(x)=σ

{
µ
Ã′(x)

}
, σ ∈ [0, 1].[1]

Q-implication, according to [2], is defined as Iν(a, b) = H(N1−ν(a), b, ν) at ν ∈ [0, 1]. Nν(a) =
(1− λ) · (1− a) + ν · a – compromise operator, ν ∈ [0, 1], and N0(a) = 1− a, N1(a) = a

H(a, ν) = Nν

(
S

i=1,n
Nν(ai)

)
= N1−ν

(
T

i=1,n
N1−ν(ai)

)
(5)

at ν ∈ [0, 1], where a = (a1, a2, . . . , an) When changing a parameter ν from 0 to 1 Q–implication
is changing from t–norm I0(a, b) = T (a, b) to fuzzy implication I1(a, b) = S(1−a, b) accordingly.

References

[1] Dubois D., Prade H. Abe Mamdani: A Pioneer of Soft Artificial Intelligence // Combining
Experimentation and Theory. Heidelberg. Springer. 2012. P. 49–60.

[2] Rutkowski L. Methods and technologies of artificial intelligence. M. Hot line–Telecom. 2010.
P. 520.

120



2nd International Conference on Mathematical Modelling in Applied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Study of Option Pricing Models with Insufficient

Liquidity and Transaction Costs

Mikhail M. Dyshaev1 Vladimir E. Fedorov2

1,2Chelyabinsk State University, Russia

1Mikhail.Dyshaev@gmail.com; 2kar@csu.ru

Abstract. For option pricing models with the insufficient liquidity and transaction costs, a
numerical solution is given to the price of call options and the price sensitivity factors from
the market parameters (simply sensitivities, or Greeks), as well as a comparison with actual
data on deals on Moscow Exchange is made.

Keywords. option pricing; insufficient liquidity; transaction costs; sensivities; numerical
solution.

MSC2010. 26A33; 34A60; 34G25; 93B05.

The models of option pricing of futures-styles options [1, 2, 3] with the insufficient liquidity can
be written as

ut +
σ2x2uxx

(1− xv(ux)uxx)2
= 0, (1)

where v(ux) takes the form determined by the model. The results of the group classification of
such class of models are presented in [4].

Leland’s model [5], which takes into account the proportional transaction costs, has the form

ut + σ2
[
1 +

√
2/π k/σ

√
∆t
]
x2uxx = 0, (2)

where k is the coefficient of the transaction costs, ∆t is a small, but not infinitesimal time
interval that determines the frequency of the portfolio rebalancing.

With the modifications of Y. M. Kabanov and M. M. Safarian [6], the Leland’s model can be
represented as

ut + σ2
[
1 +

√
8/π kn/σ

√
n
]
x2uxx = 0. (3)

where n is the number of the revisions, and kn are transaction costs for each revision of the
portfolio.

For these models, a numerical solution is given to the price of call options and the price sensitivity
factors from the market parameters (simply sensitivities, or Greeks), as well as a comparison
with actual data on deals on Moscow Exchange using the method from [7] is maid.
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Abstract. The metric fixed point theory and the Banach contraction principle [1] are very
popular tools for solving problems in many branches of applied sciences. For instances, they
are used in order to get sufficient conditions under which Newton’s method of successive
approximations is guaranteed to work and similarly for Chebyshev’s third order method.
They are also used to prove existence and uniqueness of an equilibrium in dynamic eco-
nomic models; prove the Picard-Lindelöf theorem about the existence and uniqueness of
solutions to certain ordinary differential equations; prove existence and uniqueness of solu-
tions to integral equations. Generalizations of metric spaces and extensions of the Banach
contraction principle were proposed over the past couple of years which lead to more general
and extended fixed point results. We introduce in this paper a definition of a new contrac-
tion which will be called the G-cyclic (φ− ψ)-Kannan type contraction and we establish new
fixed point results for this type of contraction in the new generalized metric spaces known
as G-metric spaces that were introduced by Mustafa and Sims [2].

Keywords. fixed point, metric Space, cyclic contraction
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1 Introduction

In 2006, Mustafa and Sims [2] were able to introduce a new generalization called, G-metric
space, in which all flaws of previous generalizations were amended. They were also able to prove
that every G-metric space is topologically equivalent to a usual metric space, which means that
it is a straightforward task to transform concepts from usual metric spaces to G-metric spaces.
Furthermore, one can obtain similar results to those in usual metric spaces straightforwardly
but in a more general setting.

Next, we introduce the definition of generalized metric space, as introduced by Mustafa and
Sims in [2].

Definition 1 (See [2]) Let X be a nonempty set and let R+ denote the set of all positive real
numbers. Suppose that a mapping G : X ×X ×X → R+ satisfies

(G1) G(x, y, z) = 0 if x = y = z,

(G2) 0 < G(x, x, y) whenever x 6= y, for all x, y ∈ X,

(G3) G(x, x, y) ≤ G(x, y, z) whenever y 6= z, for all x, y, z ∈ X,
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(G4) G(x, y, z) = G(x, z, y) = G(y, x, z) = . . . . (Symmetry in all of the three variables),

(G5) G(x, y, z) ≤ G(x, a, a) +G(a, y, z), for all x, y, z, a ∈ X. (Rectangle inequality).

Then G is called a generalized metric, G-metric on X, and (X,G) is called a generalized metric
space, G-metric space.

As an example we include the following from [2].

Example 1 (See [2]) Let (X, d) be any metric space. Define Gs and Gm on X × X × X to
R+ by {

Gs(x, y, z) = d(x, y) + d(y, z) + d(x, z),

Gm(x, y, z) = max{d(x, y), d(y, z), d(x, z)}, ∀x, y, z ∈ X.
Then (X,Gs) and (X,Gm) are G-metric spaces.

2 Main results

We consider the G-metric space as our generalization of the usual metric space, and we consider
generalizations of Banach contractions to introduce a new fixed point theorem for cyclic non-
linear (φ − ψ) contractive mappings that extend some previously proved theorems in G-metric
spaces.

Theorem 1 Let {Ai}pi=1 be non-empty closed subsets of a complete G-metric space (X,G) and

T :
p⋃

i=1
Ai →

p⋃
i=1

Ai satisfies the following condition:

There exists constants α, γ with 0 ≤ γ < 1 and 0 < α + γ ≤ 1, such that for any x ∈ Ai, y ∈
Ai+1, i = 1, 2, . . . , p, we have

φ(G(Tx, Ty, Ty)) ≤ φ(αG(x, Tx, Tx)
+γG(y, Ty, Ty))− ψ(G(x, Tx, Tx), G(y, Ty, Ty),
G(y, Ty, Ty)).

Then T has a unique fixed point u ∈
p⋂

i=1
Ai.
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Abstract. Univariate global optimization problems attract attention of researchers.Several
methods [5] have been studied in the literature for univariate global optimization problems
. Optimization in R presents the same difficulty as in Rn. Many algorithms are directed in
this direction. For cutting methods in Global optimization or Optimsation gradient method
in general . In this work, we propose to improve: The article submitted: ( Simulations for
efficient combination of two lower bound functions in univariate global optimization. AIP
Conference Proceedings 1863, 250004 (2017) ; https ://doi.org/10.1063/1.4992412, (2017).
) In this context too, we will accelerate the speed of the Algorithm for better complexity
with technics (CSP, Arithmetic analysis and Interval and another). It should be noted that,
we have made conclusive simulations in this direction . .

Keywords. Global optimization, αBB method, quadratic lower bound function, Branch
and Bound, pruning method.
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1 Introduction

We consider the following problem

(P )

{
min f(x)

x ∈ [x0, x1] ⊂ R

Main Improvements (Main Contributions)
Improvements are (Types C.S.P)
1 / Extra rapid convexity test (test A1)
2 / Computation of bounds, to inhibit intervals by anlyse intervals or affine arithmetic (test A2)
3 / The derivative and its bound, to inhibit intervals by anlyse intervals or affine arithmetic.(test
A3) . 4/ if / Smooth Form involved Direct Execution.
These 04 procedures will be integrated in the process of the Algorithm, to accelerate the speed
of convergence towards the optimal solution.
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2 Branch and Bound Algorithm and its convergence

Algorithm Branch and Bound (BB)

Step 1 : Initialization

Step 2 : Iteration

a) Selection step

• Select Tk = [ak, bk] ∈M , the interval such that LBk = minLB(Tk)

b) Bisection step

• Bisect Tk into two sub-rectangles Tk1 = [a1k, b
1
k], T

k
2 = [a2k, b

2
k] by w-subdivision procedure via s∗ k

c) Computing step

• For i = 1, 2 do

1. Compute Kki
α and Kki

q on the interval Tki

2. Convex test : if Kki
α = 0 then update LB(Tki ) and UB(Tki ) and go to step d

3. Concave test: if Kki
q = 0 then update LB(Tki ) and UB(Tki ) and go to step d

31) Test C.S.P A1, Test C.S.P A2 , Test C.S.P A3 on the interval Tki
4. Pruning test : Compute LBkiq and solve LBkiq = UBk to reduce the searching interval [aik, b

i
k]

5. Compute LBkiα (x). Let zki and s∗ki be the solution of the convex problem

min
{
z : LBkiα (x) ≤ z, LBkiq (x) ≤ z, z ∈ R, x ∈ Tki

}
(1)

and LB(Tki ) = zki

6. Set M ←M
⋃{Tki : UBk − LB(Tki ) ≥ ε, i = 1, 2} \ {Tk}

d) Updating step

• Update the lower bound: LBk = min{LB(T ) : T ∈M}.
• Delete from M all the intervals T such that LB(T ) > UBk − ε.

e) Stopping step

• If M = ∅ then Output sk as an optimal solution and exit algorithm

• else set k ← k + 1, and return to Step 2a).
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Abstract. The purpose of this article is to study the asymptotic analysis of the solutions
of a linear viscoelastic problem with a dissipative terms in a three-dimensional thin domain
Ωε. Firstly, we give the strong formulation of the problem and the existence and uniqueness
theorem of the weak solution. Then we establish some estimates independent of the param-
eter ε. These last will be useful to obtain the limit problem with a specific weak form of the
Reynolds equation.
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1 Introduction

In recent years, much attention has been paid to the study of mathematical models of viscoelastic
problems. These types of problems are not interesting only from the mathematical point of view,
but arise in many practical problems such as engineering, mechanical applications and physics,
where the dynamics of viscoelastic materials are used in many of applications, including uses in
civil engineering, the food industry, ultrasonic imaging, metals, polymers and rocks. Our work
in this paper concerns the asymptotic analysis of the solutions of a linear viscoelastic problem
with a dissipative in a thin domain Ωε ⊂ R3, with ε a small parameter which will tend to zero.
The boundary of this thin domain consists of three parts: the bottom, the lateral part and the
top surface.
We Assume that on the bottom, the normal velocity is equal to zero but the tangential velocity
is unknown and satisfies friction of Tresca boundary conditions, with friction coefficient a given
positive function. On the lateral and the top parts, we have Dirichlet boundary conditions. The
complete problem is therefore to find the displacement field uε : Ωε × ]0, T [ → R3 satisfies the
following equations, boundary conditions and initial conditions:

∂2uεi
∂t2

− σεij,j (uε) + αε
(

1 +

∣∣∣∣
∂uεi
∂t

∣∣∣∣
)
∂uεi
∂t

= f εi , i, j = 1, 2, 3 in Ωε × ]0, T [ , (1)

σεij (uε) = 2µdij(u
ε) + 2λdij

(
∂uε

∂t

)
, i, j = 1, 2, 3 in Ωε × ]0, T [ , (2)

uε = 0 on Γε1×]0, T [, (3)

uε = 0 on ΓεL×]0, T [, (4)
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∂uε

∂t
.n = 0 on ω×]0, T [, (5)

|σετ | < kε ⇒
(
∂uε

∂t

)
τ

= 0,

|σετ | = kε ⇒ ∃β > 0, such that
(
∂uε

∂t

)
τ

= −βσετ ,

}
on ω×]0, T [, (6)

uε(x, 0) = u0(x),
∂uε

∂t
(x, 0) = u1(x), ∀x ∈ Ωε. (7)

2 Main results

We give the related weak formulation of the problem (1) − (7), then we discuss the existence
and uniqueness theorem of the weak solution.
We study the asymptotic analysis according to the change of variables z = x3

ε . First of all,
we transform the initial problem posed in the domain Ωε into a new problem posed on a fixed
domain Ω independent of the parameter ε, then we establish some estimates independent of
ε. These estimates will be useful to obtain the limit problem with a specific weak form of the
Reynolds equation.
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Abstract. A fractional generalization of the Bessel equation is considered. Two partial
solutions are constructed for this equation using the Mellin transform method and the gen-
eral solution of the considered fractional Bessel equation can be represented as their linear
conbination. In the limiting case, when the fractional integral order is α = 0, these two
solutions coincide with the linearly independent solutions of the classical Bessel equation.
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1 Introduction

It is well-known [1] that for the classical Bessel equation

(
x
d

dx

)2

y(x) + (x2 − ν2)y(x) = 0 (1)

the general solution can be written as

y(x) = C1Jν(x) + C2Yν(x), (2)

where C1, C2 are arbitrary constants and Jν(x), Yν(x) are Bessel functions of the first and
second kind respectively.

We consider a fractional generalization of the equation (1) in the form

(
x
d

dx

)2

Kα
ν g(x)− ν2Kα

ν g(x) + x2g(x) = 0, (3)

Kα
ν g(x) = 2−αx−ν

[
0I
α/2
s sν−α/2sIα/2∞ s−ν/2g(x)|x=√s

]

s=x2
, ν ≥ 2.

where 0I
α/2
s f(s), sI

α/2
∞ f(s) are the left-sided and right-sided Riemann-Liouville fractional inte-

grals [2].
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2 Main results

Denoting x =
√
t and applying the Mellin transform M to the equation (3), we have

2−α
(2s− ν)(2s+ ν)Γ

(
1− s+ ν

2 − α
2

)
Γ
(
s+ ν

2

)

Γ
(
1− s+ ν

2

)
Γ
(
s+ ν

2 + α
2

) k
(
s+

α

2

)
= k (s+ 1) , (4)

where k(s) =M[g(t)](s), 1− m
2 − α

2 < s < 1 + m
2 − α

2 .

Solutions of the equation (4) can be written in the form

k1(s) = 22s
Γ
(
ν
2 + s

)

Γ
(
1− s+ ν

2

) , k2(s) = 22s
Γ
(
ν
2 + s

)
Γ
(
−2s+ν+2

2−α

)
Γ
(
2s−α−ν
2−α

)

Γ
(
1− s+ ν

2

)
Γ
(
1
2 + 2s−α−ν

2−α

)
Γ
(
1
2 − 2s−α−ν

2−α

) . (5)

Applying the inverse Mellin transform to (5), we obtain:

g1(x, ν) = Jν(x), (6)

g2(x, ν) = H2 1
2 4

[
x2

4

∣∣∣∣

(
−α−ν
2−α ; 2

2−α

)
,
(
1
2 + −α−ν

2−α ; 2
2−α

)

(
ν
2 ; 1
)
,
(
−α−ν
2−α ; 2

2−α

)
,
(
−ν

2 ; 1
)
,
(
1
2 + −α−ν

2−α ; 2
2−α

)
]
, (7)

where Hm n
p q

[
z

∣∣∣∣
(ap;Ap)
(bq;Bq)

]
is the Fox H–function [3].

Since (6) and (7) are linearly independent, the general solution of (3) has the form

y(x) = C1g1(x, ν) + C2g2(x, ν), (8)

where C1, C2 are arbitrary constants.

It is easy to verify that in a limiting case of α = 0 the solution (8) concides with the general
solution of the classical Bessel equation (2).
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Abstract. We investigate the stabilizing of the initial boundary value problem solution
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1 Introduction

We consider a front form solution to the initial boundary-value problem




ε2
∂2u

∂x2
− ε∂u

∂t
= f(u), −1 < x < 1, t > 0;

u(−1, t, ε) = ϕ1, u(1, t, ε) = ϕ3, t > 0; u(x, 0, ε) = uinit(x, ε), −1 ≤ x ≤ 1,

(1)

where ε ∈ (0; ε0] is a small parameter, and the function at the right side of the equation undergoes
a first kind discontinuity at some point x0 ∈ (−1, 1) and is expressed as

f(u) =

{
f (L)(u) = u− ϕ1, −1 ≤ x < x0;

f (R)(u) = (u− ϕ1)(u− ϕ2)(u− ϕ3), x0 ≤ x ≤ 1,

where ϕi, i = 1, 3 are the constants satisfying the inequalities

ϕ1 < ϕ2 < 0.5 (ϕ1 + ϕ3) ,

p∫

ϕ3

(u− ϕ1) (u− ϕ2) (u− ϕ3) du > 0, if p ∈ [ϕ1, ϕ3).

The moving front is called the solution having the area of large gradient in the vicinity of some
inner point x∗(t) ∈ (−1, 1) the location of which changes in time, which is close to ϕ1 at the left
side of the x∗ vicinity and to ϕ3 at the right side. The area where function has large gradient
is called the internal transition layer. The existence of a front form solution to problem (1) is
proved in [1].
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The aim of the study is to prove that the front form solution for a large enough time period
stabilizes to the steady-state solution with internal transition layer localized in the vicinity of
point x0 of the problem

ε2
d2u

dx2
= f(u), −1 < x < 1; u(−1, ε) = ϕ1, u(1, ε) = ϕ3. (2)

The solution of problem (2) we consider in the sense of the following definition.

Definition 1 . The function uε(x) ∈ C[−1, 1]∩C1(−1, 1)∩C2 ((−1, x0) ∪ (x0, 1)) is called the
solution of problem (2) if for all x ∈ (−1, x0) ∪ (x0, 1) it satisfies equation (2), and also the
boundary conditions.

The theorem was proved in [2] on existence, local uniqueness and asymptotic stability of the
solution to problem (2).

2 Main results

To obtain the area of stability we use the method of upper and lower solutions [3] and its
modification for the problems with internal transition layers called the asymptotic method of
differential inequalities [4]. According to this method we construct the upper and the lower
solutions as modifications of asymptotic approximation of problem (1) solution. The upper
solution (β(x, ε)) is the same as for problem (2) [2]. The lower solution (α(x, ε)) is constructed
separately in each of the segments [−1, x0], [x0, x

∗(t)], [x ∗ (t), 1].

The main result is the theorem

Theorem 1 For every continuous initial function uinit satisfying inequalities α(x, ε) ≤ uinit ≤
β(x, ε) the moving front solution of problem (1) for a large enough time period falls into the
stability domain of the steady-state solution with internal transition layer of problem (2), if ε is
sufficiently small.
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1 Introduction

Let `2 = `2(Z) be the complex Hilbert space of square summable sequence x : Z → C indexed
by integers. The inner product and the norm in `2 are defined by (x, y) =

∑
n∈Z x(n)y(n),

‖x‖2 =
∑

n∈Z |x(n)|2, x, y ∈ `2.

We consider the operator A defined by the infinite dimensional matrix

A =




. . . . . . . . . . . . . . . . . . . . . . . .
−β−2

2
−2a −β′−1 . . . . . . . . . . . . . . .

. . . −β−1 −a 0 . . . . . . . . . . . .

. . . . . . 0 0 β′1 . . . . . . . . . . . .

. . . . . . . . . β1 a
β′2
2

. . . . . .

. . . . . . . . . . . .
β2
2

2a
β′3
3

. . .

. . . . . . . . . . . . . . . . . . . . . . . .




,

where D(A) = {x ∈ `2 :
∑

n∈Z |nx(n)|2 <∞}, a ∈ C, a 6= 0 and sequences β : Z→ C, β′ : Z→ C
are bounded, supn∈Z |βn| < c, supn∈Z |β′n| < c, c > 0, c ∈ R.

In this paper, we develop a general approach called the method of similar operators to stady the
operator A. The main idea of the method to construct a similar transform which would allow
one to represent the operator as a diagonal or block-diagonal matrix (see [1], [2]). The matrices
diagonalization of the linear operators was consider in the [3], [4].
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2 Main results

Let End `2 is the Banach space of all linear bounded operators, acting in `2 and S2(`2) is the
ideal of Hilbert-Schmidt operators in `2. Let A = A0−B, where A0 : D(A0) = D(A) ⊂ `2 → `2,
(A0x)(n) = anx(n), n ∈ Z and B = A0 −A.

Let Pn = P ({an}, A0), n ∈ Z is the Riesz projector for the spectral set σn = {an}, n ∈ Z, from
the operator A0 and P(m) =

∑
|i|6m Pi,m ∈ Z+.

Theorem 1 There is the number k ∈ Z+, such that the operator A is similar to the block-
diagonal operator A0−P(k)XP(k)−

∑
|i|>k PiXPi, where X ∈ S2(`2), AU = U(A0−P(k)XP(k)−∑

|i|>m PiXPi). The invertible operator of transformation U from End `2 has the form U =
I +W , where W ∈ S2(`2). We have

σ(A) = σ(k) ∪ (∪|i|>k{µi}),

where σ(k) = σ
(

(P(k)A0 − P(k)X)|H(k)

)
, H(k) = ImP(k), k ∈ Z+, consists of no more then

2k + 1 eigenvalues and µi = ai + ηi, |i| > k, where the sequence {ηi, |i| > k} belong to `2. The
corresponding eigenvectors ẽi form Riesz basis in `2.

The operator W in Theorem 1 can be effectively calculated as a limit of a sequence of operators
that emerge when applying the method of simple iterations to a Riccati-type eqoation (see [1],
[2] for detail). The operator X in Theorem 1 is a solution of non-linear equation of the similar
operator method [1], [2].

Corollary 1 If
c

a
π2 <

3

8
, then the operator A is similar to the diagonal operator A0 −∑

i∈Z PiXPi.

Let P̃n, n ∈ Z be the spectral projection corresponding to the one-point sets σn = {µn}, |n| > k
of the operator A, P̃(k) = P ({σ(k)}, A).

Theorem 2 We have P̃n = UPiU
−1, P̃(k) = UP(k)U

−1, P̃n − Pn = (WPi − PiW )U−1, P̃(k) −
P(k) = (WP(K) − P(k)W )U−1.
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Abstract. In this talk, we give some results on the qualitative behavior of the higher-order
nonautonomous rational difference equation

yn+1 =
αn + yn
αn + yn−k

, n ∈ N0,

where {αn}n≥0 is a periodic sequence of positive numbers with period T , with T, k ≥ 1 are
nonnegative integers and the initial values y−k, y−k+1, · · · , y0 are nonnegative real numbers.
The obtained results give some answers to two open problems proposed by Camouzis and
Ladas in their monograph (Dynamics of Third Order Rational Difference Equations With
Open Problems and Conjectures, 2008).
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In 2008, Camouzis and Ladas studied in their monograph [1] the third-order difference equation

yn+1 =
α+ yn
α+ yn−2

, n ∈ N0,

and they proposed in the same monograph the following two open problems:

Open Problem 5.26.1. Let {αn}n≥0 be a periodic sequence with nonnegative values with
period k. Investigate the global character of solutions of the equation

yn+1 =
αn + yn
αn + yn−1

, n ∈ N0, (1)

Open Problem 5.27.1. Let {αn}n≥0 be a periodic sequence of nonnegative real numbers with
prime period k ≥ 2. Investigate the global character of solutions of the equation

yn+1 =
αn + yn
αn + yn−2

, n ∈ N0, (2)

Hu et al. in [4] (respectivly, Dekkar et al. in [3]) gave answer to the first open problem
(respectivly to the second open problem) when the sequence {αn}n≥0 is periodic of period two.
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Here, we consider the more general difference equation

yn+1 =
αn + yn
αn + yn−k

, n ∈ N0, (3)

where {αn}n≥0 is a periodic sequence of positive numbers with period T , with T, k ≥ 1 are
nonnegative integers and the initial values y−k, y−k+1, · · · , y0 are nonnegative real numbers [2].
Clearly, Equation (3) has a unique positive equilibrium point y∗ = 1. We will focus on this
special solution of Equation (3) and the qualitative behavior of the other solutions around it.
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1 Introduction

Given function ud of a discrete variable x̃ ∈ hZm, h > 0, we define its discrete Fourier transform
by the series

(Fdud)(ξ) ≡ ũd(ξ) =
∑

x̃∈Zm

eix̃·ξud(x̃), ξ ∈ ~Tm,

where Tm = [−π, π]m, ~ = h−1.

We will remind here some definitions of functional spaces [1] and will consider discrete analogue

of the Schwartz space S(hZm). Let us denote ζ2 = h−2
m∑
k=1

(e−ih·ξk − 1)2 and introduce the

following

Definition 1 The space Hs(hZm) is a closure of the space S(hZm) with respect to the norm

||ud||s =



∫

~Tm

(1 + |ζ2|)s|ũd(ξ)|2dξ




1/2

.

Fourier image of the space Hs(hZm) will be denoted by H̃s(~Tm).

One can define some discrete operators for such functions ud. If Ãd(ξ) is a periodic function
in Rm with the basic cube of periods ~Tm then we consider it as a symbol. We will introduce
a digital pseudo-differential operator in the following way. Let D ⊂ Rm be a domain, Dd ≡
D ∩ hZm.

Definition 2 A digital pseudo-differential operator Ad in a discrete domain Dd is called the
operator

(Adud)(x̃) =
∑

ỹ∈hZm

∫

~Tm

Ãd(ξ)e
i(x̃−ỹ)·ξũd(ξ)dξ, x̃ ∈ Dd,
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We use the class Eα, α ∈ R [1] with the following condition

c1(1 + |ζ2|)α/2 ≤ |Ad(ξ)| ≤ c2(1 + |ζ2|)α/2

and universal positive constants c1, c2.

2 Main results

We study the equation
(Adud)(x̃) = vd(x̃), x̃ ∈ Dd, (1)

in the discrete domain Dd ≡ D∩hZm and will seek a solution ud ∈ Hs(Dd), vd ∈ Hs−α
0 (Dd) [1].

Everywhere here D = Rm
+ . Solvability of the equation (1) depends on special number κ which

is called an index of periodic factorization Ãd(ξ) [2,3]. We have non-uniqueness of a solution
for the equation (4) for the case κ − s = n + δ, n ∈ N, |δ| < 1/2. We consider here the case
n = 1. To obtain the unique solution one needs some additional conditions. Discrete analogues
of Dirichlet or Neumann conditions give a very simple case. We will consider here the discrete
Dirichlet condition.

ud|x̃m=0 = gd(x̃
′), (2)

where gd is a given function of a discrete variable in the discrete hyper-plane hZm−1.

Theorem 1 Discrete boundary value problem (1), (2) is uniquely solvable in the space Hs(hZm+ )
for arbitrary right-hand side vd ∈ Hs−α

0 (hZm+ ) and arbitrary boundary function gd ∈ Hs−1/2(hZm−1).

To obtain some comparison between discrete and continuous solutions we will remind how the
continuous solution looks. The continuous analogue of the discrete boundary value problem is
the following

(Au)(x) = 0, x ∈ Rm
+ , (3)

u(x′, 0) = g(x′), x′ ∈ Rm−1. (4)

Theorem 2 Let κ > 1. If g̃(ξ) is a bounded function then a comparison between solutions of
problems (1), (2) and (3), (4) is given in the following way

|ũ(ξ)− ũd(ξ)| ≤ Chκ−1, ξ ∈ ~Tm
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1 Introduction

Let J ∈ Cl×l be a constant complex triangular matrix with eigenvalues in upper half-plane,
Imλ > 0. We denote by σ the set of all eigenvalues of the matrix J . Each nonzero complex
number x+iy ∈ C generates l× l−matrix zJ = x ·1+y ·J, x, y ∈ R, whose proper eigenvalues are
numbers x+ λy, where λ ∈ σ(J), 1 is the identity matrix. According to [7] the matrix–function

E(z) =
1

2πi
z−1
J is fundamental solution of the elliptic system of first order

∂U(z)

∂y
− J ∂U(z)

∂x
= F (z). (1)

A solution of this system is understood as a complex l−vector–function U = (U1, . . . , Ul) ∈
C1(D). Note that the homogeneous system (1) is an analogue of the Cauchy-Riemann system
when the J-matrix takes a role of the imaginary unit. The basic information concerning the
homogeneous system (1) is detailed in [6]. Under the assumption that the matrix J is Töplitz
matrix this system was first studied by A. Douglis [4] in the framework of so-called hypercomplex
numbers. Therefore, J−analytic functions are also called Douglis analytic functions. Later,
elliptic systems of first order with constant coefficients were investigated by B. Boyarsky [1], R.
P. Gilbert, J. L. Buchanan [5], and many other authors.

2 Main results

Let D ⊂ C be a finite domain with a smooth boundary Γ =
⋃m
i=1 Γi ∈ C1,ν , where Γi are smooth

simple contours and Γm covers the remaining contours.
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Let

LJ =
∂

∂y
− J ∂

∂x

be a differential operator which is defined by the matrix J and acts in the space l− vector
functions. Consider the first order elliptic system in the domain D

LJU(z) + c(z)U(z) + d(z)U(z) = F (z) (2)

where l × l− matrix coefficients c, d and l−vector function F (z) belong to Cµ(D), µ < ν. We
introduce a class of functions CµJ (D) = {φ ∈ C1(D) ∩ Cµ(D), LJφ ∈ Cµ(D)}. According to [2]
(I1
Jϕ)(z) is the generalized Cauchy type integral, (I2

Jψ)(z) is the generalized operator Vekua-
Pompeiu [3].

Theorem 1 Let J ∈ Cl×l be a triangular matrix. Then any solution of the system (2) from
class CµJ (D) can be uniquely represented as

U(z) = (I1
Jϕ)(z) + (I2

Jψ)(z) + iξ,

where ψ ∈ Cµ(D) is a complex l−vector–function, ξ ∈ Rl is a constant vector and l− vector
function ϕ ∈ CµR(Γ) satisfies the conditions

∫

Γi

ϕ(t)d1t = 0, 1 ≤ i ≤ m− 1.
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Abstract. We are considering the task of identifying sites for the elimination of accumula-
tions of toxic cyanobacteria from a digital photograph of a reservoir. The paper proposes
a solution to this problem. The photo is divided into a segment and using the methods of
discrete models of dynamic systems, the color characteristics are selected. The selected char-
acteristics form the description of the input data of the neural network, which determines
the place for the elimination of toxic cyanobacterial clusters. The operation of the algorithm
is successful in photographs of reservoirs with accumulations of toxic cyanobacteria.
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1 Introduction

Serious problems of biosafety of water consumption are associated with accumulations of toxic
cyanobacteria (ATC) in the waters. They are sources of dangerous cyanotoxins [1]. Such clusters
are observed, for example, in the Baltic region. Therefore, remote monitoring of the ATC
becomes important: it becomes an aspect of national security. The international HELCOM
structure has been created in the Baltic region . She is armed with modern means of satellite
monitoring. These funds are used inefficiently due to the similarity of the spectral parameters of
the pigments of the ATC and other phytoplankton communities [2]. In [3] , the solution of a part
of these problems is proposed by using the original [4] class of mathematical models - discrete
models of dynamic systems (DMDS). The DMDS methods by the form of the correlation matrix
between the values of the system components form a structural model of intercomponent and
intra-component relations. Based on this structure, for certain initial conditions, an idealized
system trajectory (IST) can be constructed. It reflects the cycle of the dynamics of the change
of system states.
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2 Main results

In [5] , an interpretation of the IS̈ı¿1
2 type is proposed. The presence in its cycle of a specific set

of different combinations of system component values is understood as measures of biodiversity.
It reflects the quantitative and qualitative parameters of a set of ”strategy-combinations” of
the functioning of a living system in certain situations. In [3], an analysis of a set of strategy
combinations corresponding to the distribution of colorimetric parameters on the surface of the
ATC was carried out and, based on such an analysis, the type of systemic colorimetric parameter
was found. The essential point is a subtle analysis of the spatial distribution of colorimetric
parameters. In some situations, we can talk about colorimetric parameters corresponding to the
components of the RGB-model of digital photographs taken by the equipment supplied with
relatively cheap drones. In a number of extreme situations, the need arises to eliminate ATC
treatment from the air (by algaecides, using EM- or nano-technologies, specifically, depending
on the type of bioproduction processes in this section of the ATC). Correspondingly, remote
methods of diagnosing the influence of the type of bioproduction processes are required, which
determine vulnerability to a specific type of elimination in certain areas of the ATC. In the
present work, algorithms using neural networks are presented for such diagnostics . To select the
characteristics of the description of the input data used methods DMDS. The digital image was
broken up into segments. Correspondingly,, each segment was broken up into microsegments.
For a variety of microsegments of each segment, the average, maximum, variational range of
color characteristics are determined . Idealized trajectories are analyzed and color-rhythmic
characteristics are selected, which are chosen as the description of the input data for the neural
network. Note that the colorimetric characteristics themselves have an important biological
interpretation. For example, when analyzing a digital image of a reservoir in Uruguay (Rio Santa
Lucia), an indicator was selected G

R+G/
R
G . Here, the numerator is an indicator of productivity

(the ratio of live to the sum of the living and the dead), and the denominator is an indicator
of pigment diversity and stability of the ATC system. Training and test samples to determine
the site for elimination were selected from segments of a digital image of the reservoir. On test
samples, the network demonstrated zero error level.
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Abstract. We consider the solution tracking problem for the system of nonlinear fractional
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theory is proposed.
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1 Introduction

We consider a dynamical system described by the system of nonlinear fractional differential
equations

[CDγx1](t) = g1(t, x1) +Bx2(t), t ∈ T = [σ, θ], x1(σ) = x1σ, γ ∈ (0, 1),

[CDγx2](t) = g2(t, x1, x2) + Cu(t), x2(σ) = x2σ.
(1)

Here x1 ∈ Rn, x2 ∈ Rm, (x1σ, x2σ) is the initial state, g1 : R×Rn → Rn and g1 : R×Rn×Rm →
Rm are given vector functions satisfying the jointly Lipschitz condition. A trajectory of the
systemx(t) = (x1(t), x2(t)) is unknown in advance and determined by some disturbance u(·),
which is also not specified, but is subject to a prior restriction u(t) ∈ P , t ∈ T , where P is a
given bounded and closed set in Rq.
Definition 1 [1]. Fractional integral of an order γ starting at σ of an arbitrary function
f ∈ L1(T,Rn) is defined by the formula

[Iγf ](t) =
1

Γ(γ)

t∫

σ

f(s)

(t− s)1−γ ds, γ ∈ (0, 1), t ∈ T, θ < +∞.

Definition 2 [1, p. 91]. For a function x : T → Rn and arbitrary real γ ∈ (0, 1), the expression

[CDγx](t) =
1

Γ(1− γ)

d

dt

t∫

σ

x(s)− x(0)

(t− s)γ ds, t ∈ T,
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is called the left-side Caputo fractional derivative.

At discrete enough frequent points in time τi ∈ T , τi < τi+1 the coordinates x1(τi) are measured
with some error h ∈ (0, 1). Measurement results ξhi ∈ Rn such that |x1(τi)−ξhi |n 6 h, where | · |n
is a norm in Euclidean space Rn. It is required to find the control u(·) generating x1(·) : u(·) =
u(·;x1(·)). Since in the presence of the error h and possible non-uniqueness, an exact recovery
u(·) is impossible,it is necessary to construct an algorithm for calculating some approximation
of u(·). This approximation should be the better, the smaller the measurement error of x1(τi)
and the finer the grid {τi}.

2 Main result

The algorithm for solving the problem is based on the dynamic inversion method, developed in
[2], as well as the method of extremal shift known in the theory of positional control [3]. In
connection with the incompleteness of information (namely, with the possibility of measuring
at the moments of τi only part x1(τi)), along with the control unit, we will use an additional
unit — a unit for dynamically reconstructing an unknown coordinate. The latter will play the
role of a provider of missing information about the current phase state of the system (1). This
information will be promptly transmitted to the control unit, which forms u according to the
law of feedback. The case of measuring part of the coordinates was discussed in [5]. By using
the works [4, 6] we prove the following statement.

Theorem 1 Let the functions g1 and g2 satisfy the jointly Lipschitz condition with constant
L > 0 with respect to variables x1, x2, t, the order γ ∈ (1/2, 1), and the regularization parameter
α(h) and the partition step δ(h) be chosen in such a way that α(h) → 0, δ(h) → 0, and
(h+ δγ(h))/α(h)→ 0 as h→ 0. Then the constants di > 0 and β ∈ (0, 1) those are independent
of h, α, and δ can be explicitly specified such that the system satisfies the inequalities

|w2(t)− x2(t)|2m 6 d1δ
γ + d2h

β + d3h
1−β + d4

α

hβ
+ d5

δγ

hβ
+ d6α, (2)

where w2 is a coordinate of the auxiliary system of Krasovskii extremal shift method.
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We consider the Moisil – Theodorescu system

M

(
∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
u(x) = 0, M(ζ1, ζ2, ζ3) =




0 ζ1 ζ2 ζ3
ζ1 0 −ζ3 ζ2
ζ2 ζ3 0 −ζ1
ζ3 −ζ2 ζ1 0


 . (1)

For a complex-valued vector-function φ = (φ1, φ2)

φ1 = u2 − iu1, φ2 = u4 + iu3

we have complex form the Moisil – Theodorescu system

E1
∂φ

∂x1
+ E2

∂φ

∂x2
+ E3

∂φ

∂x3
= 0 (2)

with Pauli matrices

E1 =

(
1 0
0 −1

)
, E2 =

(
0 −i
i 0

)
, E3 =

(
0 1
1 0

)
.

Let D ⊆ R3 be a domain with smooth boundary Γ. The Riemann-Hilbert problem in D for the
system (1)

Bu+ = f (3)

with 2× 4 –matrix

B =

(
b11 b12 b13 b14
b21 b22 b23 b24

)

is equal to

ReGφ+ = g, (4)

with matrix–function G, Gk1 = bk2 + ibk1, Gk2 = bk4 − ibk3, k = 1, 2.
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Let Γ ∈ C1,ν , B ∈ Cν(Γ), 0 < ν < 1 and Bij be a minor defined by i – and j–th columns
of the B. The criterion for Fredholm property of the problem (1), (2) is equal to the vector
l = (l1, l2, l3)

l1 = B12 +B34, l2 = B13 −B24, l3 = B14 +B23

is not tangent to Γ. Under this condition, the index of the problem (1), (2) is determined by
the formula æ = m− s, where s is the number of connected components of the boundary Γ, m
is the order of the first de Rham cogomology group of a domain [1].

A special case of problem (4) for the system (3) is a C –linear problem

aφ1 + bφ2 = f, |a|2 + |b|2 = 1, (5)

with complex-valued functions a = a1 + ia2, b = b1 + ib2 ∈ Cν(Γ). In this case

l1 = |a|2 − |b|2, l2 = 2(a2b1 − a1b2), l3 = (a1b1 + a2b2) (6)

and |l| = 1.

We discuss the conditions under which the problem (3), (5) has Fredholm property. The neces-
sary and sufficient conditions on the coefficients a, b from the report are found found; it provides
a positive solution to this problem.
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1 Introduction

An important problem of the qualitative theory of differential equations is to determine the limit
cycles of a system of the form

x′ =
dx

dt
= P (x, y), y′ =

dy

dt
= Q(x, y), (1)

where P (x, y) and Q(x, y) are real polynomials in the variables x and y. Here, the degree of
system (1) is denoted by n = max {degP,degQ}. In 1900 Hilbert [1] in the second part of his
16th problem proposed to find an estimation of the uniform upper bound for the number of limit
cycles of all polynomial vector fields of a given degree, and also to study their distribution or
configuration in the plane R2. This has been one of the main problems in the qualitative theory
of planar differential equations in the 20th century.

In this work we give an explicit expression of invariant algebraic curves, then we prove that
these systems are integrable and we introduce an explicit expression of a first integral of a
multi-parameter planar polynomial differential systems of degree nine of the form





x′ =
dx

dt
= x+ P5(x, y) + xR8(x, y),

y′ =
dy

dt
= y +Q5(x, y) + yR8(x, y),

(2)

where

P5(x, y) = − (a+ 2)x5 + (4 + 4b)x4y − (2a+ 4)x3y2 + (8 + 4b)x2y3 − (a+ 2)xy4 + 4y5,

Q5(x, y) = −4x5 − (a+ 2)x4y + (4b− 8)x3y2 − (2a+ 4)x2y3 + (4b− 4)xy4 − (a+ 2) y5,
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and

R8(x, y) = (a+ 1)x8 − 4bx7y + (4a+ 4)x6y2 − 12bx5y3 + (6a+ 6)x4y4 − 12bx3y5

+ (4a+ 4)x2y6 − 4bxy7 + (a+ 1) y8,

in which a, b are real constants.

Moreover, we determine sufficient conditions for a polynomial differential system to possess two
limit cycles : one of them is algebraic and the other one is shown to be non-algebraic, explicitly
given. Concrete examples exhibiting the applicability of our result are introduced.

2 Main results

Our main result is contained in the following theorem.

Theorem 1 Consider a multi-parameter planar polynomial differential systems (2), then the
following statements hold.

1) The origin of coordinates O (0, 0) is the unique critical point at finite distance.

2) The curve U (x, y) = x4 + y4 + 2x2y2 − 1, is an invariant algebraic curve of system (2)with
cofactor

K (x, y) = (−4)
(
x2 + y2

)2 (
(−a− 1)

(
x2 + y2

)2
+ 4bxy

(
x2 + y2

)
+ 1
)
.

3) The system (2) has the first integral

H (x, y) =

(
x2 + y2

)2
+
(

1−
(
x2 + y2

)2)
exp

(
a arctan y

x + b cos
(
2 arctan y

x

))
f(arctan y

x)
(

(x2 + y2)2 − 1
)

exp
(
a arctan y

x + b cos
(
2 arctan y

x

)) ,

where f(arctan y
x) =

∫ arctan y
x

0 exp(−as− b cos 2s)ds.

4) The system (2) has an explicit limit cycle, given in Cartesian coordinates by (Γ1) : x4 + y4 +
2x2y2 − 1 = 0.

5) If a > 0 and b ∈ R−{0}, then system (2) has non-algebraic limit cycle (Γ2), explicitly given
in polar coordinates (r, θ), by the equation

r (θ, r∗) =




exp (aθ + b cos 2θ)

(
e2πa

1− e2πa f(2π) + f(θ)

)

−1 + exp (aθ + b cos 2θ)

(
e2πa

1− e2πa f(2π) + f(θ)

)




1
4

,

where

f(θ) =

∫ θ

0
exp(−as− b cos 2s)ds .

Moreover, the non-algebraic limit cycle (Γ2) lies inside the algebraic limit cycle (Γ1).
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Abstract. In this manuscript, we establish the existence, uniqueness, stability and control-
lability results for a fractional damped dynamical equation with non-instantaneous impulses.
This manuscript mainly has three segments. First segment is dedicated to the study of exis-
tence of a unique solution. In the second segment, we establish the stability results. Finally,
we discuss the controllability results of the taken problem. Controllability Grammian ma-
trix, Mittag-Leffler matrix function, nonlinear functional analysis and Banach fixed-point
technique have been used to establish these results. Also, with the help of MATLAB, some
numerical examples with simulations are given to outline the effectiveness of the obtained
results.
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Abstract. New aspects of electron transport in quantum wires with Lévy type disorder are
considered with the use of the tempered fractional equations and fractional stable statistics.
We consider the weak scattering and sequential incoherent tunneling in quasi-1d quantum
systems characterized by the tempered Lévy stable distribution of spacing between scatterers
or tunneling barriers. We generalize the Dorokhov-Mello-Pereyra-Kumar (DMPK) equation
for distribution of transmission matrix eigenvalues. The solution describes the evolution
from the anomalous conductance distribution to the Dorokhov function for a long wire.
For the sequential tunneling through quasi-fractal wires, the case of barriers with widely
distributed resistances is also considered. Neglecting Coulomb blockade of single-electron
tunneling, we show that the relative fluctuations of the conductance do not vanish with the
increase of L and the system does not possess the property of self-averaging.
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1 Introduction

Several experiments and numerical simulations have shown that disorder in mesoscopic systems
can be of fractal (self-similar) type. In Ref. [1] fractal disorder is observed in optical material,
in which light waves perform a random walk characterized by path length distributions of power
law type p(s) ∝ s−1−α, if s → ∞, where 0 < α < 2. This random walk is known as Lévy
flights, and the system has been called “Lévy glass”. Kohno and Yoshida [2] reported on the
scaling behavior of diameter modulations in SiC quantum wires grown via a self-organization
process. There is a series of theoretical studies devoted to electron and wave transport in quasi-
one-dimensional wires with Lévy type disorder (see, e.g. [3, 4]). Here, we study some new
aspects of electron transport in quantum wires with Lévy type disorder in terms of tempered
fractional-order equations and tempered fractional stable statistics. We consider two regimes of
transmission (weak scattering and incoherent sequential tunneling) in quasi-1d quantum systems
characterized by the tempered Lévy stable distribution of spacing between scatterers.

2 Main results

The generalized DMPK-equation for quantum wire with quasi-fractal disorder is obtained in the
form

lαDα,γ
L [P ({λ}, L)− δ(λ)] = KΛDMPKP ({λ}, L), (1)
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where

0D
α,γ
L P ({λ}, L) = e−γL 0D

α
Le

γL P ({λ}, L)− γαP ({λ}, L)

is the tempered fractional derivative, 0D
α
L is the Riemann-Liouville operator and

ΛDMPKP =
2

βN + 2− β
N∑

j=1

∂

∂λj

[
λj(1 + λj)J(λ)

∂

∂λj

P

J(λ)

]

is the DMPK operator, λj are eigenvalues of quantum-mechanical transfer matrix t, N number
of transverse modes in the wire, P ({λ}, L) the N -dimensional probability distribution func-
tion of random vector (λ1, λ2, . . . , λN ). The integer parameter β equals 1 in a zero mag-
netic field and 2 in a time-reversal-symmetry breaking magnetic field. In the case of zero
field and strong spin-orbit scattering β = 4. The Jacobian J =

∏
i<j |λj − λi|β corresponds

to the transformation from the transfer matrix space to the eigenvalue space. Interpreting
the process described by equation (1) as a subordinated process, one can represent solution

as the following integral P ({λ}, L) =
∞∫
0

P1({λ}, ξ) g(ξ, L)dξ, where g(ξ, L) is the inverse den-

sity to the tempered stable pdf (tempered subordinator) with the following Laplace transform
g̃(ξ, s) = lαs−1[(s+ γ)α − γα ]e−ξl

α[(s+γ)α−γα]. Function P1({λ}, ξ) represents solution of the
standard DMPK-equation, where ξ is associated with the dimensionless length L/l. For L� γ−1

the standard DMPK-approach can be used. This solution describes evolution from the anoma-
lous conductance distribution to the Dorokhov function for a long wire.

In regular quantum wires, 〈− lnG〉 scales linearly with length ξ. For quasi-fractal wires, we

derived 〈− lnG〉 = l−α
L∫
0

dλ λα−1Eα,α (γαλα) exp(−γλ). Here, Eα,α(x) is the two-parameter

Mittag-Leffler function. The scaling of 〈− lnG〉 for intermediate lengths is of the form 〈− lnG〉 ≈
1

Γ(1+α)
Lα

lα , l� L� γ−1. For very long wires, we observe the normal scaling, 〈− lnG〉 ≈
(γl)1−α

α
L
l , l� γ−1 � L. The crossover is observed near value Lcr = γ−1[α/Γ(1 + α)]1/(1−α).

Also, we study the case of sequential incoherent tunneling through the system with fractal
space disorder accompanied by wide (power law) distribution of individual barrier resistance,

Prob {Ri > r} ∼ (r/ρβ)−β

Γ(1−β) , 0 < β < 1. The Coulomb blockade is neglected. In this case, the
asymptotic distribution of the resistance R of a long quantum wire with length L presents the
pdf of a one-sided fractal random walk, which is expressed through the fractional stable density.
We show that for β < 1 the relative fluctuations of the conductance do not vanish with the
increase of L and the system does not possess the property of self-averaging even for the Poisson
distribution of barriers along wire.
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Abstract. We study the following nonlinear fractional differential equation with nonlocal
boundary conditions

−Dαu(t) + a(t)u(t) = p(t)f(t, u(t), u(t)) + q(t)g(t, u(t)) in (0, 1), (1)

with the boundary conditions

u(0) = u′(0) = u′(1) = 0, (2)

where 2 < α < 3, Dα denotes the Riemann-Liouville derivative of order α In addition
suppose that the following assumptions are satisfied:

(i) a, p, q ∈ C((0, 1), [0,+∞))

(ii) f ∈ C((0, 1)× (0,+∞)× (0,+∞), [0,+∞)).

(iii) g ∈ C((0, 1)× (0,+∞), [0,+∞)).

An associated Green’s function is constructed as a series of functions by the perturbation
approach. By using the properties of the Green function and the fixed point theorem of
mixed monotone operators in cones we obtain some results on the existence and uniqueness
of positive solutions. Our results extend and improve many known results including singular
and non-singular cases.

Keywords. Fractional differential equation, positive solution, Green’s functions.
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Abstract. We introduce the mathematical model of digital put option pricing under the
Fractional Black-Scholes (FBS) model. The digital put option pricing is option pricing
where the payoff is non-smooth, the optimal exercise boundary is equal with exercise price.
Following this, we introduce the non-standard Grünwald Letnikov approximation and use
this approximation for time fraction term in FBS model to reach a fractional non-standard
finite difference (NSFD) problem. We show that the proposed fractional NSFD scheme is
stable and convergent. Uniqueness of the approximate solution is also proved. We also show
that numerical results satisfy the physical conditions of digital put option pricing under the
FBS model.

Keywords. Fractional Differential Equation; Digital Option Pricing; Non-Standard Finite
Difference Method; Interpolation Method.
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1 Introduction

The digital put option pricing under the FBS model are presented as

∂αP

∂tα
=

(
rP − rS ∂P

∂S

)
t1−α

(1− α)!
− α!

2
σ2S2∂

2P

∂S2
, S > E, 0 ≤ t < T, (1)

P (S, T ) =

{
1 S ≤ E,
0 S > E.

, P (E, t) = 1, lim
S→∞

P (S, t) = 0, (2)

P (S, t) = 1, 0 ≤ S ≤ E, (3)

where P (S, t) is the digital put option pricing. The parameters Â3
4 , r and E show the volatility

of the underlying asset, the interest rate and the exercise price of the digital option, respectively.
The details of obtaining the FBS model are explained in [1].

2 Main results

We consider (1)-(3) and use a NSFD scheme for derivatives on the right side and a non-standard
GrÃ1

4nwald Letnikov approximation for fractional derivative on the left side of (1). To do this
Let tk = k∆t, k = 0, 1, 2 · · · , n − 1 and Sj = j∆S, j = 1, 2, · · · ,m − 1, where for 0 ≤ t ≤ T ,
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∆t = T
n , and ∆S = Smax

m are time and stock price steps respectively. Then instead of step sizes
∆t and ∆S, we use the functions

ϕ(∆t) = 1− e−∆t, ψ(∆S) = e∆S − 1, φ(∆S2) = 4 sin2(
∆S

2
), (4)

to get

(1− e−∆t)−α
k+1∑

i=0

gαi P
k+1−i
j =

(
rP kj − rSj

P kj − P kj−1

(e∆S − 1)

)
t1−αk

(1− α)!
(5)

−α!

2
σ2SjSj+1

P kj−1 − 2P kj + P kj+1

(2 sin(∆S
2 ))2

, Sj > E, 0 ≤ tk < T,

subject to

P (Sj , T ) =

{
1 Sj ≤ E,
0 Sj > E.

, P (E, tk) = 1, lim
S→∞

P (Sj , tk) = 0, (6)

P (Sj , tk) = 1, 0 ≤ S ≤ E. (7)

If j = 0, then for all time values, it also follows from (3) that P0 = 1 ( since S0 = 0) and if
S1 = ∆S ≤ E then from Eq. (7) we have P (S1, t) = 1 and so

CPj+1 = APj +BPj−1, P0 = 1, P1 = 1. (8)

Theorem 1 (Stability) If ∆S ≤ E then the NSFD scheme (8) is stable and we have ‖
Ej+1 ‖∞≤ K max{‖ E0 ‖∞, ‖ E1 ‖∞}, j = 2, 3, · · · ,m − 1, where K is a positive constant
independent of ∆t, ∆S and j.

Theorem 2 (Convergence) Let (5) have the smooth solution P (S, t) ∈ C2,α
S,t (Ω). Let P kj be

the numerical solution computed by use of (8). Then P kj converges to P (Sj , tk), if ∆S ≤ E.

We can obtain

Pk = (I−DA)−1

(
−
k−1∑

i=1

a
(α)
i,k (Pk−i) + P0

k−1∑

i=0

a
(α)
i,k + P0

)
. (9)

Theorem 3 (Uniqueness) If the matrix I − DA is invertible, then, Eq (9) has a unique
approximate solution.

To solve (5)-(7), we use a higher order Grünwald Letnikov approximation. Since the digital put
option pricing is only known at the end point (exercise time), then in order to use a higher order
GrÃ1

4nwald Letnikov approximation, we need some other points of digital put option pricing.
To get these intermediate values, we use a suitable interpolation method, that is, for the points
P 0
j = P (Sj , 0) and P Tj = P (Sj , T ).
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Abstract. We study a differential inclusion known as second order sweeping process for
a class of prox-regular non-convex sets. Assuming that such sets depend continuously on
time and state, we give a new proof of the existence of solutions via Schauderâs fixed point
theorem and the well-posedness for the perturbed first-order sweeping process in Hilbert
spaces.
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1 Introduction

Differential inclusion u̇(t) ∈ NC(t)(u(t)) a.e. on [T0, T ], C is a set-valued mapping defined from
[T0, T ] to Hilbert space H with closed convex values have been extensively studied over the
past by several authors. This differential inclusion known as the sweeping process problem, this
problem is equivalent to the following variational inequality: find u(t) ∈ C(t) a.e. on I such
that

〈u̇(t), v − u〉 ≥ 0, ∀v ∈ C(t).

In this work, we study the existence of solutions for non convex second order sweeping process




−ü(t) ∈ NC(t,u(t))(u̇(t)) + F (t, u(t), u̇(t)) a.e. on [T0, T ],

u̇(t) ∈ C(t, u(t)), for all t ∈ [T0, T ],
u(0) = u0, u̇(0) = v0 ∈ C(T0, u0),

(1)

where F is a Carathéodory unbounded function and C(t, u) is uniformly prox regular set moving
in an absolutely continuous way with respect to t and Lipschitz continuous with respect to the
state u

2 Main results

We obtain existence of solution of the differential inclusion (??). Let T0 and T be two non
negative real numbers with T0 < T . Throughout C : [T0, T ] ×H ⇒ H will be a multimapping
with nonempty closed values. We will consider the following assumptions on the multimapping
C(·, ·):
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(HC1): there exists constant ρ ∈]0,+∞] such that, for each t ∈ [T0, T ] and u ∈ H, the sets
C(t, u) are uniformly ρ-prox-regular;
(HC2): the set C(t, u) varies in an absolutely continuous way with respect to t and lipschitz
continuous with respect to the state u, that is, there exists an absolutely continuous non negative
function ζ : [T0, T ]→ R+ and L > 0 such that

|d(C(t, u), x)− d(C(s, v), y)| ≤ ‖x− y‖+ |ζ(t)− ζ(s)|+ L ‖u− v‖

for all x, y, u, v ∈ H and all s, t ∈ [T0, T ];
(HC3): for all (t, u) ∈ [T0, T ]×H, C(t, u) ⊂ A ⊂ λBH for some compact set A in H and some
λ > 0.
We also suppose that F (·, ·, ·) satisfies the next assumptions:
(HF1):F : [T0, T ] × H × H → H be a function, Lebesgue measurable on [T0, T ] such that for
all η > 0 there exists a non-negative function βη(·) ∈ L1([T0, T ],R) such that for all (t, h) ∈
[T0, T ]×H and any (x, y) ∈ B[0, η]×B[0, η]

‖F (t, h, x)− F (t, h, y)‖ ≤ βη(t)‖x− y‖; (2)

(HF2): there exists a non-negative function γ(·) ∈ L1([T0, T ],R) such that, for all (t, h) ∈
[T0, T ]×H and any x ∈ ∪s∈[T0,T ]C(s, h), one has

‖F (t, h, x)‖ ≤ γ(t)(1 + ‖h‖+ ‖x‖). (3)

Theorem 1 Let H be a separable Hilbert space, C : [T0, T ] × H ⇒ H be a multimapping
satisfying (HC1), (HC2) and (HC3). Let F : [T0, T ]×H×H → H be a function satisfying (HF1)
and (HF2). Then, for any u0 ∈ H and v0 ∈ C(T0, u0) there exist two absolutely continuous
mappings u, v : [T0, T ]→ H such that





u(t) = u0 +
∫ t
T0
v(s) ds, ∀t ∈ [T0, T ];

−v̇(t) ∈ NC(t,u(t))(v(t)) + F (t, u(t), v(t)) a.e. on [T0, T ];

v(t) ∈ C(t, u(t)), a.e. on [T0, T ];
u(T0) = u0, v(T0) = v0.

(4)

In other words, there is a absolutely solution u : [T0, T ]→ H to the Cauchy problem (??).

Proof. We will use the existence and uniqueness of solution for first-order sweeping process
proved in [?] and the Schauder’s fixed point theorem for continuous mappings to prove our main
result
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Abstract. The integral representation of the Mittag-Leffler function is considered in the
report. The integral representation of the Mittag-Leffler function is obtained which is ex-
pressed through a contour integral. An investigation of the integrand has allow to define
the singular points this function and values of the parameters when the contour integral
is possible to compute. In these cases the Mittag-Leffler function is expressed through the
elementary functions.
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The two-parametric Mittag-Leffler function is considered

Eρ,µ(z) =
∞∑

n=0

zn

Γ(µ+ n/ρ)
, ρ > 0, µ ∈ C, z ∈ C

introduced in the work [4]. In the book [1] the integral representation of this function had
been obtained which is expressed through a contour integral. Later basing on this integral
representation the transition from contour integration to integration on real variable has been
performed in the works [3, 2]. In these works were obtained the integral representation of the
Mittag-Leffler function through improper and definite integrals. However detail investigation of
the integral representation obtained in the book [1] (see Lemma 3.2.1 in [1]) has shown that in
the proof the mistake was permitted. As a result of the mistake the case z ∈ G(+)(ε, β) has been
considered which will not be implemented under any circumstances. This fact forced reconsider
the proof of the lemma. As a result the following lemma is true for the integral representation
of the Mittag-Leffler function

Lemma 1 For any real ρ, δ1ρ, δ2ρ, ε such that ρ > 1/2, π
2ρ < δ1ρ 6 min(π, π/ρ), π

2ρ < δ2ρ 6
min(π, π/ρ), ε > 0, any µ ∈ C and any z ∈ C such that π

2ρ − δ2ρ + π < arg z < − π
2ρ + δ1ρ + π

the Mittag-Leffler function can be represented in the form

Eρ,µ(z) =
ρ

2πi

∫

γζ

exp {(zζ)ρ} (zζ)ρ(1−µ)

ζ − 1
dζ. (1)

Here the integration contour γζ has the form

γζ =





S1 = {ζ : arg ζ = −δ1ρ − π, |ζ| > 1 + ε},
Cε = {ζ : −δ1ρ − π 6 arg ζ 6 δ2ρ − π, |ζ| = 1 + ε},
S2 = {ζ : arg ζ = δ2ρ − π, |ζ| > 1 + ε}.

(2)
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An investigation of the integrand in (1) has shown that this function has one or two singular
points in dependence of values of the parameters ρ and µ. As a result the following lemma is
true.

Lemma 2 For any real ρ > 1/2 and any complex values of the parameter µ = µR + iµI the
function

Φρ,µ(ζ, z) =
ρ

2πi

exp{(ζz)ρ}(ζz)ρ(1−µ)
ζ − 1

.

has two singularities ζ = 1 and ζ = 0 according to the variable ζ. The point ζ = 1 is pole of 1st
order. The point ζ = 0 is

1. the regular point of the function Φρ,µ(ζ, z) at the values of the parameters ρ = n where n =
1, 2, 3, . . . (integer positive number) µI = 0 and µR = 1−m1/ρ, where m1 = 0, 1, 2, 3, . . .
(integer positive number);

2. the pole of the order m2 if ρ = n, where n = 1, 2, 3, . . . (integer positive number), µI = 0,
and µR = 1 +m2/ρ, where m2 = 1, 2, 3, . . . (integer positive number);

3. the point of branching for the others values of the parameters ρ, µI , µR.

As it follows from this lemma and from the definition of the integration contour γζ (2) at value
of the parameter ρ = 1, integer µ and at δ1ρ = δ2ρ = π the integration contour γζ closes and the
integral (1) become possible compute analytically.

Corollary 3 For values of the parameters ρ = 1, δ1ρ = δ2ρ = π, any complex z such that
π/2 < arg z < 3π/2 and for integer and real values of the parameter µ = n, n = 0,±1,±2,±3, . . .
the Mittag-Leffler function has the form

1. E1,n(z) = ezz1−n, if n 6 1 (n = 1, 0,−1,−2,−3, . . . ).

2. E1,n(z) = z1−n
(
ez −

n−2∑

k=0

zk

k!

)
, if n > 2 (n = 2, 3, 4, . . . ).
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Abstract. Different calculating methods of the molecular modeling have been applied
to study the host/guest inclusion complexes of the host molecule β-cyclodextrin (β-
CD) with the guest molecule 1-naphthol-2-sulfonate (1N2S); Using the following theories,
semi-empirical PM3 and density functional (DFT) incorporating various hybrid exchange-
correlation functionals: B3LYP, M06-2X and WB97X-D with the basis set 6-31G(d) in the
gas and aqueous phases. NBO, QTAIM and NMR analyses are performed to understand
the nature of various interactions between the 1-naphthol-2-sulfonate and β-CD. The results
indicate that the orientation in which the guest molecule directed to the primary hydroxyls
of the hydrophobic cavity of β-CD is the most stable.
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Abstract: T In this paper we establish existence results for a class of ini-

tial value problems for impulsive fractional differential inclusions involving the

Liouville - Caputo - Hadamard fractional derivative of order 0 < α < 2, when

the right hand side is convex, as well as nonconvex, valued. The topological

structure of the set of solutions is also considered. This conference deals with

the existence of solutions of the initial value problem (IVP for short), for the

impulsive fractional order differential inclusion,

CHDαy(t) ∈ F (t, y(t)), for a.e. t ∈ J := [a, T ], a > 0, t 6= tk, k = 1, . . . ,m, 0 < α < 1,

(1)

∆y|t=tk = Ik(y(t−k ), k = 1, . . . ,m, (2)

y(a) = ya, (3)

where CHDα is the Caputo-Hadamard fractional derivative , F : J×R→ P(R)

is a multivalued map, P(R) is the family of all nonempty subsets of R, IK : R→

R, k = 1, . . . ,m are continuous functions, a = t0 < t1 < · · · < tm < tm+1 = T,

∆y|t=tk = y(t+k ) − y(t−k ), y(t+k ) = lim
ε→0+

y(tk + ε) and y(t−k ) = lim
ε→0−

y(tk + h)

represent the right and left limits of y(t) at t = tk, k = 1, . . . ,m, and ya ∈ R.

and

CHDry(t) ∈ F (t, y(t)), for a.e. t ∈ J = [a, T ], a > 0, t 6= tk, k = 1, . . . ,m, 1 < r ≤ 2,

(4)

∆y|t=tk = Ik(y(t−k )), k = 1, . . . ,m, (5)

∆y′|t=tk = Ik(y(t−k )), k = 1, . . . ,m, (6)

y(a) = y1, y
′(a) = y2, (7)

160



where CHDr is the Caputo-Hadamard fractional derivative, F : J×R→ P(R) is

a multivalued map, P() is the family of all nonempty subsets of R, Ik, Ik : R→

R, k = 1, . . . ,m, are continuous functions, a = t0 < t1 < · · · < tm < tm+1 = T,

∆y|t=tk = y(t+k ) − y(t−k ), ∆y′|t=tk = y′(t+k ) − y′(t−k ), y(t+k ) = lim
ε→0+

y(tk + ε)

and y(t−k ) = lim
ε→0−

y(tk + h) represent the right and left limits of y(t) at t = tk,

k = 1, . . . ,m, and y1, y2 ∈ R.
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Abstract. We propose an original framework to compute probability for some system to
be in the appointed state once it was in some defined state. The system is considered
as governed by normal system of ordinary differential equations. The initial conditions of
the system are used to describe the initial state of the system. Then the target state is
defined by the same way. The connection between initial and target states is described
as some part of the curves bundle which went out from initial state and reach the target
state. The situation is similar to the boundary problem, but the areas of the boundary
values are of the same dimension as the phase space. We have defined the probabilities and
have constructed the probability space according to the Kolmogorov’s axioms. The path
integral concept has the same idea: to consider the curves as elementary units and collect
them into some value. We have not used Feynmann’s approach but we have formulated some
simplest principles and then found some relevant results. Based on the proposed conceptions
we develop the numerical algorithm to compute those probabilities. Our concept could be
useful for simulations of dynamical systems with chaos because the area around the starting
point is taken into account.
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1 Introduction

The dynamical system of general type is considered and it is expressed by the system of the
ordinary differential equations

ẋ = f(x), (1)

where x and f(x) are some m-dimensional vector and vector field, respectively and the dot over
means derivation on some parameter t. The functions f j(x1, ..., xm) are given and the system
is presented as autonomous for simplicity. Instead of the initial condition

x(t0) = x0 (2)

we will deal with the initial state which is determined by the set of points inside of the paral-
lelepiped with the following vertices:

(
x10 + ε1ξ

1, ..., xm0 + ε1ξ
m
)
, (3)
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where εi ∈ {0; 1}, ξi are some given real constants for any i = 1, ...,m. That is, any vertex of
the state is in one-to-one correspondence with some binary number εm...ε1.

Our idea is to follow the integral curves of the system eq:1.1 which leave the initial state and
scatter through the space. When we define some parallelepiped of the target state, in order to
calculate the probability for the system to reach this state, we should find how many integral
curves from the initial state we met in target state. Of course, one of the main question is what
is ”how many”? And the second question is how we can calculate the probability?

The first question is closed to the path integral idea and can be answered if we put some invariant
for every curve. We use the vector field µ(x) of integral constants of the system eq:1.1 as such
invariant, because this vector field is constant along the integral curves of the system.

2 Main results

Let us focus on any state of the system, for instance, on initial state. We introduce the space
of outcomes Ω as a continuous set of vector fields µ of such kind that components µi belong to
the intervals [minα µ

α
i ,maxα µ

α
i ] , where α = 0, ..., 2m − 1 is the vertex number. The set of all

subsets of the space Ω forms the σ−algebra.

For any Al1...lm ⊂ Ω defined as

Al1...lm = {µ : [µili−1, µili ] , i = 1, ...,m, li = 1, ..., n} , (4)

where µi0 = minα µ
α
i , µin = maxα µ

α
i , the following measure

P (Al1...lm) =
(µ1l1 − µ1l1−1) ... (µmlm − µmlm−1)

(µ1n − µ10) ... (µmn − µm0)
(5)

is probability, that can be directly checked. The space of outcomes Ω with such measure P
over its subsets form probability space in Kolmogorov’s sense. If we post that the distribution
li = 1, ..., n defines the intervals containing our integral curves’ invariants components in target
state, we can determine the target probability.

It is evident that in initial state P = 1 because all curves are inside initial state and every point
of initial state is crossed by some curve. But in order to compute the values µili we should find
the way to calculate them in neighbour state, near with initial state. Then we can move to the
target state by the evident iterations.

In order to find the next generation of µ, we have explore the well-known fact that Lie derivative
of the vector field, which is constant along the curve, is zero. That is,

[µ, f ] = 0. (6)

This relation together with finite derivatives instead of derivations of µ leads us to the linear al-
gebraic system and its solution gives us the new generation of µ. Making all necessary iterations,
we will have all that needs to be put into formula eq:2.2 and we can compute the probability in
such way.
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Abstract

In this paper, we study the existence of weak-renormalized solutions for nonlinear parabolic system with p-Laplacian
diffusion operator. This model consists of three unknown variables namely concentrations of microglia, chemoat-
tractant and chemorepellent to understand the dynamics of attraction-repulsion system. First, we introduce suitable
approximation problem of the given parabolic system and study the existence of a weak solution of the regularized
problem using the Galerkin approximation method. Then using the weak solution of the regularized problem and
truncation function, we prove the existence of weak-renormalized solutions of the given system under the assumption
of integrable data.

1. Introduction

In this paper, we consider the following system of parabolic partial differential equation with three unknown
variables:

∂u
∂t
− ∇ · (|∇u|p−2∇u) + ∇ · (b(u)∇v) = λu(1 − u − v) + f (x, t) in QT ,

∂v
∂t
− D∆v = −ηvw + ρv(1 − u − v) + g(x, t) in QT ,

∂w
∂t
− ∇ · (d(∇w)) = αu(1 − w) − βw + h(x, t) in QT ,

u(x, t) = v(x, t) = w(x, t) = 0 on ΣT ,

u(x, 0) = u0(x), v(x, 0) = v0(x),w(x, 0) = w0(x) in Ω,



(1.1)

where QT = Ω × [0,T ], ΣT = ∂Ω × [0,T ], Ω is a bounded domain in Rn with boundary ∂Ω (no smoothness assumed
on the boundary) and p ≥ 2. The parameters λ, η, ρ, α, β are nonnegative constants. Further, we assume that initial
conditions u0(x), v0(x),w0(x) and the source functions f , g, h are simple integrable functions. For simplicity, we
assumed the Dirichlet boundary conditions for unknowns u, v and w on the boundary. This system (1.1) models
the dynamics of microglia (u), chemoattractant (v) and chemorepellent (w) and it is a direct generalization of the
classical Keller-Segel chemotaxis system. This system (1.1) is also called as attraction-repulsion chemotaxis system.
In the literature, various qualitative anlaysis for related chemotaxis system studied by many researchers. We refer
the interested readers [1, 2, 3, 4, 5, 6] and also the references there in. Further, we assume the following hypotheses
throughout the article.

(H1) d(ζ)ζ ≥ ϕ|ζ |2 for every ζ ∈ Rn, where ϕ > 0 is a real number.
(H2) For any k > 0 there exists ck > 0 such that |d(ζ)| ≤ ck(1 + |ζ |) for all ζ ∈ Rn.

(H3) [|ξ|p−2ξ−|ξ1|p−2ξ1](ξ−ξ1) ≥ 0 and (d(s)ζ−d(s1)ζ1)(ζ−ζ1) ≥ 0 for all ξ, ξ1, ζ, ζ1 ∈ Rn, (ξ , ξ1, ζ , ζ1), s, s1 ∈ R.

∗Corresponding author
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(H4) u0(x), v0(x),w0(x) ∈ L1(Ω).
(H5) f , g, h ∈ L1(QT ) for every (x, t) ∈ QT .

In order to define the weak-renormalized solution, we consider the following truncation function Tk(s) = max{−k,min{k, s}}
at levels ±k. Further, we denote T̃k(z) =

∫ z

0
Tk(s)ds.

Definition: 1.1. A renormalized solution of (1.1) is a measurable pair of function (u,w) : QT × QT → R and a weak
solution v : QT → R of (1.1) satisfies the following conditions, u(x, t) ≥ 0, v(x, t) ≥ 0,w(x, t) ≥ 0 for a.e (x, t) ∈ QT ,

Tk(u) ∈ Lp(0,T ; W0
1,p(Ω)), Tk(w) ∈ L2(0,T ; H1

0(Ω)),

v ∈ L∞(QT ) ∩ L2(0,T ; H1
0(Ω)) ∩C([0,T ], L2(Ω)), vt ∈ L2(QT ),

∫

(n≤|u|≤n+1)
|∇u|pdxdt → 0 as n→ ∞,

∫

(n≤|w|≤n+1)
(d(∇w)∇w)∇wdxdt → 0 as n→ ∞.

For all S ∈ C∞(R) with supp S ′ is compact and φ ∈ L2(0,T ; H1
0(Ω)),

S (u)t − ∇ · (S ′(u)|∇u|p−2∇u) + S ′′(u)|∇u|p + ∇ · (b(u)∇vS ′(u)) − S ′′(u)b(u)∇v∇u

= λu(1 − u − v)S ′(u) + f S ′(u) in D′(QT ),
∫

QT

vtφdxdt + D
∫

QT

∇v∇φdxdt = −
∫

QT

ηvwφdxdt +

∫

QT

ρv(1 − u − v)φdxdt +

∫

QT

gφdxdt,

S (w)t − ∇ · (d(∇w)S ′(w)) + S ′′(w)d(∇w)∇w = αu(1 − w)S ′(w) − βwS ′(w) + hS ′(w) in D′(QT ),

S (u(x, 0)) = S (u0(x)), v(x, 0) = v0(x) and S (w(x, 0)) = S (w0(x)) in Ω.

Here D(QT ) represents the set of all infinitely differentiable functions on QT with compact support and D′(QT ) denotes
the distributions on QT .

Theorem: 1.1. Under the hypothesis (H1)− (H5) there exists atleast one weak-renormalized solutions for the system
(1.1) in the sense of Definition 1.1.
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Abstract. Let X be a Banach space and T (t), 0 ≤ t <∞, be a one parameter a fractional
semigroup of bounded linear operators on X. In this paper, we give sufficient conditions
for a strongly continuous fractional semigroup of bounded linear operators to be compact.
More over we prove that under certain conditions, the resolvent operator R(λ,A), of the
generator of an exponentially bounded fractional semigroup can be compact.

Keywords. conformable fractional derivative; semigroup of operators; compact operators.

MSC2010. 47D60, 47B10, 47B65.

1 Introduction

We are concerned with the fractional semigroups of bounded linear operators which defined by
Alhorani, Khalil and abdeljawad in 2015 as follows: Let X be a Banach space, and L(X,X)
be the space of all bounded linear operators on X. A family {T (t)}t≥0 ⊆ L(X,X) is called a
fractional α−semigroup (or α−semigroup ) of operators if:

T (0) = I,

T (s + t)
1
α = T (s

1
α )T (t

1
α ) for all s, t ∈ [0,∞). This definition coincides with the usual

semigroups of operators when α = 1.
If for each fixed x ∈ X, T (t)x → x as t → 0+, then the semigroup T (t) is called a c0 −
α−semigroup or strongly continuous α−semigroup. In this paper, we give sufficient conditions
for a strongly continuous fractional semigroup of bounded linear operators to be compact. More
over we prove that under certain conditions, the resolvent operator R(λ,A), of the generator of
an exponentially bounded fractional semigroup can be compact.

2 Main results

We obtain some results concerning compactness of fractional semigroup of operators in the sense
of conformable derivatives

Theorem 1 Let T (t) be a strongly continuous exponentially bounded fractional-semigroup of
bounded linear operators on a Banach space X. If T (t) is compact for all t > t0 for some t0 > 0,
then the map t → T (t) is continuous from the right in the uniform operator topology for all
t > t0.

Theorem 2 Let T (t) be a strongly continuous F -semigroup of bounded linear operators on a
Banach space X with generator A, such that ‖T (t)‖ ≤ Meωt. If T (t) is compact for all t > 0,
then R(λ,A) is compact for all λ ∈ ρ(A).
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Abstract. We consider the problem of a wording of thermodynamic provisions for the spaces
of ideal gas on the basis of analysis of solution of quasilinear partial differential equation
of the first order using method of characteristics. Differential geometry tools and means of
computer mathematics are also applied. The result is presented in the form of connection
between physical content of thermodynamic values and their mathematical analogs. By
numerical methods using the means of computer mathematics it is shown the possibility of
establishing patterns of implementation of thermodynamic processes as functions of time.
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1 Introduction

As thermodynamics is a basis for many physical sciences its theory must be clear and logical. But
nowdays the axiomatic creation of thermodynamics is not completed. The problem of entropy
and its existence has various aspects of interpretation. And the acceptable solution is not found
yet. The second problem is related with the proceeding of thermodynamic processes in time.
Classical science does not give the answer to a quastion what is the place of time in the theory.
So we try to establish the communication between the physical content of thermodynamic values
and their mathematical analogs on the basis of application of methods of differential geometry
and means of computer mathematics.

2 Main results

We consider a partial differential equation [2]:

v

2cp

∂Q

∂v
+

p

2cv

∂Q

∂p
= T, (1)

where Q - amount of heat is the physical quantity characterizing process of heat exchange
between thermodynamic system and the environment. Temperature T is called the measure of
a deviation of a condition of a studied thermodynamic system from a condition of a reference
body in the standartized conditions. We assume that each state of ideal gas is unambiguously
defined by values of specific volume v and pressure p which are presented by the parametrical
equations concerning time τ : v = v(τ) and p = p(τ).
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The solution Q = Q(v, p) of equation (1) geometrically represents a surface in three-dimentional
space (v, p,Q) which is called an integrated surface. We use method of characteristics which are
defined by the system of ordinary differential equations [1]:

2cp
dv

v
= 2cv

dp

p
=
dQ

T
= ds, (2)

where s - any real parameter, changing along the characteristic curve.

From the first two equations (2) the dependence for the value ds turns out. It has a form of ther-
modynamic equation which is used in definition of entropy. Thus, in geometric representation
entropy is an arch length for the characteristic curves corresponding to the field of directions
defined by system (2).

The integrated solution of the equation (1) can be found in an analitical way. The general
solution of equations (2) concerning entropy has a look:

v = vl exp

(
s

2cp

)
; p = pl exp

(
s

2cv

)
;Q = Ql + cpβ1

plvl
Ri

(
exp

(
s

cpβ1

)
− 1

)
;β1 =

2cv
cp + cv

.

We set a curve of any process l in a parametrical form concerning time τ : vl = vl(τ), pl = pl(τ),
Ql = Ql(τ). Similar results can be received by numerical methods, using means of computer
mathematics.

The integrated surface of the equation (1) can be covered by the collection of characteristics.
The functions f1 = v

2cp
,f2 = p

2cv
, f3 = T define a field of directions in space (v, p,Q). In each

point of this space there is a direction which directional cosines are propotional to f1,f2,f3. So
in each point of integrated surface vector determined by the field of directions stated above have
to be in the tangent plane to this surface.

We find a projection l0 of a curve of process l on vOp plane. For the equation (1) Cauchy
problem in vOp plane is formulated in a form: to find the integrated surface passing through
the curve l in the neighborhood of l0. Geometric interpretation of Cauchy problem in a space
(v, p,Q) assumes that through each point of process l it is necessary to carry out characteristic
of the equation (1) and “to stick together” the integrated surface from them.

Let’s assume on vOp plane the projection l0 passes from the point A0 to the point B0. Through
these points characteristics, isoterms and adiabatic curves pass. The collection of characteristics
is described by the equation p = C1v

k (k is adiabatic degree), the collection of isoterms –
pv = C2, the collection of adiabatic curves – pvk = C3. The entropy in such representation
will be the characteristic and s – its arc length. Adiabatic curves will be the lines of level for
the characteristics at s = const. Adiabatic curves, isoterms and characteristics form network of
curvilinear not ortogonal coordinates on the vOp plane.

The geometric solution of Cauchy problem in (v, p,Q) space can be constructed as follows.
Through any point on vOp plane characteristic is carried out until it crossing with projection l0.
Then it is necessary to put Q = Ql(τ) taking into account the parametrical equations of process
l. The integrated surface will characterize amount of heat for all set of conditions of ideal gas
in the neighborhood of process l or its projection l0.
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Abstract. In this paper radial basis function interpolation is used to solve fuzzy system
of linear equations. We consider the method in spatial case when the coefficient matrix
is symmetric positive definite. To this end, radial basis function is used for approximate
the solution of fuzzy system and its lower and upper functions in the parametric forms are
determined. The proposed method is illustrated with numerical examples.
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1 Introduction

Linear systems have important applications in many branches of science and engineering. Since
many real-world engineering systems are too complex to be defined in precise terms, uncertainty
is often involved in any engineering design process. In many applications, at least some of the
parameters of the system should be represented by fuzzy rather than crisp numbers. So that, it is
immensely important to develop numerical and analytical procedures that would appropriately
treat general fuzzy linear systems and solve them. The system of linear equations AX̃ = b̃ b
where the elements, aij , of the matrix A are crisp values and the elements, b̃i of the vector b are
fuzzy numbers, is called a fuzzy linear system (FSLE). Friedman et al. [?] investigated a general
model to solve a FSLE by using an embedding approach. Buckley and Qu in their continuous
work [?, ?] proposed different solutions for FFLSs.

In this study we consider Radial Basis Function (RBF) to approximate the solutions of the
fuzzy systems that resulted of full fuzzy function. Finally, concluding remarks is given in the
last Section.

2 Main results

In this paper we approximate the Fuzzy function f̃ : T SF → T SF on a discrete points set
X̃ = {x1,x 2, . . . , xn}, We used RBF interpolation to find fuzzy values. A step fuzzy valued
function on T SF , is a function Ũ : T SF → T SF , such that, for all ṽ ∈ T SF ,

Ũ = (u(r), u(r)) = (v(r) + l, v(r) + u) (1)
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where, r ∈ [0, 1] and v(r) + l ≤ v(r) + u for all r. Using the Hasdorf metric for ṽ, ũ ∈ T SF , we
define source distance of ṽ and ũ by

Ds(ũ, ṽ) =
1

2
{|V al(ũ)− V al(ṽ)|+ |Amb(ũ)−Amb(ṽ)|+ dH([ũ]1, [ṽ]1)} (2)

.

Let (x̃i, ỹi), for i = 1, 2, . . . , n be defined nods, when x̃i = [xi, xi] and ỹi = [y
i
, yi]. We used RBF

interpolation to find function approximation for this nods. So we let

f̃(x̃) =

n∑

j=1

c̃jφj(x̃) f̃ = [f, f ], φj(x̃) = φ(D(x̃, x̃j)). (3)

Now we let ỹi = f̃(x̃i) for i = 1, 2, . . . , n, So we have Y = C̃Φ, where the coefficient matrix Φ =
[φj(x̃i)],i, j = 1, 2, . . . , n is a crisp n× n matrix and Ỹ = [ỹi], X̃ = [x̃i] in which, ỹi, i = 1, . . . , n
are known fuzzy numbers and C̃i, i = 1, . . . , n are unknown fuzzy numbers. This fuzzy linear
system can be solved by the RBF method.

3 Example

Example 1 For the following exponential function f̃(x̃) = ex̃ and φ(x) =
√
x2 + 0.01, we

interpolated by considering n = 7 for

x̃1 x̃2 x̃3 x̃4 x̃5 x̃6 x̃7
( r8 ,

2
8 − r

8) (18 + r
8 ,

3
8 − r

8) (28 + r
8 ,

4
8 − r

8) (38 + r
8 ,

5
8 − r

8) (48 + r
8 ,

6
8 − r

8) (58 + r
8 ,

7
8 − r

8) (68 + r
8 , 1− r

8)

There is has been set ex̃ = [ex, ex]. Function diagram for x̃ are have shown in the folowing
figure.The function error for x̃ = (1.5 + r, 3.5− r) are have been shown in the folowing figure.

Figure 1: Left figure shows function diagram for all points and function diagram for x̃ and the right one
shows the function error for x̃ = (1.5 + r, 3.5− r) in two and tree dimantions.
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Abstract. The main purpose of the current work is to use Taylor series expansion approach
for analyzing the uncertainty of the M/G/1/N queue. Specifically, we propose a numerical
approach based on Taylor series expansion with a statistical aspect for evaluating the sta-
tionary performances of the considered queueing model, when the inter-arrival rate is not
assessed in perfect manner, in our analysis we introduce probability-boxes. In this case, we
approximate the cumulative distribution function (cdf) of each components of the station-
ary distribution in a boxes. Several numerical examples are also presented for illustrative
purposes.

Keywords. Taylor series expansion; Parametric uncertainty; probability-boxes; M/G/1/N
queuing system.
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1 Introduction

Traditionally, uncertainty in engineering has been treated with probability theory which offers
a single measure (i.e. the probability measure) to describe variability in variable X. In other
words, we assume that the variability in X is known and quantifiable by the cumulative dis-
tribution function (cdf) and the corresponding density function (pdf). This describes the case
where variability is treated as the only source of uncertainty.

The probability-boxes (p-boxes) define the cdf of a variable X by its lower and upper bound
distributions. The idea is that due a lack of knowledge (epistemic uncertainty), the cdf cannot
be given a precise formulation. Thus the probability-box framework accounts for aleatory as
well as for epistemic uncertainty in the description of a variable X.

The main purpose of this paper is to provide a perturbation analysis of the M/G/1/N queue,
all model parameters are imprecisely known because they are determined through insufficient
statistical data, leading to uncertainty in the assessment of their values. This parametric uncer-
tainty induced from the incomplete information concerning the parameter is called ”epistemic
uncertainty”.

172



2 The M/G/1/N queuing system

Consider the M/G/1/N queue, where customers arrive according to a Poisson process with rate
λ and demand an independent and identically distributed service time with common distribution
function B(t) with mean 1/µ, N denote the buffer capacity of the queue.

Let X(t) denote the number of customers in the M/G/1/N queue at time t, for t ≥ 0. Note that
the queue-length processes X(t) : t ≥ 0 of the M/G/1/N system fails to be a Markov process
because the service time distribution does not have the memoryless property. Since we have
assumed that customers that do not find an empty buffer place upon their arrival are lost, the
stationary distribution of {X(t) : t ≥ 0}, denoted by π, exists (independent of the traffic rate).
Let {Xn : n ∈ N} denote the queue-length process embedded right after the departure of the
nth customer. Note that Xn has state-space E = {0, 1, . . . , N − 1} as after the departure of a
customer the system cannot be full. Then Xn : n ∈ N is a Markov chain with transition matrix
(P = (pi,j)i,j∈E)

3 The parametric uncertainty analysis method

Now we turn to consider the factor of the epistemic uncertainties in the prediction of the pa-
rameter θ. So, this parameter may be considered as random variable. For that, we assume that
the model input parameter θ is of the form:

θ(w) = θ̄ + σε(w), (1)

where θ̄ is the estimated mean value provided by the statistic of θ, σ is the standard deviation
of the same parameter, and ε(w) is a random variable modeling the epistemic distribution.
Specifically ε(w) is zero mean random variable.

In [1] the authors propose numerical approach to compute the probability density functions
(pdfs) of the stationary distribution πθ, they consider it as a function the parameter θ, therefore,
we will use the well-known random- variable-transformation method stated in the following
Theorem to determine the pdfs of πi(θ) for i = 0, ..., N − 1.

For our studies, we estimate the commutative function distribution of each components of the
stationary distribution of the considered model. More specifically, we estimate the (CFD) in a
boxes of λi ∈ [λmin, λmax] and σi ∈ [σmin, σmax] .
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Abstract. We consider the classical linear conjugation problem for bi-analytic functions
in piecewise-smooth curve in the whole scale of weighted Holder spaces and describe its
solvability in dependence on a weight order.

Keywords. linear conjugation problem; bi-analytic functions; weighted Holder spaces.

MSC2010. 35F15; 45E05.

We consider on the complex plane a piecewise-smooth contour Γ consisting of finite number
of oriented smooth curves Γj , 1 ≤ j ≤ m. Let us denote by F the set of endpoints of these
arcs. Then its complement consists of domains D1, D2 such that the domain D1 is finite and D2

infinite and contains a neighborhood of ∞. We consider in these domains a bi-analytic function
u, i.e., a function u ∈ C2(D) satisfying the equation

uz̄z̄ = 0,

considered a problem of linear conjugation

u+ −B1u
− −B3u

−
z̄ = f1,

u+
z̄ −B2u

−
z̄ = f2,

with piecewise continuous coefficients Bj , that allows discontinuities at corner points of the
contour Γ. The function u satisfies the conditions

u = O(|z|−k+1), uz̄ = O(|z|−k) when z →∞.

We obtained the necessary and sufficient conditions for the solvability of this problem in the
weighted Holder spaces Cµλ (Dj , F ), j = 1, 2, introduced in [1]. Moreover, the solution was
obtained explicitly.
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Abstract. Under general assumptions with respect to the shift Bitsadze-Samarski problem
for elliptic systems of second order on the plane with constant and only leading coefficients
is considered. The Fredholm theorem for this problem is proved and the index formula is
obtained.
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Abstract. The following modified non-autonomous Leslie-Gower prey predator model on
time scales with control feedback terms is studied,

u∆
1 (t) = a1(t)− b1(t) exp{u1(t)} − c(t) exp{u2(t)}

p1(t) + exp{u1(t)} −
d(t)

h(t) + exp{u1(t)} − e1(t)x1(t)

x∆
1 (t) = −α1(t)x1(t) + β1(t) exp{u1(t)}

u∆
2 (t) = ρ(t)

(
a2(t)− b2(t) exp{u2(t)}

p2(t) + exp{u1(t)}

)
− e2(t)x2(t)

x∆
2 (t) = −α2(t)x2(t) + β2(t) exp{u2(t)}.

The important property permanence is investigated along with existence of almost automor-
phic solution of the considered model. By constructing a appropriate Lyapunov function,
existence of a unique globally attractive positive almost automorphic solution of the system
are obtained. In last, two numerical examples are given to show the effectiveness of our
theoretical results with simulation. Our results are existing new.

Keywords. Almost automorphy, Time scales, Leslie-Gower prey predator model.
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Abstract. The article deals with the correct solvability of some differential equations in
Stepanov spaces. The solution is sought by the method of the theory of semigroups and
related fractional powers of operators. The study of many mathematical models in the
theory of heat and mass transfer often reduces to solving non-stationary problems for partial
differential equations of parabolic type.

Keywords. nonstationary problem; semigroup theory; fractional degrees of operators;
weighted Stepanov spaces.

MSC2010. 37L05

The establishment of the correct solvability of mathematical problems is one of the most impor-
tant conditions for their numerical realization. Starting with the work of S.G. Krein’s method
of the theory of semigroups and associated fractional powers of operators has become one of the
main topics in the study of the correct solvability of initial-boundary value problems for evolu-
tion equations and their applications. The study of many mathematical models in the theory of
heat and mass transfer often reduces to solving non-stationary problems for partial differential
equations of parabolic type [1]. At the same time, many of these problems can be reduced to
the elliptic case when there is a solution of the equation

∂2u

∂t2
= Au, 0 ≤ t ≤ T <∞ (1)

with the corresponding initial conditions u(0) = φ, u(∞) = 0 and a linear operator A acting in
some Banach space.

With this formulation of the problem it is natural to use the method developed by S.G. Krein
in investigating the correct solvability of boundary value problems for differential equations of
the form (1). We consider an assumption of the positivity of the operator A , which ensures the
presence of the square root of A1/2, in terms of which solutions are given, appropriate criteria
for the correct solvability of these problems are formed and the representations of their solutions
are derived . At the same time, the positivity condition for the operator A can be replaced by
the requirement that the operator −A be a C0-semigroup generator with an estimate of

|U(t)| ≤Me−ωt, ω ≥ 0.

In the case of the Dirichlet problem, when the solution to equation (1) satisfies the boundedness
conditions for t→ 0, it has the form

u(t) = U(t,−A1/2)g0 (2)
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where U(t,−A1/2) is a strongly continuous semigroup of class C0 with estimate U(t,−A1/2) ≤
Me−ω

1/2t. It follows from (2) that

∂u(t)

∂t

∣∣∣∣
t=0

=
∂

∂t
U(t,−A1/2)g0

∣∣∣∣
x=0

= −A1/2g0. (3)

Thus, to determine the rate of heat and mass transfer at the interface between media, it is
sufficient to know the operator −A1/2.

Our main result is to obtain existence and approximate controllability properties for the frac-
tional nonlocal control inclusion (1)–(2).
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Abstract. By always referring to the continuous counterpart, we define fractional difference
operators with discrete generalized Mittag-Leffler kernels of the form (Eγ

θ,µ
(λ, t − ρ(s)) for

both Riemann type (ABR) and Caputo type (ABC) cases, where AB stands for Atangana-
Baleanu . Then, we employ the discrete Laplace transforms to formulate their corresponding
AB−fractional sums, and prove useful and applicable versions of their semi-group proper-
ties. The action of fractional sums on the ABC type fractional differences is proved and
used to solve the ABC−fractional difference initial value problems. The nonhomogeneous
linear ABC fractional difference equation with constant coefficient is solved by both the
discrete Laplace transforms and the successive approximation, and the Laplace transform
method is remarked for the continuous counterpart. In fact, for the case µ 6= 1, we obtain
a nontrivial solution for the homogeneous linear ABC− type initial value problem with
constant coefficient. The relation between the ABC and ABR fractional differences are
formulated by using the discrete Laplace transform. We iterate the fractional sums of order
−(θ, µ, 1) to generate fractional sum-differences for which a semigroup property is proved.
The nabla discrete transforms for the AB−fractional sums and the AB−iterated fractional
sum-differences are calculated. Examples and remarks are given to clarify and confirm the
obtained results and some of their particular cases are highlighted. Finally, the discrete
extension to the higher order case is discussed.

Keywords. Discrete generalized Mittag-Leffler function, discrete nabla Laplace transform,
convolution; AB fractional sums, ABR fractional difference, ABC fractional difference,
iterated AB sum-differences, higher order.
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Abstract. The homogeneous Schwarz problem is considered for n-vector functions that are
analytic in Douglis sense with matrix J. It is assumed that the determinant of the complex
part of the matrix J is non-zero. A homogeneous reduction of first order elliptic PDE system
to an equivalent second order system. Using this transformation the necessary and sufficient
condition is obtained under which there are solutions of the homogeneous Schwarz problem
in the form of second-degree vector polynomials.

Keywords. J-analytic functions; matrix; polynomial vector; quadratic form; ellipse; system
of algebraic equations.

MSC2010. 35J56; 30G20.

1 Introduction

Let us assume that all eigenvalues of n×n-matrices J it has non-zero complex parts. Analytical
after Douglis, or J-analytic function with matrix J [1, 2] is called the complex n-vector function
φ = φ(z) ∈ C1(D), D ⊂ R2, which satisfies the equation

∂φ

∂y
− J · ∂φ

∂x
= 0. (1)

We will say that the function φ(z) corresponds to the matrix J, if the equality (1) holds. We
consider the following homogeneous Schwarz problem [1, 2] for the elliptic system (1).

Let the finite domain D ⊂ R2 be such that it is bounded by the contour Γ. WE seek an analytical
after Douglis vector-function φ(z) ∈ C(D) for which the boundary condition

Reφ(z)
∣∣
Γ

= 0. (2)

is fulfilled.

If n ≥ 2 then the problem (2) may have nontrivial solutions. We give an example.

Let

J =

(
−i 4
1 3i

)
, φ(z) =

(
−4i (x2 + y2)

x2 + 3y2 − 1− 2xy i

)
. (3)

The matrix J in (3) has a multiple eigenvalue λ = i. Here the vector-polynomial of the second
degree φ(z) will be a function, J-analytic with the given matrix. Have: Reφ(z)

∣∣
Γ

= 0 on the
ellipse x2 + 3y2 = 1.
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2 Main results

We describe a general method of constructing functions of the form (3). Write n-vector function
φ(z) as φ(z) = u(x, y) + iv(x, y), where u(x, y), v(x, y) are real n-vector-functions. We also
introduce the following notations: J = A + Bi, where A,B ∈ Rn×n, and detB 6= 0. Substitute
the matrix J = A + Bi in (1). Then, after the transformations, we obtain that the function
u = u(x, y) will be the solution of the following system of second order:

(B2 +BAB−1A)
∂2u

∂x2
−B · (AB−1 +B−1A)

∂2u

∂x∂y
+
∂2u

∂y2
= 0. (4)

Regarding (4) the following statement holds.

Theorem 1 If there is a solution to the Dirichlet problem u(x, y)
∣∣
Γ

= 0 for the system (4)
in the form of a vector-polynomial of u = u(x, y), then it is possible to construct uniquely the
function φ = u+ iv as a solution of (2).

Let ab − c2 > 0. We will look for a solution to the problem u(x, y)
∣∣
Γ

= 0 for the system (4) in
the ellipse Γ : ax2 + 2cxy + by2 = 1 as follows:

u(x, y) =



t1 · (ax2 + 2cxy + by2 − 1)
. . . . . . . . . . . . . . . . . . . . . . . .
tn · (ax2 + 2cxy + by2 − 1)


 , ab− c2 > 0. (5)

In (5) numbers a, c, b, t1, . . . , tn are real parameters. Since ab − c2 > 0, it is possible to take
a = 1, c = c, b = c2 +ε2, where ε 6= 0. According to this observation substitution (5) in (4) leads
to a homogeneous algebraic system with respect to variables t1, . . . , tn. It is well known such a
system has non-zero solutions only if its determinant equals to zero:

det
[
B2 +BAB−1A− c ·B · (AB−1 +B−1A) + (c2 + ε2) · E

]
= 0. (6)

As a result taking into account Theorem 1 we obtain the following basic statement.

Theorem 2 Existence of (arbitrary) real solutions (c, ε), where ε 6= 0 of the algebraic equation
(6) is necessary and sufficient condition for existence of the solutions φ(z) of the homogeneous
Schwarz problem (2) in the form of a vector polynomial of second degree with the matrix J =
A+Bi ∈ Cn×n, detB 6= 0.

As direct calculations show for the matrix J (3) there are at least two solutions (c, ε) = (0, 3)
and (c, ε) = (0, 1/3) of equations (6).
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FOR HYPERGEOMETRIC DIFFERENTIAL
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Abstract

Proposed to use the Euler transform for hypergeometric functions, as well as the
Erdely-Kober transform, in order to construct transmutations of higher-order differential
operators.

Introduction

The article deals with the transmutation operator, represented by Volterra integral
operator of the first kind

Tu(x) =

x−δ∫

ε

K(x, t)u(t)dt; ε, δ → 0;

of intertwining differential expressions of a hypergeometric class of arbitrary order with
polynomial coefficients on R+.

Au(x) =
n∑

k=0

(−1)kDk(ak(x)u(x)); Bu(x) =
n∑

k=0

bk(x)Dku(x); D =
d

dx
;

under corresponding initial conditions at the point x = δ → 0. The types of kernals
K(x, t) and functions u(x) are studied, for which the transmutation operator satisfies the
defining identity

T (Au)(x) = B(Tu)(x); ∀x ∈ (0; +∞);

Main results

In the papers ( [1], [2], [3]) much attention is paid to the existence theorems of the
transmutation operator. We, on the contrary, are interested in options when such an
operator obviously exists and the method of its construction is important. Two possible
designs are proposed.

a) use of the modified Euler ratio

z2(d−1) p+1Fq+1

(
a1 . . . ap c
b1 . . . bq d

; κz2
)

=

=
2Γ(d)

Γ(c)Γ(d− c)

z∫

0

(z2 − t2)d−c−1t2c−1 pFq
(
a1 . . . ap c
b1 . . . bq d

; κt2
)
dξ

b) the use of Erdely-Koberr integrals ( [4]) of the form
x∫

0

f(t)(xβ − tβ)αtγdt
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especially when f(t) = cos(ωt) or f(t) = sin(ωt)
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Abstract. In the present paper we establish the existence and uniquencess of strong solu-
tions to one fractional nonlinear Voigt type model of viscoelastic fluid in the planar case.
The investigation is based on the fractional powers of operators, approximation of the prob-
lem under consideration by a sequence of regularized Navier-Stokes type systems and the
following passage to the limit.
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1 Introduction

Let Q = [0, T ]×Ω, Ω ∈ R2 is a bounded domain with a smooth boundary ∂Ω. We consider the
initial-boundary value problem

∂v/∂t+
N∑

i=1

vi∂v/∂xi − µ0∆v −Divµ1(S(v)) E(v)(s, x)−

µ2Div

t∫

0

(t− s)−α E(v)(s, x)ds +∇p = f(t, x), (t, x) ∈ QT ; (1)

v(0, x) = v0(x), x ∈ Ω, v|[0,T ]×∂Ω = 0. (2)

Here the velocity v and the pressure p are unknown, E(v) = {Eij(v)}2i,j=1, Eij(v) = 1
2 (∂vi/∂xj + ∂vj/∂xi)

is the strain rate tensor, S(v)=
∑2

i,j=1(∂vi/∂xi)
2, 0 < α < 1, µ0 > 0, µ2 ≥ 0, µ1(s) ≥ 0 is a

differentiable function of s ≥ 0.

For µ1 6= 0, µ2 = 0 in [1] the existence and uniqueness of strong solutions to (1)-(2) was
established. The weak solvability in the case µ1 = 0, µ2 ≥ 0 was investigated in [2]. The strong
solvability in the case µ1 ≥ 0, µ2 = 0 was established for regularized system (1)-(2) in [3].

Our goal is the existence and uniqueness of strong solutions to (1)-(2) in the case µ1 6= 0, µ2 ≥ 0.

Rewrite problem (1)-(2) in the operator form. Let W k,m
2 (Q)2 be usual Sobolev spaces of k times

differentiable w.r.t. t and m times differentiable w.r.t. x R2-valued functions. Let V = {v =
(v1, v2) : vi ∈ D(Ω)2, i = 1, 2; div v = 0} and H be the closure of V in the norm of L2(Ω)2 and V
be the closure of V in the norm of W 1

2 (Ω)2. Let P be the orthoprojector of L2(Ω)2 on H. Define
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in H operator A as Av = −P4v on D(A) = W 2
2 (Ω)2 ∩H∩

◦
W 1

2 (Ω)2. Operator A is selfadjoint
positively defined operator.

Let D0(v) =
∑2

i=1 vi
∂v
∂xj

for v ∈ V . Introduce operators

B0(v) = −PDiv (µ1 (S(v)) E(v)), C0(v) =
t∫

0

(t− s)−αAv(s, x) ds. Operators B0 and C0

are defined for a.a. t and v(t, x) ∈W 0,2
2 (Q)2.

Introduce the space

W ≡ {v : v ∈ L2(0, T ;W 2
2 (Ω)2 ∩H) ∩ L∞(0, T ;H), v′ ∈ L2(0, T ;H)}.

Consider the problem

v′ + PD0(v) + µ0Av +B0(v) + µ2C0(v) = f, t ∈ [0, T ], v(0) = v0. (3)

Definition 1 Strong solution to problem (3) is defined as a function v ∈W satisfying the initial
condition and equation (3) by a.a. t ∈ [0, T ].

The main results.

Theorem 1 Let f∈L2(0, T ;H), v0∈V . Let µ1(s) satisfy conditions

µ1(s) + 2µ′1(s) ≥ 0, s ≥ 0; s|µ′1(s)| ≤M, s ≥ a > 0. (4)

Then the problem (3) has a strong solution.

Theorem 2 Under conditions of Theorem 1 the strong solution to problem (3) is unique.
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Abstract. This paper is devoted to the study of coupled models of transport of sediment
and suspended matter in the coastal zone under the influence of waves. The uniqueness of
the solution of the initial-boundary value problem is proved and an a priori estimate of the
norm of the solution is obtained depending on the integral estimates of the right-hand side,
boundary conditions, and the initial condition. Numerical experiments for model problems
of sediment transport and bottom relief transformation were performed, the results of which
are consistent with actual physical experiments.
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zone; uniqueness of the solution, estimation of the norm of the solution of the initial-
boundary value problem.
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1 Introduction

The sediment transport, sedimentation and deformation of the bottom in coastal and shallow
water systems significantly affect the safety of navigation, the conditions for the reproduction
of marine bioresources in shallow water bodies, changes in recreational areas, etc. The creation
and use of precision models of these processes with predictive accuracy is an urgent problem of
mathematical modeling of water systems, since it allows to predict both the results of anthro-
pogenic impact associated with the construction and reconstruction of coastal infrastructure
facilities, and the consequences of the evolution of weather and climate phenomena - an increase
in frequency and intensity storms, extreme rainfall, etc. In connection with the foregoing, the
creation of a complex of prognostic interconnected models of sediment transport, suspensions
and bottom deformation, methods for their numerical implementation, which allow real-time
predictive modeling of these phenomena, is relevant. This paper is devoted to the study of cou-
pled models of transport of sediment and suspended matter in the coastal zone of the reservoir.
The models developed take into account coastal currents and stress near the bottom, caused
by wind waves, turbulent spatial three-dimensional movement of the aquatic environment, a
complex shape of the coastline and bottom topography, and other factors.
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2 Main results

The uniqueness of the solution of the initial-boundary value problem is proved and an a priori
estimate of the norm of the solution is obtained depending on the integral estimates of the right-
hand side, boundary conditions, and the initial condition. A conservative difference scheme with
weights was constructed, approximating a continuous initial-boundary value problem. Sufficient
conditions for the stability of a difference scheme are imposed, imposing restrictions on the
time step of the scheme with weights. Numerical experiments for model problems of sediment
transport and bottom relief transformation were performed, the results of which are consistent
with actual physical experiments.

Acknowledgments

This work was supported by Russian Foundation for Basic Research, Project No. 19-01-00701.

References

[1] V.V. Sidoryakina and A.I. Sukhinov, Well-posedness analysis and numerical implementation
of a linearized two-dimensional bottom sediment transport problem Computational Mathe-
matics and Mathematical Physics, 2017, 57:6, 978-994.

[2] A.A. Samarskiy and A.V.Gulin, Numerical methods. M.: Nauka, 1989.

188



Periodic solutions in some biochemical models
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We give an introduction to algorithms of the elimination theory and methods for
solving of polynomial systems and show how they can be used for the qualitative
investigation of autonomous systems of ordinary differential equations arising in
modeling of biochemical networks. An application to the study of two polynomial
systems of ODEs, which model some ecological and chemical processes, is presented.
In particular some integrals and periodic solutions in the systems are found and limit
cycle bifurcations are investigated.
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Abstract. Problems for nonlinear systems of differential equations have been investigated
in the case of Dirichlet boundary condition for one function and Neyman boundary condition
for the other. The solving process of such type time-periodic parabolic, elliptic problems
contain significant features, difficulties. The new described method of equation formation
for boundary layer series enables to eliminate boundary condition singularity. Asymptotics
contains two different types of boundary series. First type coefficients of boundary series
exponentially decrease, coefficients of the second type have a different structure, a special
benchmark function emerges in order to evaluate them. The suggested approach allows to
solve the problem. Such type problems are of importance, could have practical use. For
example, they are in demand for studying the processes of biophysics.

Keywords. nonlinear differential equations; elimination of the boundary condition singu-
larity; constructing of boundary layer function’s equation; time-periodic problem; system
of singularly perturbed elliptic equations; degenerate equation’s multiple root; multi zoned
boundary layer; solution’s asymptotic expansion.
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1 Introduction

Consider the following system of parabolic equations with a small parameter ε

ε2

(
∆u− ∂u

∂t

)
= F (u, v, x, t, ε), ε

(
∆v − ∂v

∂t

)
= f(u, v, x, t, ε)

∣∣∣∣
x∈Ω;−∞<t<∞

(1)

with boundary conditions different for each function

u(x, ε) = u0(x, t),
∂v

∂n
(x, ε) = v0(x, t)

∣∣∣∣
x∈∂Ω;−∞<t<∞

. (2)

Hereafter ∆=∂2/∂x1
2+∂2/∂x2

2- is the Laplace operator, x is two-dimensional variable x =
(x1, x2), G = Ω× (∞ < t <∞), function F has nonlinear dependence on u, functions F , f , u0,
v0 are T-periodic in time. Also a condition of solution periodicity takes place

u(x, t+ T, ε) = u(x, t, ε), v(x, t+ T, ε) = v(x, t, ε)|(x,t)∈Ḡ. (3)
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Solution asymptotics of problem (1)–(3) with rapid and slow equations has the following struc-
ture

u = ū+ Πu+ Pu, v = v̄ + Πv + Pv.

Here ū, v̄ are regular parts of asymptotics, Πu, Πv are simple boundary layer series, Pu, Pv are
multizone boundary layer series.

Nonlinear system of elliptic equations of a such type ε2∆u = F (u, v, x, ε), ε∆v = f(u, v, x, ε),
x ∈ Ω with different boundary conditions of type (2) has also solution with asymptotic expansion
containing two different types of boundary functions.

Boundary layer series are expanded in powers of ε1/4. Asymptotics contains two different types
of boundary series. First type coefficients Πiu,Πiv of boundary series exponentially decrease,
coefficients of the second type Piu, Piv have a different structure, a special benchmark function
Pκ emerges in order to evaluate them. The boundary layer becomes multizoned.

The process of solving such type problems contains significant features, difficulties. One of
them, that boundary conditions for functions Πiv contain singularity. A new method of forming
boundary functions equation enabled to eliminate this obstacle:

∂2Piv

∂ζ2
=
√
εsi, (4)

where si is expressed through previously found functions Pju, Pjv, Piu, j < i, and is estimated
as |si| ≤ c · Pκ(ζ). ζ is boundary layer variable. The right hand side of equation (4) must have
the power of small parameter ε two steps of expanding more then the left hand side (if Pv is
expanded in powers of ε1/4, then right hand side of equation for function Piv is multiplied by
ε1/4+1/4 more).

The theorem on the existence and asymptotic expansion of solutions:

Theorem 1 For sufficiently small ε the original problem has solution u, v and corresponding
partial sums are found to be uniform asymptotic approximation with the accuracy of the order
O(ε

n
2

+ 1
4 ).
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Abstract. Propagation of wildfire involves a large spectrum of spatial scales. We present a
concurrent multi-scale modelling approach and we perform Uncertainty Quantification and
Global Sensitivity Analysis of model’s parameters for ranking their role and for analysing
the interplay between macro-scale factors, such as the atmospheric stability, and meso-scale
factors, such as the flame geometry.

Keywords. front propagation; multi-scale modelling; level-set method; sensitivity analysis;
uncertainty quantification.
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Wildfire propagation is studied in the literature by two alternative approaches: the reaction-
diffusion equation and the front tracking level-set method. The solution of the reaction-diffusion
equation is a smooth function in an infinite domain, while the level-set method generates a sharp
function that is not zero inside a compact domain.

However, these two approaches can indeed be considered complementary and reconciled. Thus,
a method based on the idea to split the motion of the front into a drifting part and a fluctuating
part is proposed in [1]. The drifting part can be provided by chosen existing method (e.g. based
on level-set method). The fluctuating part is the result of a comprehensive statistical description
of the physics of the system and includes the random effects, e.g., turbulent hot-air transport and
fire-spotting. As a consequence, the fluctuating part can have a non-zero mean (for example,
due to ember jump lengths), which means that the drifting part does not correspond to the
average motion. This last fact distinguishes between the present splitting and the well-known
Reynolds decomposition adopted in turbulence studies.

The resulting formulation is independent of the method used for the fire-line propagation and
the definition of the rate of spread and it is versatile enough to be utilized with any of existing
operational fire spread model.

The physical parametrization of the proposed fire-spotting model is developed in [2, 3, 4]. The
proposed parametrization allows the estimation of impact of various macro- and mesoscale pa-
rameters, such as the atmospheric stability of the flame geometry.

A global sensitivity analysis for the proposed fire-spotting sub-model is provided in [5]. The
parameters are ordered by the means of the Sobol indices for what concerns their effect on
topology and size of the burned area. The analysis demonstrates the importance of the wind for
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the propagation of the main fire front, as well as for the generation of secondary fires through fire-
spotting. An extensive work of Surrogate Modelling is performed to compare the performance
of the surrogates for varying size and type of training sets as well as for varying parametrization
and choice of algorithms. A meta-model is built using sparse generalized Polynomial Chaos
Expansion and Gaussian Process (Kriging scheme), and Sobol’ Indices are used to spot the
most influential factors.

Results show the suitability of the approach for simulating random effects due to turbulent trans-
port and fire-spotting, which are cases not resolved by standard operational codes. Moreover,
the proposed formulation and parametrization can be extended to include further random pa-
rameters such as moisture, spatial distribution of combustible, orography and also atmospheric
factors such as wind and pressure.
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Abstract

In this work, an efficient method is proposed to find the numerical solution of two dimensional hyperbolic
telegraph equation. In this method, the roots of Legendre’s polynomial are taken as the node points for
the Lagrange’s polynomial. First, we convert the main equation in to partial integro-differential equa-
tions(PIDEs) with the help of initial and boundary conditions. The operational matrices of differentiation
and integration are then used to transform the PIDEs in to algebraic generalized Sylvester equations.
We compared the results obtained by the proposed method with Bernoulli matrix method which shows
that the proposed method is accurate for small number of basis function.
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Abstract. In this manuscript, we establish the controllability results for a fractional damped
dynamical equation with non-instantaneous impulses. Controllability Grammian matrix,
Mittag-Leffler matrix function and Banach fixed-point technique have been used to establish
these results. Moreover, we establish the controllability results of the considered system
with integro term. Also, some numerical examples with simulations are given to outline the
effectiveness of the developed results.
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1 Introduction

We consider the following system

CDpx(t) = A CDqx(t) +Bu(t) + f(t, x(t)), t ∈ ∪mi=0(si, ti+1],

x(t) = Ji(t, x(t−i )), t ∈ (ti, si], i = 1, 2, · · · ,m,
x′(t) = Gi(t, x(t−i )), t ∈ (ti, si], i = 1, 2, · · · ,m, (1)

x(0) = x0, x
′(0) = y0,

where CDpx(t) and CDqx(t) denote Caputo fractional derivatives of order p ∈ (1, 2], q ∈ (0, 1].
A and B are the n × n and n ×m matrices respectively, x ∈ Rn, u ∈ Rm, 0 = s0 = t0 < t1 <
s1 < t2 < · · · sm < tm+1 = T , x(t−i ) = limk→0+ x(ti− k), x(t+i ) = limk→0+ x(ti + k) denotes the
left and right limits of x(t) at t = ti, the functions f,Ji and Gi, i = 1, 2, · · · ,m, are satisfying
certain suitable conditions to be stated later.
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Abstract. We consider a class of linear differential equations in Banach spaces with a de-
generate operator at the distributed order Gerasimov — Caputo derivative. The Cauchy
problem for such equations is studied. The results on the unique solvability of the problem
are obtained by using the conditions on the operators in the equation, which guarantee the
existence of invariant subspaces pairs. As an example, an initial-boundary value problem for
a partial differential equation not solved with respect to the distributed in time derivative
is considered.

Keywords. fractional derivative; distributed order derivative; degenerate evolution equa-
tion; initial-boundary value problem.
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Let L,M ∈ Cl(X ;Y) (linear closed and densely defined operators) have domains DL, DM ,
kerL 6= {0}. Since L and M are closed operators, we can consider DL and DM as the Ba-
nach spaces with the graph norms of the operator L and M respectively. Let us consider the
distributed order equation

c∫

b

ω(α)Dα
t Lx(t)dα = Mx(t) + f(t), t > 0, (1)

where Dα
t is the Gerasimov — Caputo fractional derivative, 0 ≤ b < c ≤ 1, ω : (b, c) → C,

f ∈ C(R+;Y). Equation (1) is called degenerate, because it is supposed that kerL 6= {0}.
A function x : R+ → DL ∩ DM is called a solution of equation (1), if Mx ∈ C(R+;Y), there

exists
b∫
a
ω(α)Dα

t Lx(t)dα ∈ C(R+;Y) and equality (1) is valid. A solution x of (1) is called a

solution to the Cauchy problem
x(0) = x0 (2)

for equation (1), if x ∈ C(R+;X ) satisfies condition (2).

By ρL(M) the set of µ ∈ C is denoted, for which the mapping µL−M : DL∩DM → Y is injective,
and RLµ(M) := (µL −M)−1L ∈ L(X ) (linear bounded operator), LLµ(M) := L(µL −M)−1 ∈
L(Y).

Let L,M ∈ Cl(X ;Y). A pair of operators (L,M) belongs to the class Hα(θ0, a0), if the following
two conditions are valid:

(i) there exist θ0 ∈ (π/2, π) and a0 ≥ 0, such that for all λ ∈ Sθ0,a0 we have λα ∈ ρL(M);
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(ii) for every θ ∈ (π/2, θ0), a > a0 there exists a constant K = K(θ, a) > 0, such that for all

µ ∈ Sθ,a max{‖RLµα(M)‖L(X ), ‖LLµα(M)‖L(Y)} ≤ K(θ,a)
|µα−1(µ−a)| .

It is easy to show, that the subspaces kerRLµ(M) = kerL, imRLµ(M), kerLLµ(M), imLLµ(M) do

not depend on the parameter µ ∈ ρL(M). Denote kerRLµ(M) = X 0, kerLLµ(M) = Y0. By X 1

(Y1) the closure of the subspace imRLµ(M) (imLLµ(M)) in the norm of X (Y) is denoted. The
projection on the subspace X 1 (Y1) along X 0 (Y0) is denoted by P (Q). By Lk (Mk) we denote
the restriction L (M) on DLk := DL ∩ X k (DMk

:= DM ∩ X k), k = 0, 1. Introduce also the
denotations S = L−1

1 M1 : DS → X 1, DS = {x ∈ DM1 : M1x ∈ imL1}; T = M1L
−1
1 : DT → Y1,

DT = {y ∈ imL1 : L−1
1 y ∈ DM1}.

Theorem 1 [1]. Let Banach spaces X and Y be reflexive, (L,M) ∈ Hα(θ0, a0). Then

(i) X = X 0 ⊕X 1, Y = Y0 ⊕ Y1; L0 = 0, M0 ∈ Cl(X 0;Y0), L1,M1 ∈ Cl(X 1;Y1);

(iii) there exist inverse operators L−1
1 ∈ Cl(Y1;X 1), M−1

0 ∈ L(Y0;X 0);

(iv) ∀x ∈ DL Px ∈ DL and LPx = QLx; ∀x ∈ DM Px ∈ DM and MPx = QMx;

(v) DS is dense in the space X , DT is dense in Y;

(vi) if L1 ∈ L(X 1;Y1), or M1 ∈ L(X 1;Y1), then the operator S ∈ Cl(X 1);

(vii) if L−1
1 ∈ L(Y1;X 1), or M−1

1 ∈ L(Y1;X 1), then T ∈ Cl(Y1).

Define the contour Γ = ∂Sθ1,a1 with θ1 ∈ (π/2, θ0), a1 > a0, and operators

X0(t) :=
1

2πi

∫

Γ

eλt

λ
W c
b (λ)RLW c

b (λ)(M)dλ, X(t) :=
1

2πi

∫

Γ

eλtRLW c
b (λ)(M)dλ,

where W c
b (λ) :=

c∫
b

ω(α)λαdα, Denote by E(X ;P ) the set of all functions x : R+ → X , such that

Px is exponentially bounded.

Theorem 2 Let Banach spaces X and Y be reflexive, c ∈ (0, 1], a pair (L,M) ∈ Hc(θ0, a0),
L1 ∈ L(X 1;Y1) or M1 ∈ L(X 1;Y1), W c

b (λ) be a holomorphic function on Sθ1,a1 with some
θ1 ∈ (π/2, θ0], a1 ≥ a0, such that for all λ ∈ Sθ1,a1 (W c

b (λ))1/c ∈ Sθ0,a0, and

∃C1, C2 > 0 ∃ε ∈ (0, c) ∀λ ∈ Sθ1,a1 C1|λ|ε ≤ |W c
b (λ)| ≤ C2|λ|c,

f ∈ C(R+;Y), L−1
1 Qf ∈ C

(
R+;DS

)
∩ E(DS), x0 ∈ X , such that Px0 ∈ DS, and (I − P )x0 =

−M−1
0 (I −Q)f(0). Then the function

x(t) = X0(t)x0 +

t∫

0

X(t− s)L−1
1 Qf(s)ds−M−1

0 (I −Q)f(t)

is a unique solution to Cauchy problem (1), (2) from the class E(X ;P ).
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Abstract. We study the statistical characteristics of the text, which are calculated on the
basis of the graph model of the text from the linguistic corpus. The introduction describes
the relevance of the statistical analysis of the texts and some of the tasks solved using such
an analysis. The graph model of the text proposed in the article is constructed as a graph
in the vertices of which the words of the text are located, and the edges of the graph reflect
the fact that two words fall into any part of the text, for example, in - a sentence. For
the vertices and edges of the graph, the article introduces the concept of weight as a value
from some additive semigroup. Formulas for calculating a graph and its weights are proved
for text concatenation. Based on the proposed model, calculations are implemented in the
Python programming language. For an experimental study of statistical characteristics, 24
values are distinguished, which are expressed in terms of the weights of the vertices, edges
of the graph, as well as other characteristics of the graph, for example, the degrees of its
vertices. It should be noted that the purpose of numerical experiments is to squeak in the
characteristics of the text, with which you can determine whether the text is man-made
or randomly generated. The article proposes one of the possible such algorithms, which
generates random text using some other text created by man as a template. In this case,
the random text is preserved the sequence of alternation of parts of speech auxiliary text. It
turns out that the required conditions are satisfied by the median value of the ratio of the
value of the weight of the edge of the text graph to the number of sentences in the text.

Keywords. text, graph, linguistic corpus, automatic text processing

MSC2010. 26A33; 34A60; 34G25; 93B05.

1 Introduction

We name alphabet an arbitrary finite set Σ. Elements of the set Σ are called symbols. Ordered
set of symbols is called a word or a chain of symbols. The set of all chains of symbols in alphabet
Σ we denote by Σ∗. The text is an ordered set of symbols

T = a1a2...an, ai ∈ Σ, n = |T |.

Here and further by |X| we denote the number elementsof the set X. If T1, T2 are two texts
then by T1 · T2 we denote the text which can be constructed by concatenation. Also, by 2X

we denote the set of all subsets of the given set X. Some collection of texts we name corpus.
In order to construct graph model we need notion of partition of text. By partition of text we
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mean some subset P ⊂ 2N of the ordered subsets of the set N = {1, 2, 3, ..., |T |}. Every such
subset is defined by set of tuples of numbers (i1, ..., ik) ∈ P including symbols. The examples of
partions are words of text or m-grams.

We suppose that I ∈ P . Consider the mapping ω : P → Σ∗

ω(I) = ai1ai2 ...aik , i1 < i2 < ... < ik, ij ∈ I, j = 1, 2, ..., k.

By definition the partition P ′ is smaller then P ′′ , (in this case we write P ′ ⊂ P ′′) if for every
I ′ ∈ P ′ there is I ′′ ∈ P ′′ such that I ′ ⊂ I ′′. For two given texts T1, T2 and corresponding
partitions P1, P2 we define partition P = P1 ◦ P2 for text T1 · T2 by the following way

P1 ◦ P2 = {I ⊂ (1, 2, ..., |T1|+ |T2|) : I = I1 ⊂ P1 or I = {i+ |T1| : i ∈ I2 ∈ P2}}.

For the given text T and it’s partition P we denote by U(T, P ) = {ω(I) : I ∈ P} the set
of unique parts of partition. Consider the text T and some it’s tow partitions P ′ ⊂ P ′′. We
construct the graph G = G(T, P ′, P ′′) with vertices V G = U(T, P ′) and edges

EG = {(a, b), a, b ∈ U(T, P ′) : ∃I ∈ P ′′, Ia, Ib ⊂ I, where ω(Ia) = a, ω(Ib) = b}.

This graph represents the relationship of a pair of parts of the text of one partition of one part
of another partition. For example, the edge of a graph with vertices in the form of unique words
of a text corresponds to a pair of words that occur in any one sentence. You can directly check
the following key formula for graph construction when pasting two texts.

2 Main results

We introduce the following notation. Let L(v), v ∈ V G denote the sequence of the weights of
the edges incident to the vertex v, denote the degree of the vertex v by deg(v), and denote the
edge weight θ(e), e ∈ EG, finally, by σ(T ) we denote the number of sentences of the text T - or,
in other words, the number of elements of the partitioning P ′′. Further, for any finite sequence
x = {x1, x2, ..., xn} we introduce the notation max(x),mean(x),median(x for maximum, average
and median value of x. For text T we denote the corresponding sequences.

For statistical study of texts we choose the following features of graph G(T, P ′, P ′′)

• maximum, median, average degree of graph vertices, max(d(T )),median(d(T )),mean(d(T )),

• maximum, median, average weights of edges of the graph, max(θ(T )),median(θ(T )),mean(θ(T )),

Also we investigate the following values

d(T ) = {d(v), v ∈ V G}, θ(T ) = {θ(e), e ∈ EG},

θs(T ) = {θ(e)/σ(T ), e ∈ EG}, dmx(T ) = {max(L(v)), v ∈ V G},
dmn(T ) = {mean(L(v)), v ∈ V G}, dmdn(T ) = {median(L(v)), v ∈ V G}.

The main result of experiences is that the value median(θs(T )) is characteristic which can be
used as a determinant either the given text is human written text or not.
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Abstract. We study elliptic pseudo-differential equations on a manifold with a non-smooth
boundary. These operators and equations arise in various problems of mathematical physics.
Using the local principle we first consider a local situation for each point of a manifold, and
add some boundary conditions if it is necessary. Such boundary conditions appear if an index
of special symbol factorization is not vanishing. For the latter case we consider simplest non-
smooth domain like a multidimensional cone and describe some boundary conditions for
which we can construct the solution of the boundary value problem in Sobolev–Slobodetskii
spaces.

Keywords. elliptic operator; symbol; boundary value problem; local representative; invert-
ibility; Fredholm property.
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1 General concept

We study some special operators on compact manifold M which are generated by operato family
{Ax}x∈M . Such an operator A will be considered in Sobolev–Slobodetskii spaces Hs(M), and
local variants of such spaces will be spacesHs(Dx0). An operatorAx we call a local representative
of the operator A at point x ∈M .

Definition 1. The symbol of an operator A is called the operator-function A(x) : M → {Ax}x∈M
which is defined by local representatives of the operator A. An operator A is called an elliptic
operator if its symbol is composed by invertible operators.

Some details of this operator approach are given in [2, 3].

2 Applications

For simplicity we consider here the case when M is a bounded domain in Rm and its classical
symbol of pseudo-differential operator A looks as A(x, ξ) and this function A(x, ξ), (x, ξ) ∈
M × Rm is continuous differentiable up to boundary. We assume that there are sub-manifolds
Mk ⊂ ∂M of dimension k = 0, 1, · · · ,m − 2, for which each point x ∈ Mk has a neighborhood
diffeomorphic to the set Rk × Cm−kx ; Cm−kx is a convex cone in Rm−k. By definition Mm ≡
M,Mm−1 ≡ ∂M,M0 ≡ Cm.

Let κn−1(x) be the index of factorization of the function A(x, ξ) in the point x ∈ ∂M \∪m−2k=0 Mk,
κk(x) be indices of k-wave factorization [1] with respect to the cone Cm−kx in points x ∈Mk, k =
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0, 1, · · · , n − 2 and we assume that the functions κk(x), k = 0, 1, · · · , n − 1, are continuously
continued in Mk.

Using uniqueness result for the wave factorization [1] one can verify that the functions κk(x), k =
0, 1, · · · ,m− 1, don’t depend on local coordinates

Theorem 1 If the classical elliptic symbol A(x, ξ) admits k-wave factorization with respect to
the cones Cm−k with indices κk(x), k = 0, 1, · · · ,m− 2 satisfying the condition

|κk(x)− s| < 1/2, ∀x ∈Mk, k = 0, 1, · · · ,m− 1, (1)

then the operator A : Hs(M)→ Hs−α(M) has a Fredholm property.

Remark 1 If the ellipticity does not hold on sub-manifolds Mk then we can modify the operator
A using boundary or co-boundary operators [1]. Particularly we need such constructions if one
of conditions (1) does not hold.
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Abstract. We shall study the transmission problem for the Laplace operator subject to
Dirichlet boundary conditions in a plane domain Ω with an external cusp, Ω being divided
into two subdomains Ω1 and Ω2 separated by a straight interface. We look for a solution
in the framework of Lp-Sobolev spaces, 1 < p < +∞. We prove that u ∈ H1

0 (Ω) solution
of −div(p∇u) = f with f in Lp(Ω) and p = pi on Ωi, i = 1, 2, (p1, p2 are two positive real
numbers, supposed to be different), is picewise in W 2,p.
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Abstract. It is found the description of the class K
(0)
2 (R3) of divergent second order differ-

ential operators that act in the L2(R3) vector fields space. These operators are translational
invariant in R3, they are transformed by covariant way under rotations R3 and each of them
conserves the solenoidal property when generates the infinitesimal time shift of of the field.
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1 Introduction

We study the mathematical physics problem concerned the construction of an adequate evolu-
tionary equation of he special vector field P (x, t), x ∈ R3 that takes values in R3

Ṗ (x, t) =
(
L[P ]

)
(x, t) t ∈ R+ . (1)

The field describes the dynamics of the spontaneous electric polarization field in ferroelectric
medium. In contrast to the approaches used in theoretical physics concerned with the construc-
tion of such evolutionary equations (see, for example, [1]), the problem that is solved is the

description of a subclass K
(0)
2 (R3) contained in the class K2(R3) of all operators L[·] which are

differential on the variable x ∈ R3 such that they have the second order and the divergent type.
They act in the space L2(R3) of locally twice continuously differentiable vector fields. Besides,
these operators are not explicitly depend on the parameter t ∈ R+ and the radius-vector x and

they are covariant under rotations of the space R3. The subclass K
(0)
2 (R3) highlighted among

all operators L[·] of the class K2(R3) by the fact that, for each of them, each solution P (x, t) of
the correspondent equation (1) has an invariant (∇,P ) = const. In particular, it conserves the
property of solenoidality, i.e. the equality (∇,P )(x, t) = 0 if it takes place for the field P (x, t).
The solution of the problem is based on the following statement.

Theorem 1 The class K2(R3) of divergent differential operators L[P ] ≡ ∇kSj,k[P ] that act in
the space L2(R3) consists of all operators for which the tensor field

(
S[V ]

)
j,k

(x, t) looks like

Sj,k[P ] = p(1)δjk + p(2)PjPk + f (1)δjk(∇,P ) + f (2)∇kPj + f (3)∇jPk+

+g(1)δjk(P ,∇)P 2/2 + g(2)Pk(P ,∇)Pj + g(3)Pk∇jP 2/2+

+g(4)Pj(P ,∇)Pk + g(5)Pj∇kP 2/2 + g(6)PjPk(∇,P ) + hPjPk(P ,∇)P 2/2 (2)

where the coefficients p(1), p(2), f (α), α = 1, 2, 3; g(β), β = 1÷6, h are continuously differentiable
functions on V 2 ∈ [0,∞).
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2 Main result

The class K
(0)
2 (R3) is described by the following way.

Theorem 2 The operator L[P ] belongs to the class K
(0)
2 (R3) ⊂ K2(R3) if its action on any

vector field P (x, t) = 〈Pj(x, t); j = 1, 2, 3〉 in the space L(R3) is defined by the following formula

(
L[P ]

)
j

= ∇k
[
f+
(
∇jPk +∇kPj

)
+ f−

(
∇jPk −∇kPj

)
+ g−

(
Pj(P ,∇)Pk − Pk(P ,∇)Pj

)
+

+ḡ−
(
Pj∇k − Pk∇j

)
P 2 + f ′+

(
Pj∇k + Pk∇j − 2δjk(P ,∇)P 2

)]
. (3)

where the coefficients f± = (f (2)±f (3))/2, g=(g(2)−g(4))/2, ḡ− = (g(3)−g(5))/2 are continuously
differentiable functions on V 2 ∈ [0,∞) and only at this case.

The proof of the statement is based on the analysis of the functional equation for functions p(1),
p(2), f (α), α = 2, 3; g(β), β = 1÷ 5, h which follows from the condition (∇, L[P ])(x, t) = 0 that
provides an invariant (∇,P )(x, t) = const in the evolutionary equation (1). It has the form

∆p(1) +∇j∇kp(2)PjPk +∇j∇k
[
f (2)∇kPj + f (3)∇jPk

]
+ ∆g(1)(P ,∇)P 2/2+

+∇j∇k
[
g(2)Pk(P ,∇)Pj + g(3)Pk∇jP 2/2 + g(4)Pj(P ,∇)Pk + g(5)Pj∇kP 2/2

]
+

+∇j∇khPjPk(P ,∇)P 2/2 = 0 (4)

where the equality should be taken place for all fields P (x, t) ∈ L(R3). The process of the proof
consists of the sequential separation of such linearly independent combinations of the summands
presented in (4).
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Abstract. The dynamics of many complex systems can be modeled by a system of fractional
differential equations, However, usually, there is much uncertainty due to any source of errors
in modeling. The fuzzy concept can help us to consider this type of uncertainty in some
sense. Therefore, we study systems of linear fractional fuzzy differential equations to consider
uncertainty in our modeling. We propose a Chebyshev based method for solving these
systems numerically. We provide numerical examples to show the efficiency and effectiveness
of the proposed methods.
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namic inclusions.
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1 Introduction

Fuzzy differential equations are a suitable tool to model the dynamical systems under uncer-
tainty. Among which, the first order linear fuzzy differential equations are the simplest fuzzy
differential equations which appear in many real world problems. The first and foremost ap-
proach to model the uncertainty of dynamical systems is the usage of Hukuhara derivative in
1967 [2]. From then, fuzzy differential equations were started as a separate field in mathe-
matics in combination with set differential equations and fuzzy analysis. Later in 1983, Puri
and Ralescu [3] defined the derivative for fuzzy mappings. The first theorem on existence and
uniqueness for fuzzy differential equations under Hukuhara derivative was proposed by Kaleva
[4] in 1987. Parallel to this development, fuzzy fractional equations is also studied by many
authors [1, 5]. In this paper, we study a system of fuzzy fractional differential equation of the
form

CDβy(t) = Ay(t) + f(t), t ∈ [0, T ],

y(0) = y0
(1)

where CDβ Caputo-type fuzzy fractional derivatives of order 0 < β ≤ 1, A is a ν × ν matrices
of real numbers, f is an uncertain source function (here, a fuzzy function), y = [y1, · · · , yν ]T

is a vector of fuzzy functions, y0 = [y01, · · · , y0ν ]T is a vector of fuzzy numbers and ν is the
dimension of system 1.
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2 Main results

Theorem 1 Let A+ be a matrix such that the negative elements of A is replaced by zero and A−

be a matrix such that positive elements of A is replaced by zero. Suppose that the perturbation
transform ∼: (RF )ν → (R)2ν be defined by Ỹ = [Y , Y ]T . Let C = AY. Then, C = [A+, A−]Ỹ
and C = [A−, A+]Ỹ . We define A± as

A± =

(
A+ A−

A− A+

)
.

Then, C̃ = A±Ỹ .

Theorem 2 Let A+ be a matrix which its negative elements is replaced by zero and A− be a
matrix which its positive elements is replaced by zero. Also, the solution of the system (1) be
Hukuhara differentiable of type (1). Then,

CDβy(t) = Ay(t) + f(t), t ∈ [0, T ],

CDβy(t) = Ay(t) + f(t),

y(0) = y0,

y(0) = y0.

(2)

This system can be written by ∼ transform as CDβ ỹ(t) = A±ỹ(t) + f̃(t), with initial value
ỹ(t) = ỹ0.

Theorem 3 Let the solution of the system (1) be Hukuhara differentiable of type (2). Then,

CDβy(t) = Ay(t) + f(t), t ∈ [0, T ],

CDβy(t) = Ay(t) + f(t),

y(0) = y0,

y(0) = y0.

(3)

Let

A∓ =

(
A− A+

A+ A−

)
.

Then, the system (3) is equivalent with the system CDβ ỹ(t) = A∓ỹ(t) + f̃(t), with initial value
ỹ(t) = ỹ0.
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Abstract. The aim of this talk is to apply the newly trending Atangana-Baluanu derivative
operator for modeling some reaction-diffusion models. The choice of AB derative is justified
by the fact that it combines nonlocal and nonsingular properties in its formulation, which are
the essential ingredients when dealing with models of real-life applications. Mathematical
analysis of these dynamical models is considered to guide in the correct use of parameters
therein, with chaotic and spatiotemporal results reported for some instances of fractional
power α. The numerical simulations were conducted via a new predictor corrector method.
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Abstract. The dynamic analysis of the contact problems is a hot topic and certainly of a 

scientific interest. However, this problem is related to a great mathematical difficulties and has 

to date not been completely solved. In this work, we present a semi-analytical method to 

evaluate some integrals of the Green’s function used in the dynamic analysis of a rectangular 

plate resting on the surface of an elastic foundation of inertial properties (Lamb’s model). The 

great challenge of this study is to overcome the problem of singularity present in the study of 

the Green's function related to this problem. The proposed solution to solve this task is the 

discretization of the studied system (rectangular plate resting on the surface of elastic 

foundation of inertial properties), which finally leads to a numerical solution in the matrix form. 

All the terms of the matrix are doubly indexed and the singularity is present in the terms having 

the same indices. Therefore, a special attention and an important efforts have been made to 

calculate the terms of the matrix with the same indices in order to get rid of the singularity. This 

imposed us to solve the integrals of the terms of the matrix with same indices analytically and 

the integrals of the terms of the matrix of different indices by numerical methods leading to 

approximate solutions. Finally, the analysis of the free vibration of the studied system is 

successfully accomplished by a semi-analytical method leading to determine the values of the 

Eigen-frequencies and the Eigen-shapes of the plate. 

 

Keywords. Dynamic analysis; contact problems; rectangular plate; elastic foundation of 

Lamb’s model; Green’s function. 
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Abstract. We study nonconservative systems for which the usual methods of the study, e.g.,
Hamiltonian systems, are inapplicable. Thus, for such systems, we must “directly” integrate
the main equation of dynamics. We generalize previously known cases and obtain new cases
of the complete integrability in transcendental functions of the equation of dynamics of a
rigid body of different dimensions in a nonconservative force field.
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We obtain a series of complete integrable nonconservative dynamical systems with nontriv-
ial symmetries. Moreover, in almost all cases, all first integrals are expressed through finite
combinations of elementary functions; these first integrals are transcendental functions of their
variables. In this case, the transcendence is understood in the sense of complex analysis, when
the analytic continuation of a function into the complex plane has essentially singular points.
This fact is caused by the existence of attracting and repelling limit sets in the system (for ex-
ample, attracting and repelling focuses). We detect new integrable cases of the motion of a rigid
body, including the classical problem of the motion of a multi-dimensional spherical pendulum
in a flowing medium.

This activity is devoted to general aspects of the integrability of dynamical systems with variable
dissipation. First, we propose a descriptive characteristic of such systems. The term “variable
dissipation” refers to the possibility of alternation of its sign rather than to the value of the
dissipation coefficient (therefore, it is more reasonable to use the term “sign-alternating”) [1, 2].

We introduce a class of autonomous dynamical systems with one periodic phase coordinate
possessing certain symmetries that are typical for pendulum-type systems. We show that this
class of systems can be naturally embedded in the class of systems with variable dissipation
with zero mean, i.e., on the average for the period with respect to the periodic coordinate, the
dissipation in the system is equal to zero, although in various domains of the phase space, either
energy pumping or dissipation can occur, but they balance to each other in a certain sense. We
present some examples of pendulum-type systems on lower-dimension manifolds from dynamics
of a rigid body in a nonconservative field.

Then we study certain general conditions of the integrability in elementary functions for systems
on the two-dimensional plane and the tangent bundles of a one-dimensional sphere (i.e., the two-
dimensional cylinder) and a two-dimensional sphere (a four-dimensional manifold). Therefore,
we propose an interesting example of a three-dimensional phase portrait of a pendulum-like
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system which describes the motion of a spherical pendulum in a flowing medium (see also
[2, 3]).

To understand the difficulty of problem resolved, for instance, let us consider the spherical
pendulum (ψ and θ — the coordinates of point on the sphere where the pendulum is defined)
in a jet flow. Then the equations of its motion are

θ̈ + (b∗ −H∗1 )θ̇ cos θ + sin θ cos θ − ψ̇2 sin θ

cos θ
= 0, (1)

ψ̈ + (b∗ −H∗1 )ψ̇ cos θ + θ̇ψ̇
1 + cos2 θ

cos θ sin θ
= 0, b∗ > 0, H∗1 > 0, (2)

and the phase pattern of the eqs. (1), (2) is on the Fig. 1.

Figure 1: Phase pattern of spherical pendulum in a jet flow

The assertions obtained in the work for variable dissipation system are a continuation of the
Poincare–Bendixon theory for systems on closed two-dimensional manifolds and the topological
classification of such systems.

The problems considered in the work stimulate the development of qualitative tools of studying,
and, therefore, in a natural way, there arises a qualitative variable dissipation system theory.
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Abstract. The problem of building a control function for a linear dynamic system (to
transfer it from any initial state to an arbitrarily given final state through any finite number
of arbitrarily given control points) is solved. The cascade decomposition method is used.
The criteria for complete controllability of such system are derived. The control and state
functions are constructed in an analytical form with any desired degree of smoothness.
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1 Introduction

Here considered the system

∂x

∂t
= B

∂x

∂s
+Du, t ∈ T, s ∈ S, (1)

where x = x(t, s) ∈ Rn, u = u(t, s) ∈ Rm; B : n× n; D : n×m; T = [t0, tk], S = [0,∞).

Special properties B and D are established, that such control u(t, s) exist , under the influence
of which, the trajectory x(t, s) of system (1) (with these coefficients) leaves the arbitrary initial
point (t0, α0(s)), and arrives at an arbitrarily given point (tk, αk(s)), are established. The
trajectory is passing through an arbitrary set points (ti, αi(s)) at arbitrary time moments ti, i =
1, k − 1, t0 < t1 < ... < tk−1 < tk:

x(ti, s) = αi(s), ∀αi(s) ∈ Rn, i = 0, k. (2)

In the case of the existence of the suitable u = u(t, s), the system (1) is called completely
controllable (c. controllable).

The problem of constructing the control u(t, s) ∈ Cj(T × S) and the suitable state x(t, s) ∈
Cj+1(T × S) in an analytical form with any desired j ≥ 0 is formulated. Control of system (1)
assumed to be programmed. The problem has of no unic solution. Here is determined which of
the parameters u(t, s) and x(t, s), (or the combinations of parameters), can be set arbitrarily;
that makes it possible to solve a wider range of problems (for example, the problem of suboptimal
control).
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2 Main results

One of the criteria for the controllability of the system (1) is established:

Theorem 1 Theorem 1. The system (1) is completely controllable if and only if the system

dx̄

dt
= Bx̄(t) +Dū(t), t ∈ T, x̄(t) ∈ Rn, ū(t) ∈ Rm,

is controllable (with the same B and D and with arbitrary conditions at the initial and final
times t0, tk).

In particular, the system (1) with conditions (2) is c.controllable if and only if

rank(DBD ... BpD) = n

with some p ∈ N, p ≤ n.

In the proof of the theorem, the cascade decomposition method is used [1] - [3]. At each step of
the decomposition the system

∂xj
∂t

= B
∂xj
∂s

+D
∂uj
∂s

, j = 1, p, (3)

is formed. Here x = xj(t, s), u = uj(t, s) — some parts of x(t, s); Bj , Dj — some matrices.The
additional requirements for the derivatives of the functions of pseudo-states xj(t, s) at the points
ti are arised. (This requirements follow from (2)). As a result at the last p-th decompositions
step, the problem of finding pseudo-control up(t, s) of system (3) with j = p, here Dp = (0) or
Dp — is a surjection, and xp = xp(t, s) satisfies the conditions

∂xj

∂tj
|t=ti = αj

p i(s), j = 0, p; i = 0, k, (4)

with some αj
p i(s). In the case of Dp = (0) the system (3) with j = p and conditions (4) has no

solution. If Dp is surjective, then for any smooth xp(t, s),), satisfying conditions (4), there exists
up(t, s), satisfying equation (3) with j = p. Wherein xp(t, s) + up(t, s) = xp−1(t, s). The x(t, s)
and u(t, s) are found (in the reverse direction of decomposition) for system (1) with conditions
(2). The smoothness of x(t, s) and u(t, s) depends only on the smoothness of an arbitrarily
chosen xp(t, s), satisfying only conditions (4). Thus proved

Theorem 2 Theorem 2.The system (1) is c. controllable if and only if ∃p ∈ N is such that
Dp - is surjection.

Note that when solving practical problems there is no need to build subspaces; one can makes
some substitutions for the variables, (that is described step by step in [3]).
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Abstract. The problem of monochromatic electromagnetic waves scattering by a piecewise
homogeneous bodies that can consist of domains with different dielectric properties and can
contain ideally conducting inclusions in the form of solid objects and screens is considered.
This problem is reduced to a system of boundary integral equations with hypersingular
integrals. This equations are writing on surfaces separating the media with different dielec-
tric properties and over surfaces of the ideally conducting objects. To solve the resulting
boundary integral equations, a numerical scheme was constructed based on the methods of
piecewise constant approximations and collocations.
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The problem of monochromatic electromagnetic wave scattering by the system of dielectric
medias and perfectly conducting bodies and screens is considered (see figure , at left). It is
assumed that the all dielectric medias and external environment is homogeneous, isotropic and
free of electric charges. Let Ω1 is a domain occupied by the external environment, Ω2, ...,ΩK

– are domains occupied by the dielectrics medias. Each of the domains Ω1, ...,ΩK can include
ideally perfectly conducting bodies or screens.

The intensities of electric and magnetic fields are sought in the following form respectively:
E(x)e−iωt, H(x)e−iωt, where ω is the angular frequency of electromagnetic field, t — time,
x = (x1, x2, x3) ∈ R3 — points of space. It is assumed that the total field is induced by the
given incident field so that the following representation for total electric field is satisfied in the
external domain Ω1: E = Einc + Esc, Einc – incident electric field, Esc – unknown scattered
electric field. The electric and magnetic fields should satisfy Maxwell equations (see [1]):

rotE = iµmµ0ωH, rotH = −iεmε0ωE in Ωm, m = 1, ...,K,
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here µ0 end ε0 – the electric constant and magnetic constant, εm and µm – the relative permit-
tivity end the relative permeability of the medium in domain Ωm, respectively. The following
boundary conditions must be satisfied: E × n = 0 on surfaces of perfectly conducting bodies
or screens, as well as on ideally-conducting parts of boundaries between medias(an ideally con-
ductive screen is enclosed between different medias); [E+ −E−] × n = 0, [H+ −H−] × n = 0
on dielectric boundaries between medias. We pose the conditions of radiation at infinity in the
Sommerfeld form for scattered field.

Let Ωm be one of the domains occupied by the dielectric, ∂Ωm — the boundary of Ωm. The

boundary ∂Ωm is some total surface, which may contain surface Σ
(c)
m – the total surface of

perfectly conducting screens lying in this domain. Let ∂Ω′m be the part of the surface ∂Ωm

without the surface Σ(c) (see figure at right). In each of the domains Ωm, m = 1, ...,K, the
electric field is sought as

E(x) =
i

ωεm
Km[∂Ω′m, j

m
E ](x)−Rm[∂Ω′m, j

m
M ](x) +

i

ωεm
Km[Σ(c)

m , jE ](x) + δ1
mEinc(x), x ∈ Ωm,

where jmE and jmM – is unknown tangent vector fields placed on the surface ∂Ω′m on the side
facing the region Ωm (equivalent electric and magnetic currents, respectively), jE – is unknown

tangent vector field placed on the surface Σ
(c)
m , δjm = 1 for m = j, δjm = 0 for m 6= j,

Km[Σ, j] = grad div

∫

Σ
j(y)Fm(x− y)dσy + k2

∫

Σ
j(y)Fm(x− y)dσy,

Rm[Σ, j](x) =

∫

Σ
rotx[j(y)Fm(x− y)]dσy, Fm(x) =

eik|x|

|x| , k =
ω

cm
, cm =

1√
εmε0µmµ0

.

Note that if surface Σ is the boundary between domains Ωm and Ωn, then two pairs of unknown
currents are placed on it: {jmE , jmM} and {jnE , jnM}.
The problem had reduced to the system of integral equations, which were written on each closed

surface ∂Ω′m, and on each perfectly conducting surface Σ
(c)
m :

1

2
jM + n×

{
i

ωεm
Km[∂Ω′m, jE ]−Rm[∂Ω′m, jM ] +

i

ωεm
Km[Σ(c), jE ]

}
= −δm1 n×Einc on ∂Ω′m,

n×
{

i

ωεm
Km[∂Ω′m, jE ]−Rm[∂Ω′m, jM ] +

i

ωεm
Km[Σ(c), jE ]

}
= −δm1 n×Einc on Σ(c) ⊂ Ω̄m,

in the operator Km integral should be understood in the sense of Hadamard finite value.

A numerical scheme for solving these integral equations based on the methods of piecewise
constant approximations and collocations was constructed. For particular cases, the system of
integral equations and the numerical method were constructed and described in detail in papers
[2]-[3]. In the present work, the results for the general case are presented.
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Abstract. It is described the class of evolutionary equations of the first order of divergent
type for a vector field v(x, t), x ∈ R3, t ∈ R, which are invariant relative to time t ∈ R and
spatial translations. Moreover they are covariant relative to all group O3 transformations
and hyperbolic according Fridrichs.
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1 Introduction

The report investigates the Friedrichs hyperbolicity (see, for example, [1]) of the class K1(R3) of
vector quasi-linear equations of divergent type of the first order

v̇j(x, t) = (∇kSjk[v])(x, t), j = 1, 2, 3 (1)

∇j ≡ ∂/∂xj , j = 1, 2, 3) that describes the evolution of the vector field v(x, t), x ∈ R3, t ∈ R.
It is supposed that each equation is invariant with respect to time and space R3 translations
and it is covariantly transformed with the group O3 transformations. Here, the function Sjk[v]
is a tensor function on the vector of R3 and it is used the rule of summing of all values of the
repeated vector indices. The requirement of the equation (1) covariance with respect to the
transformations of the group O3 means that the values of the function Sjk[v])(x, t) are tensors
of second rank in R3 at each point 〈x, t〉.
The class K1(R3) is fully described by the formula

Sjk[v] = f(ζ)δjk + g(ζ)vjvk , ζ = v2 . (2)

Let

u̇j(x, t) = U
(k)
jm (v)∇kum ,

be the linearized vector equation for the variation u(x, t) = δv(x, t) at the fixed vector v(x, t)
where According to the definition of the Fridrichs hyperbolicity (see, for example, [1], [2]) of

quasi-linear systems, it is a positively definite symmetric matrix U
(0)
jk for each of them such that

all matrices (U (0)U (p))jk are symmetric.
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2 Main result

We have proved the following statement

Theorem 1 In order the quasi-linear equations (1) of the class K1(R3) have the Fridrichs hy-
perbolicity property where the class is described by the equation (2) with the functions f(ζ) and
g(ζ) are arbitrary continuously differentiable, ζ = v2, it is necessary and sufficient that g = hf ′

where h is an arbitrary continuously differentiable, strictly positive function on ζ ∈ [0,∞) and
f is twice continuously differentiable.

The proof consists of the construction a symmetric strictly positive matrix U
(0)
jl such that the

matrix Ujk =
3∑

p=1

kpU
(0)
jl U

(p)
lk , k = 〈k1, k2, k3〉 is the symmetric one. The matrix U

(0)
jl is found in

the form U
(0)
jl = f (0)(ζ)δjl + g(0)(ζ)vjvl with some continuously differentiable functions f (0) and

g(0) on ζ = v2. By the calculation of the expression U
(0)
jl U

(p)
lk we find that it is symmetric only

in the case 2f (0)f ′ = g(f (0) + ζg(0)). Further, it is found that the matrix U
(0)
jl = f (0)(ζ)δjl +

g(0)(ζ)vjvl is strictly positive when the inequalities f (0) > 0, f (0) + ζg(0) > 0 are fulfilled. It
is done by the analysis of the correspondent spectral equation. Finally, we put g = 2f ′(1 +
ζg(0)/f (0))−1. Since the functions g(0) and f (0) are arbitrary if the above pointed restrictions
are taken in account then we introduce the positive function h(ζ) = 2(1 + ζg(0)/f (0))−1 on the
basis of the functions g(0) and f (0).
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1 Introduction

There are many problems of mathematical modeling when it is necessary to use a sample of
independent equivalently distributed random values r̃1, ..., r̃N in the model construction and in
these cases it is necessary to analyze the probability distribution of sample extremums (see, for
example, [1]). In particular, such a problem arises at the study of the probabilistic model of
dielectric strength of many-layers enamel-lacquer ı̈¿1

2overs. In this model the random values r̃j ,
j = 1 ÷ N is some sizes of aerial inclusions into the cover. The local dielectric strength is a
decreasing function of the maximum r̃ = max{r̃j ; j = 1÷N} of random sizes. In such a case it is
necessary to study the probability distribution of the random value r̃ when r̃j , j = 1÷N are some
statistically independent and equivalently distributed random values with an arbitrary sample
volume N ≥ 2 that is not large. It is needed to find some important qualitative properties of
the probability distribution FN (x) = Pr{r̃ < x} which one may watch at the statistical analysis.
At this case the required properties of the FN (x) distribution should be investigated at wide
mathematical suppositions about the common probability distribution Q(x) = Pr{r̃j < x},
j = 1÷N of random values. Moreover, since the sample volume is not definite, these qualitative
properties do not depend on it.

One of the most important qualitative property of probability distributions which are watched
in mathematical statistics is their unimodality. To the unimodality property of distributions
in general case was devoted a considerable attention (see, for example, [2]). However, at some
physical situations when one may not expect any surprises one may find the violation of the
unimodality property. Just such a situation occurs in the case of enamel-lacquer covers statistics.
Namely, the statistical analysis points out that there is the distribution bimodality of random
dielectric strength. So, in this communication we set the problem of explanation of this effect
from the view point of the probabilistic model based on sample maximums of r̃1, ..., r̃N .
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2 Main result

Let Q(x) be the common probability distribution of random positive values r̃1, ..., r̃N . We
suppose that Q(x) has the continuous density q(x), x ≥ 2, i.e. it is unimodal. Since r̃1, ..., r̃N

are statistically independent, FN (x) =
N∏

j=1

Pr{r̃j < x} = [Q(x)]N . In this case the distribution

FN (x) has similarly continuous density fN (x), x ≥ 0 which is given by the following formula

fN (x) = Nq(x)QN−1(x) .

It is necessary to set when the density fN (x) has more than one maximum. Suppose that
the density q(x) is continuously differentiable. Then the density fN (x) is also continuously
differentiable and its derivative has the form ḟN (x) = NQN−2(x)

(
q̇(x)Q(x) + (N − 1)q2(x)

)
,

N ≥ 2. The problem is reduced to determination those cases when the equation

q̇(x)Q(x) + (N − 1)q2(x) = 0 , x > 0 (1)

has more than one solution. We investigated the case when the distribution Q(x) is the Erlang
one with an arbitrary order n ∈ N, i.e. it is the gamma-distribution with number order and it
has been proved the statement.

Theorem 1 If the probability distribution Q(x) has the density

q(x) =
λnxn−1

(n− 1)!
exp(−λx) , λ > 0

then the density fN (x) has two maximums.
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Abstract. The basic equation of ferrodynamics for pseudovector field M(x), x ∈ R3 is
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case it contains the constant ferromagnetic field M(x) = M .
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1 Introduction

In the report it is analyzed stationary solutions of the Landau-Lifshitz equation (1)

Ṁ(x, t) = γ[M ,∆M ](x, t) , γ ∈ R

which is the basic equation of ferrodynamics in spherically symmetric case. Here, M(x, t),
x ∈ R3, t ∈ R is the pseudovector field that is the magnetic moment density from the physical
viewpoint. This equation corresponds to the energy density

(
∂Mj/∂xk

)(
∂Mj/∂xk

)
where we

use the agreement about summing over all values of repeated indexes. We study the solutions
of the equation [M ,∆M ] = 0 with supplement condition M2(x, t) = M2 = const because of
all solutions of (1) possesses by such property if it is at the time moment t = 0. Thus, it is
necessary to find all solutions of the equation ∆M = λM for the field pseudovector M(x),
x ∈ R3 where λ is a scalar field λ(x), x ∈ R3 and each solution under consideration satisfy the
condition M2(x, t) = M2. Only one of them satisfies the minimality energy condition, namely
M(x) = M = const.

2 Main result

We has been proved that all solutions which are satisfied conditions in one-dimensional case
exhausts the spiral fields, i.e. they have the form M(x) = M

(
n1 cos(k,x)+n2 cos(k,x)

)
where

k,n1,n2 are three arbitrary mutually orthogonal vectors with n2
1 = n2

2 = 1.

References

[1] Landau L.D., Lifshitz E.M. To the theory of magnetic permeability of ferromagnetic me-
dia. // Collected works, v.1.- Moscow: Nauka, 1969.- P.128-135.

219



2nd International Conference onMathematicalModelling inApplied Sciences ICMMAS’19

BSU Belgorod-Russia, August 20-24, 2019.

Second generation unit root tests for linear Panel

data using Stata

Abdelkader Debbouche

Guelma University, Algeria

kader.prof@gmail.com

Abstract. Panel data refer to data containing time series observations of a number of
individuals. However, panel data have a more complicated clustering structure than cross-
sectional or time series data. Since the appearance of the paper by Levin and Lin (1992), the
use of panel data unit root tests have become very popular among researchers. In this paper,
we have tried to provide a summary of Second generation unit root tests for linear Panel
data, including Pesaran (2007) and Pesaran-Smith-Yamagata (2009) and its application with
stata.
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1 Introduction

It should be noted the special role of differential equations in solving many problems of math-
ematics, physics and engineering, because they do not always manage to establish a functional
relationship between the unknown and the data variables, but it is often possible to derive a dif-
ferential equation to accurately predict the course of a specific process under certain conditions.
Differential equations are of great practical importance, being a powerful tool for exploring the
many natural science and engineering tasks: they are widely used in mechanics, astronomy,
physics, many problems of chemistry and biology. This is due to the fact that very often the
laws that govern the various processes are written in the form of differential equations, and these
equations, so are the means to quantify these laws. Of course, there is also a classical numerical
methods. But there are situations where these methods may not lead to a solution, or it can be
obtained for a very large number of iterations. Neural networks are much more flexible in this
respect, and generally, an algorithm based on them is more efficient.

2 Main results

We sloving the heat equation by nueral network of lattice architecture.

We define the weights of links to be used in the network for solving the heat equation having
the form:

dU

dt
= a2 4 U + f(x, y, z)

or in finite differences:

ui,k+1 − ui,k
t

= a2ui+1,k − 2ui,k + ui−1,k

h
+ fi

We choose a feedback weight:
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wii = b− 1− b
kiki

Connection weight between neurons of one layer:

wij =
1− b
kj
∗ 2ki
ki + kj

, where b ∈ [0; 1), ki depends of environmental properties

Proof. In the stable state of the neural network, for each neuron i the inequality will be
satisfied
|U t+1

i − U t
i | < ε, where U t

i is the output value of the neuron i at time t, ε is arbitrarily small
value.
So
∫

Ω (4U(x) + f(x))2dx ≈ 0
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Abstract. The article discusses the methods of classification of MRI images of the human
brain. The methods are trained binary classifiers to determine the presence or absence of a
high stage of brain pathologies. The study aims to identify the best classification method on
the processed BRATS data set. The paper analyzes three classification methods: image clas-
sification by basic contour primitives, a method based on a convolutional neural network,
with a binary classifier, and a classification method based on a convolutional pretrained
neural network Xception. The paper shows that the use of pre-trained neural convolutional
networks allows to reduce the time for calculating the time and resources of a computer sys-
tem for training a neural network. The results of a computational experiment are presented
and it is shown that the best accuracy in solving the problem of classifying pathologies of the
human brain in MRI images is achieved using the Xception neural convolutional pre-trained
neural network.

Keywords. machine learning; convolutional neural networks; medical images; neural net-
works.
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1 Introduction

Currently, according to the World Health Organization[1], 9.6 million people died of cancer in
2018. According to statistics, every sixth death in the world is a cancer disease. Cancer is the
second leading cause of death in the world. So in comparison with 2008, the number of deaths
from cancer in the world increased by about 28%. One of the main methods for detecting various
brain tumors is magnetic resonance imaging, which allows you to create a detailed image of
various structures (tissues, bones, etc.) of the studied area. Magnetic resonance imaging allows
you to form a three-dimensional shape of the surveyed area, which consists of a set of ordered
images (slices) along the axes X, Y, Z. This structure allows the specialist to isolate the vascular
network, as well as individual nerve trunks, which allows you to establish the diagnosis in the
early stages and promptly prescribe a course of treatment.

The data set used was a processed BRATS data set. Processing consists in the formation of
images for the input layer of the neural network, since one MRI scan is a cube whose planes are
slices (images). The formed training set is single-channel 8-bit images. It is important to note
that for further training the pre-trained network Xception[4], images from 3 planes were used
immediately, i.e. the network has input parameters for 299x299x3 images, where 299x299 is the
resolution of the input image, and 3 are RGB levels, which are used for simultaneous loading
from 3 planes.
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2 Experiment

After processing the BRATS data, the formed training and test datasets totaled 2,200 images.
Training and test data are 85 and 15 percent, respectively. It should be noted that the learning
time of the neural network depends on the hardware capacity. The table 1 shows the results of
accuracy of teaching methods and time spent on training.

Table 1: Comparison of methods

Method Time for train Accuracy %

contour based method[2] 10 64

convolutional neural network 2018[3] 25 74

current neural network 15 91
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In this paper, a comparison and analysis of the use of three methods for the classification of MRI
images of the human brain for the presence or absence of a high degree of gliomas was made.
These are the method of image classification by basic contour primitives, a method based on
a convolutional neural network with a binary classifier, and a classification method based on a
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Abstract. We study a new class of boundary value problems of the problem





Lx(t) = f
(
t, x(t), (Φx)(t), (Ψx)(t), Dβ1

0+x(t), ..., Dβn
0+x(t)

)
t ∈ [0, 1],

D
(α−β)

2

0+ x(0) = 0,

aD
(α−β)

2

0+ x(1) + x(η) = 0 0 < η < 1.

, (1)

Some existence and uniqueness results are obtained by using standard fixed point theorems.
An example is given to illustrate our results.

Keywords. Fractional integro-differential equation; sequential fractional derivative; frac-
tional boundary conditions; fixed point theorems.
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1 Introduction

Boundary value problems for fractional differential equations have been extensively studied in
the recent years. The study of fractional differential equations ranges from the theoretical
aspects of existence and uniqueness of solutions to the analytic and numerical methods for
finding solutions.

In [1] Ahmed Alsaedi and Bachir Ahmad investigated the existence of solutions for a nonlinear
fractional integro-differential equations, with fractional nonlocal integral boundary conditions
given by





Dqx(t) + f(t, x(t), (Φx)(t), (Ψx)(t)) = 0, 0 < t < 1, 1 < q ≤ 2,

D
q−1
2 x(0) = 0, aD

q−1
2 x(1) + x(η) = 0, 0 < η < 1,

whereDq denotes the Riemann-Liouville fractional derivative of order q, f :[0; 1]×X×X×X → X
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is a continuous, for γ, δ : [0, 1]× [0, 1]→ [0,∞),

(Φx)(t) =

∫ t

0
γ(t, s)x(s)ds, (Ψx)(t) =

∫ t

0
δ(t, s)x(s)ds,

and a ∈ R satisfies the condition aΓ(q) + ηq−1Γ( q+1
2 ) 6= 0. Here, (X, ‖.‖) is a Banach space and

C = C([0, 1], X) denotes the Banach space of all continuous functions from [0, 1]→ X endowed
with a topology of uniform convergence with the norm denoted by‖.‖.

Very recently the authors Ying Wang and Lishan Liu in [15] have investigated existence and
uniqueness of positive solutions for the following fractional integro-differential equation





CDαu(t) + f(t, u(t), Tu(t), Su(t)) = 0, t ∈ [0, 1],

u(0) = b0, u′(0) = b1, ..., u
(n−3) = bn−3,

u(n−1)(0) = bn−1, u(1) = µ
∫ 1
0 u(s)ds,

where n − 1 < α ≤ n, 0 ≤ µ < n − 1, n ≥ 3, bi ≥ 0(i = 1, 2, ..., n − 3, n − 1), CDα is the

Caputo fractional derivative. f : [0;T ]× R+ × R+ × R+ → R+ is a continuous and

(Tu)(t) =

∫ t

0
K(t, s)u(s)ds, (Su)(t) =

∫ t

0
H(t, s)u(s)ds.

Motivated by the above works, we consider in this paper the existence and uniqueness of solutions
for the problem(1).

2 Main results

In this section, we give some existence and uniqueness results for the problem (1) and then give
an example illustrating the usefulness of our results.
Let C(I) be the space of all continuous real-valued functions on I = [0, 1] and

X =
{
x : x ∈ C(I) and Dβix(t) ∈ C(I), 0 < βi < 1, i = 1, 2, ..., n

}

endowed with the norm ‖x‖X = maxt∈I |x(t)|+ Σn
i=1 maxt∈I |Dβix(t)|. It is known that (X, ‖.‖)

is a Banach space.
∣∣f(t, u, v, w, x1, x2, ..., xn)− f(t, u′, v′, w′, y1, y2, ..., yn)|

≤ µ(t)
(
|u− u′|+ |v − v′|+ |w − w′|+ |x1 − y1|+ |x2 − y2|+ ...+ |xn − yn|

)
,

for all t ∈ [0, 1] and u, v, w, u′, v′, w′, x1, x2, ..., xn, y1, y2, ..., yn ∈ R. Then problem (1) has a

unique solution whenever ∆ < 1

Proof. For any x, y ∈ X and for each t ∈ [0, 1] , by using the Holder inequality, for i = 1, 2, ..., n.
Hence, we get

‖Fx− Fy‖ ≤
{
|1 + λ1||k|

Γ(α− β + 1)
+

|λ1ak|
Γ(α−β2 + 1)

+ (1 + γ0 + λ0)∆1

+

n∑

i=1

(
|k|

Γ(α− β − βi + 1)
+

|λ1ak|Γ(α)

Γ(α−β2 + 1)Γ(α− βi)

+
|λ1k|Γ(α)

Γ(α− βi)Γ(α− β + 1)

)}
‖x− y‖ = ∆‖x− y‖.
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Since ∆ < 1, F is a contraction mapping, therefore, by using the Banach contraction principle,

F has a unique fixed point, which is the unique solution of problem (1).
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Abstract. In this paper the mathematical regulation methods to assess the optical state
of urban air is applied. For this, the entropy prices, which are the indicator of the informa-
tiveness the optical state of the city air, have been used.
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This is an assessment of the optical state of the city air with mathematical regulation methods.
Here, the optical position of the city air is investigated in different optical intervals and the
various aspects of observation. We will use mathematical methods that are widely utilized in
practice in public decision-making technologies. The essence of these methods is to determine
the order of preference among the elements of a set of properties [1,2].

For the purpose of evaluating the optical state of the city air, a series of measurements are
first done with the use of mobile media (pyrometer, actinometer, photocenter, etc.) to obtain
reprinted information about the air pollution spatial change. The results are generated primarily
by statistical data. It is known that the use of entropy indicators is a common approach to
evaluating informativeness in many research areas. The process of obtaining any information
can be explained as a result of uncertainty changes in transmitting signals. If any manifestation
passes from a situation (eg the state of the situation), transitional information is understood to
be the difference between these situations and the uncertainties [3]:

I (A,B) = H (A) −H (B) ,

here H (A) and H (B) in accordance with the entropy prices of manifestations ”A” and B situ-
ations. As an example, the informality of the optical state of different destinations of Sumgayit
city air has been assessed, and the importance of informativeness among the directions has been
determined. The calculations use the Condorcet, Schulze, Borda, Copeland and Simpson rules
of mathematical regulation.
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Abstract. We consider the problem of a wording of thermodynamic provisions for the spaces
of ideal gas on the basis of analysis of solution of quasilinear partial differential equation
of the first order using method of characteristics. Differential geometry tools and means of
computer mathematics are also applied. The result is presented in the form of connection
between physical content of thermodynamic values and their mathematical analogs. By
numerical methods using the means of computer mathematics it is shown the possibility of
establishing patterns of implementation of thermodynamic processes as functions of time.
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1 Introduction

As thermodynamics is a basis for many physical sciences its theory must be clear and logical. But
nowdays the axiomatic creation of thermodynamics is not completed. The problem of entropy
and its existence has various aspects of interpretation. And the acceptable solution is not found
yet. The second problem is related with the proceeding of thermodynamic processes in time.
Classical science does not give the answer to a quastion what is the place of time in the theory.
So we try to establish the communication between the physical content of thermodynamic values
and their mathematical analogs on the basis of application of methods of differential geometry
and means of computer mathematics.

2 Main results

We consider a partial differential equation [2]:

v

2cp

∂Q

∂v
+

p

2cv

∂Q

∂p
= T, (1)

where Q - amount of heat is the physical quantity characterizing process of heat exchange
between thermodynamic system and the environment. Temperature T is called the measure of
a deviation of a condition of a studied thermodynamic system from a condition of a reference
body in the standartized conditions. We assume that each state of ideal gas is unambiguously
defined by values of specific volume v and pressure p which are presented by the parametrical
equations concerning time τ : v = v(τ) and p = p(τ).
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The solution Q = Q(v, p) of equation (1) geometrically represents a surface in three-dimentional
space (v, p,Q) which is called an integrated surface. We use method of characteristics which are
defined by the system of ordinary differential equations [1]:

2cp
dv

v
= 2cv

dp

p
=
dQ

T
= ds, (2)

where s - any real parameter, changing along the characteristic curve.

From the first two equations (2) the dependence for the value ds turns out. It has a form of ther-
modynamic equation which is used in definition of entropy. Thus, in geometric representation
entropy is an arch length for the characteristic curves corresponding to the field of directions
defined by system (2).

The integrated solution of the equation (1) can be found in an analitical way. The general
solution of equations (2) concerning entropy has a look:

v = vl exp

(
s

2cp

)
; p = pl exp

(
s

2cv

)
;Q = Ql + cpβ1

plvl
Ri

(
exp

(
s

cpβ1

)
− 1

)
;β1 =

2cv
cp + cv

.

We set a curve of any process l in a parametrical form concerning time τ : vl = vl(τ), pl = pl(τ),
Ql = Ql(τ). Similar results can be received by numerical methods, using means of computer
mathematics.

The integrated surface of the equation (1) can be covered by the collection of characteristics.
The functions f1 = v

2cp
,f2 = p

2cv
, f3 = T define a field of directions in space (v, p,Q). In each

point of this space there is a direction which directional cosines are propotional to f1,f2,f3. So
in each point of integrated surface vector determined by the field of directions stated above have
to be in the tangent plane to this surface.

We find a projection l0 of a curve of process l on vOp plane. For the equation (1) Cauchy
problem in vOp plane is formulated in a form: to find the integrated surface passing through
the curve l in the neighborhood of l0. Geometric interpretation of Cauchy problem in a space
(v, p,Q) assumes that through each point of process l it is necessary to carry out characteristic
of the equation (1) and “to stick together” the integrated surface from them.

Let’s assume on vOp plane the projection l0 passes from the point A0 to the point B0. Through
these points characteristics, isoterms and adiabatic curves pass. The collection of characteristics
is described by the equation p = C1v

k (k is adiabatic degree), the collection of isoterms –
pv = C2, the collection of adiabatic curves – pvk = C3. The entropy in such representation
will be the characteristic and s – its arc length. Adiabatic curves will be the lines of level for
the characteristics at s = const. Adiabatic curves, isoterms and characteristics form network of
curvilinear not ortogonal coordinates on the vOp plane.

The geometric solution of Cauchy problem in (v, p,Q) space can be constructed as follows.
Through any point on vOp plane characteristic is carried out until it crossing with projection l0.
Then it is necessary to put Q = Ql(τ) taking into account the parametrical equations of process
l. The integrated surface will characterize amount of heat for all set of conditions of ideal gas
in the neighborhood of process l or its projection l0.
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1 Introduction

We consider the problem of random walks with finite velocity, described by the integral equation
(in one-dimensional form)

ψ(x, t) =
v

2

t∫

0

[ψ(x− vτ, t− τ) + ψ(x+ vτ, t− τ)]p(vτ)dτ +
δ(x− vt) + δ(x+ vt)

2
P (vt) (1)

where p(ξ) is probability density on [0,+∞) and P (ξ) =
+∞∫
ξ

p(η)dη - survival probability func-

tion. Asymptotic solution of this equation at t → +∞ were investagated in several works, for
example [1, 2, 3], but some cases of p(ξ) wasn’t studied as well. We also investigate cases t→ 0
and behaviour of ψ(x, t) at x→ vt. The problem of rate of convergence are discussed briefly.

2 Main results

We obtain new asymptotics solution ψ(x, t) in case of t→ +∞ for functions p(ξ) of the form

p(ξ) = Cξ−2(1 +O(ξ−1)) (2)

p(ξ) = Cξ−1ln−n(ξ)(1 +O(ln−1ξ)) (3)

For p(ξ) = Cξ−α(1 +O(ξ−1)) with 2 > α > 1 the rates of convergence were studied.

Asymptotic behaviour of ψ(x, t) near the ”ballistic cone” x = vt and at t → 0 were studied
using collision decomposition technique.

For certain p(ξ) new exact solutions were found, for example for gamma-distribution p(ξ) =
µkΓ−1(k)ξn−1e−µξ and p(ξ) = µkξα−1Eα,α(−µξα) where Eα,β(x) - Mittag-Leffler function.
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point theory. Examples are given to illustrate the results.

Keywords. Sequential fractional derivative, multi-point, Caputo fractional derivative, fixed
point theorem, fractional differential equation.

MSC2010. 34A12; 34B10; 34B15.

1 Introduction

we study the existence and uniqueness of solutions for the nonlinear fractional integro-differential
equation with m-point multi-term fractional integral boundary conditions.





(cDq + kcDq−1)u(t) = f(t, u(t), (φu)(t), (ψu)(t),cDβ1u(t), . . . ,cDβnu(t)), t ∈ [0, 1]

u(0) = 0,
m−1∑

i=1

aiu(ξi) = β

∫ η

0

(η − s)q−1
Γ(q)

u(s)ds,

(1)

where cDq is the standard Caputo fractional derivative of order q, with 1 < q ≤ 2, 0 < βi <
1, k > 0, 0 < η < ξ1 < ξ2 < . . . < ξm−1 < 1, β, ai, i = 1, . . . ,m are real constants, f :
[0, 1] × Rn+3 → R is continuous and for the mappings γ, λ : [0, 1] × [0, 1] → [0,∞) with the
property supt∈[0,1] |

∫ t
0 λ(t, s)ds| < ∞ and supt∈[0,1] |

∫ t
0 γ(t, s)ds| < ∞, the maps φ and ψ are

defined by (φu)(t) =
∫ t
0 γ(t, s)u(s)ds and (ψu)(t) =

∫ t
0 λ(t, s)u(s)ds.
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2 Main results

The main results concerning the existence and uniqueness of solution for the problem (??).
Observe that problem (??) has solutions if the operator has fixed point.

Theorem 1 Assume that f : [0, 1]×Rn+3 → R be a continuous function satisfying the assump-
tion

(H1) |f(t, x, y, w, u1, u2, . . . , un)− f(t, x′, y′, w′, v1, v2, . . . , vn)|

≤ L1|x− x′|+ L2|y − y′|+ L3|w − w′|+ d1|u1 − v1|+ d2|u2 − v2|+ . . .+ dn|un − vn|,

for all t ∈ [0, 1] and x, y, w, x′, y′, w′, u1, u2, . . . , un, v1, v2, . . . , vn ∈ R.

where Li, dj > 0,∀i = 1, 2, 3, ∀j = 1, 2, . . . , n are Lipschitz constants.

Then problem (??) has a unique solution if

(
Λ1 + Λ2

n∑

i=1

1

Γ(2− βi)

)
ω < 1, , ζ1 = sup{L1, d1, d2, . . . , dn}, ζ2 =

sup{L2, L3}, ζ = sup{ζ1, ζ2}.

Proof.

‖F (u)− F (v)‖ ≤
(

Λ1 + Λ2

n∑

i=1

1

Γ(2− βi)

)
ω‖u− v‖.

As :

(
Λ1 + Λ2

n∑

i=1

1

Γ(2− βi)

)
ω < 1, F is a contraction. Thus the conclusion of the theorem

follows by the contraction mapping principle. This completes the proof. .
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Abstract. It is well known, that Ito stochastic differential equations (SDEs) are adequate
mathematical models of dynamic systems under the influence of random disturbances. One
of the effective approaches to numerical integration of Ito SDEs is an approach based on
Taylor-Ito and Taylor-Stratonovich expansions. The most important feature of such expan-
sions is a presence in them of so called iterated Ito or Stratonovich stochastic integrals,
which play the key role for solving the problem of numerical integration of Ito SDEs. We
successfully use the tool of generalized multiple Fourier series, built in the space L2, for the
mean-square approximation of iterated stochastic integrals.
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1 Introduction

Let (Ω,F,P) be a fixed probability space and Wt — is Ft-measurable ∀t ∈ [0, T ] Wiener process

with independent components W
(i)
t ; i = 1, . . . ,m. Consider an Ito SDE:

dXt = a(Xt, t)dt+B(Xt, t)dWt, X0 = X(0, ω), ω ∈ Ω, (1)

where a : <n × [0, T ]→ <n, B : <n × [0, T ]→ <n×m satisfy to standard conditions of existence
and uniqueness of strong solution Xt ∈ <n of the SDE (1); X0 and Wt −W0 (t > 0) — are
independent. In theorems 1 – 3 we solve the problem of combined mean-square approximation
of stochastic integrals from Taylor-Ito and Taylor-Stratonovich expansions for the prosess Xt.

2 Main results

Theorem 1 [1, p. 252]. Assume, that ψi(τ) ∈ C[t,T ] (i = 1, 2, . . . , k) and {φj(x)}∞j=0 — is a
complete orthonormal system of continuous functions in L2([t, T ]). Then

J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞

p1∑

j1=0

. . .

pk∑

jk=0

Cjk...j1

( k∏

l=1

ζ
(il)
jl
− l.i.m.
N→∞

∑

(l1,...,lk)∈Gk

k∏

s=1

φjs(τls)∆W(is)
τls

)
,

where J [ψ(k)]T,t =
∫ T
t ψk(tk) . . .

∫ t2
t ψ1(t1)dW

(i1)
t1

. . . dW
(ik)
tk

(iterated Ito stochastic integral),

∆W
(i)
τj = W

(i)
τj+1 −W

(i)
τj (i = 0, 1, . . . ,m), W

(0)
τ = τ, ζ

(i)
j =

∫ T
t φj(τ)dW

(i)
τ — are independent

236



standard Gaussian random variables for various i or j (if i 6= 0), {τj}N−1j=0 — is a partition of
[t, T ], satisfying to conditions: t = τ0 < . . . < τN = T, max 0≤j≤N−1(τj+1 − τj)→ 0 if N →∞,
Cjk...j1 =

∫
[t,T ]k K(t1, . . . , tk)

∏k
l=1 φjl(tl)dt1 . . . dtk, K(t1, . . . , tk) = 1{t1<...<tk}ψ1(t1) . . . ψk(tk)

(t1, . . . , tk ∈ [t, T ]), 1A — is an indicator of the set A, Gk = Hk\Lk, Lk = {(l1, . . . , lk) :
l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k}, Hk = {(l1, . . . , lk) : l1, . . . , lk =
0, 1, . . . , N − 1}, l.i.m. — is a limit in the mean-square sense.

Consider particular cases of the theorem 1 for k = 2, 3, 4 [1, pp. 261-262]:

J [ψ(2)]T,t =
∑∞

j1,j2=0Cj2j1(ζ
(i1)
j1

ζ
(i2)
j2
− 1{i1=i2 6=0,j1=j2}),

J [ψ(3)]T,t =
∑∞

j1,j2,j3=0Cj3j2j1(ζ
(i1)
j1

ζ
(i2)
j2

ζ
(i3)
j3
− 1{i1=i2 6=0,j1=j2}ζ

(i3)
j3
−

−1{i2=i3 6=0,j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0,j1=j3}ζ

(i2)
j2

),

J [ψ(4)]T,t =
∑∞

j1,...,j4=0Cj4...j1(
∏4
l=1 ζ

(il)
jl
− 1{i1=i2 6=0,j1=j2}ζ

(i3)
j3

ζ
(i4)
j4
− 1{i1=i3 6=0,j1=j3}ζ

(i2)
j2

ζ
(i4)
j4
−

−1{i1=i4 6=0,j1=j4}ζ
(i2)
j2

ζ
(i3)
j3
− 1{i2=i3 6=0,j2=j3}ζ

(i1)
j1

ζ
(i4)
j4
− 1{i2=i4 6=0,j2=j4}ζ

(i1)
j1

ζ
(i3)
j3
−

−1{i3=i4 6=0,j3=j4}ζ
(i1)
j1

ζ
(i2)
j2

+ 1{i1=i2 6=0,j1=j2}1{i3=i4 6=0,j3=j4} + 1{i1=i3 6=0,j1=j3}1{i2=i4 6=0,j2=j4}+
+1{i1=i4 6=0,j1=j4}1{i2=i3 6=0,j2=j3}).

Consider some estimates for the mean-square error of approximation, based on the theorem 1.

Theorem 2 [1, pp. 500-501]. Under conditions of the theorem 1:

M{(J [ψ(k)]p1,...,pkT,t − J [ψ(k)]T,t)
2} ≤ k!(

∫
[t,T ]k K

2(t1, . . . , tk)dt1 . . . dtk −
∑p1,...,pk

j1,...,jk=0C
2
jk...j1

)

(i1, . . . , ik = 0, 1, . . . ,m and 0 < T − t < 1 or i1, . . . , ik = 1, . . . ,m and 0 < T − t <∞)
and

M{(J [ψ(k)]p1,...,pkT,t − J [ψ(k)]T,t)
2} =

∫
[t,T ]k K

2(t1, . . . , tk)dt1 . . . dtk −
∑p1,...,pk

j1,...,jk=0C
2
jk...j1

(i1, . . . , ik = 1, . . . ,m and pairwise different; 0 < T − t <∞ ),

where J [ψ(k)]p1,...,pkT,t is a truncated series from the theorem 1 with upper limits p1, . . . , pk, and M
— is a mathematical expectation.

The following theorem adapts the theorem 1 for iterated Stratonovich stochastic integrals.

Theorem 3 [1, pp. 284-428]. Let function ψ2(s) — is continuously differentiated at [t, T ] and
functions ψ1(s), ψ3(s) — are two times continuously differentiated at [t, T ]; {φj(x)}∞j=0 — is a
complete orthonormal system of Legendre polynomials or trigonometric functions in L2([t, T ]).
Then

J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞

p1∑

j1=0

p2∑

j2=0

Cj2j1ζ
(i1)
j1

ζ
(i2)
j2

, J∗[ψ(k)]T,t = l.i.m.
p→∞

p∑

j1,...,jk=0

Cjk...j1ζ
(i1)
j1

. . . ζ
(ik)
jk

,

where J∗[ψ(k)]T,t =
∫ ∗T
t ψk(tk) . . .

∫ ∗t2
t ψ1(t1)dW

(i1)
t1

. . . dW
(ik)
tk

(iterated Stratonovich stochastic
integral); k = 3, 4, 5 (for k = 3 : i1, i2, i3 = 1, . . . ,m; for k = 4, 5 : i1, . . . , i5 = 0, 1, . . . ,m and
ψ1(τ), . . . , ψ5(τ) ≡ 1); the meaning of notations from the theorem 1 is remained.
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Abstract. The paper considers a mathematical model of a learning system. The mathemat-
ical model contains components that describe the learning objectives, content component,
teacher’s activity within the system, organization of the learning process, student’s activity
within the system, statistics gathering and analysis component, control component and op-
timization component. The model considers the new educational process components, such
as the variety of competencies formed in the student as a result of taking the course. The
didactic units of the course and the evaluative knowledge background are discussed. Opera-
tions with the courses are introduced that make it possible to create integrated courses and
distinguish the general part. Statements about the integrated courses are considered. It
turns out that creating an integrated course based on some course is equivalent to creating
an integrated course based on the very first course, which means that it doesn’t matter what
course to take as a basis and add elements to.

Keywords. learning system; integrated course; operations of union and intersection.
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1 Introduction

Presently, computer technology-based learning systems have gained wide acceptance. Distance
learning has become ingrained in the educational practice; learning management systems have
been created in order to support it.

The mathematical model of the learning system can be represented as follows:

URS = 〈K,C, PP, PO〉, (1)

where K – set of training courses within the learning system, C – set of competences formed in
the students as a result of taking the system’s courses, PP – set of the teacher’s specializations,
PO – set of the specializations of the students within the system.

Let the set of the training courses

K = {Ki}, i = 1, . . . , n, (2)

where Ki – the training course represented by the tuple

Ki = 〈Gi, CTi, EMi, Qi〉, i = 1, . . . , n, (3)

where Gi – set of competences formed as a result of taking the course, CTi – course content
graph, EMi – course training content, Qi – evaluative means background.
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The training content graph can be represented as follows:

CTi = 〈CTNi, CTRi〉, (4)

where CTNi – set of the graph vertices, each corresponding to a didactic unit of a given course,
CTRi – set of the graph edges, reflecting the connections between the didactic units of the
course. Element (ctnir, ctnit) ∈ CTRi indicates the presence of a direct connection between the
didactic units ctnir and ctnit.

2 Main results

The thesis determines the elementary operations on the courses.

The operation of union (uniting) of the courses is determined as follows:

Kun = Ki ∪Kj = 〈Gi ∪Gj , CTi ∪ CTj , EMi ∪ EMj , Qi ∪Qj〉. (5)

The operation is implemented as uniting of the respective sets for the model’s components
that represent the sets. The operation of union of the training courses is used when creating
integrated training courses, as well as when expanding the content of the existing course. For
the training content graphs, the operation is performed based on the definition of graph union
operation as follows:

CTNun = CTNi ∪ CTNj ,

CTRun = CTRi ∪ CTRj ,

where CTNi, CTNj – sets of vertices of the respective graphs, CTRi, CTRj , – sets of edges of
the respective graphs.

Based on the course union operation, the concept of an integrated course has been introduced.

Integrated training course Kint(Ki,Kj), created based on the course Ki by addition of the course
Kj , will be the course obtained with the help of the operation of union of the courses Ki, Kj .

Statement 1. The integrated course Kint(Ki,Kj), created based on the course Ki by addition
of the course Kj , coincides with the integrated course Kint(Kj ,Ki), created based on the course
Kj , by addition of the course Ki, that is Kint(Ki,Kj) = Kint(Kj ,Ki).

The operation of intersection of the courses is determined as follows:

Kint = Ki ∩Kj = 〈Gi ∩Gj , CTi ∩ CTj , EMi ∩ EMj , Qi ∩Qj〉.

For the components of the model Gi, EMi, Qi the operation of intersection is the intersection
of the respective sets. Intersection of the components CTi and CTj is determined based on the
graph intersection operation.

Statement 2. The course intersection operation possesses the properties of commutativity and
associativity.
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Abstract. It is analyzed the dilute vector model of statistical mechanics. The model is
based on the Gibbs’ probability measure of random field on the lattice Z3. It is proposed
the approach for investigation of the correspondent probability distribution by the method
that is analogous to the group expansion in the gas theory.
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1 Introduction

The dilute vector model of statistical mechanics is under study. It is one of the classical lattice
models which are investigated in frames of statistical mathematical physics (1). The model is
defined by the ordered triple 〈Ξ,H,P〉 where Ξ is the phase space, H is the functional on Ξ which
is named the model hamiltonian. The space Ξ consists of all pairs 〈c̃(x),n(x)〉, x ∈ Z2 where
c̃(x) is the random dichotomic functions which take values {0, 1} at all points x ∈ V , V is a
finite part of the crystal lattice Z3. The n(x) is a unimodal vector field on the set {x : c̃(x) = 1}
that is generated by the function c̃(x) such that n2(x) = 1. Each value of the functional H[c̃,n]
for the pair 〈c̃(x),n(x)〉 is defined by the formula

H[c̃,n] = −
∑

x∈V
c̃(x)(µ,n(x)) +

1

2

∑

〈x,y〉∈V 2

U(x− y)c̃(x)c̃(y)
(
n(x) · n(y)

)
(1)

where U(z), z ∈ Z3 is real-valued function that is named the interaction potential. At last, P is
the Gibbs probability measure defined by the formula for its differential

dP[c̃,n, dn(x)] =
1

Z
exp

(
− H[c̃,n]/T

) ∏

x :c̃(x)=1

dΩ(n(x)) (2)

where T is statistical temperature, dΩ(n(x)) are measures on unit spheres S in R3 each of which
corresponds to the point x ∈ Z3 and is connected with the direction n(x),

Z =
∑

{c̃(x)}

∏

x :c̃(x)=1

∫

Sn

exp
(
− H[c̃,n]/T

) ∏

x∈ :c̃(x)=1

dΩ(x) .

The described system of statistical mechanics models some different statistical physical systems,
for example, it models the nematic liquid crystal in lattice approximation (2).
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2 Main result

We calculate the equation P (ρ, T,µ) of system state which is determined as the function on T
and µ

P (ρ, T,µ) = lim
|V |→∞

|V |−1 lnZ ,

in the form of series that is analogous to the so-called group expansion. This expansion is given
by the following formula

P (ρ, T,µ) =
∞∑

n=1

1

n!

∑

Xn−1⊂(Z3)n−1

∫

Sn

∑

G(n)

×

×
[ ∏

{j,k}∈G(n)

(
exp(−U(xj − xk)

(
n(xj) · n(xk)

))
− 1
] n∏

j=1

dΩ(xj) .

Here, Xn−1 = 〈x1, ...,xn−1〉 and the summing
∑

G(n) is done over all connected graphs with n
enumerated vertices and the internal production

∏
{j,k}∈G(n) is fulfilled over the edges of fixed

graph G(n).
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Abstract. The article presents the research results on the development of the decision-
making support algorithm for choosing the duration of audio communication sessions, which
allows transmission of audio streams with a given quality level in a mobile ad-hoc network.
The proposed algorithm implementation will allow the ad-hoc node to display a message
about the recommended audio communication session length.
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1 Introduction

In the process of conducting search and rescue operations and emergency situations countermea-
sures, the great importance acquires the forces and means management organization through
the provision of effective information exchange. At the same time, tasks are often carried out
under the conditions of an inoperable (damaged) or missing telecommunications infrastructure
and possible destructive external influences. To transfer information in such situations, it is
preferable to deploy a mobile ad-hoc network (MANET), which is capable of operating without
base stations and has an arbitrary decentralized topology [1-4]. MANET belongs to the class of
packet data networks. With the packet transmission of audio streams, slight losses of individual
packets are allowed. Lost voice information can be recovered using an approximation based
on previous and subsequent data. However, significant packet loss cannot be recovered using
this method. This leads to an unacceptable reduction in audio communication quality. The
main causes of packet loss in MANET are network nodes random movement, their on and off
switching, as well as the bit errors occur due to the low power of transmitting devices. Un-
der conditions of significant packet loss, it is recommended to limit the length of transmitted
messages or reduce the length of audio streaming sessions.

The purpose of the research presented in the article is to provide the choice of the audio com-
munication sessions duration, with which it is possible to transfer an audio stream with a given
quality level in a MANET. To achieve this goal, it is required to develop a decision-making
supporting algorithm on the choice of audio streams transmission duration in a mobile ad-hoc
network.
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2 Main results

Assume that the audio stream consisting of a packets is transmitted with acceptable quality
if no packets were lost in the delivery process or the data of all lost packets were successfully
restored. In this case, to recover the loss of one packet at the receiving node, you need to get
at least b previous packets and at least b subsequent packets. Also, are given the following
values: P is the required probability of audio stream transmitting with acceptable quality; L is
packet bit length; C is information bit rate; t is required to develop an algorithm for choosing
the value T is the duration of the audio stream transmission. The audio stream transmission
duration depends on the value a is the number of packets in a stream. The recommended value
of a can be obtained based on the mathematical models, which describes the average volume
of a multimedia message which can be transmitted with the required quality with the specified
operation characteristics of the MANET [5].

Thus, in the article was developed an algorithm for estimating the recommended duration of
audio stream transmission in a MANET. The calculation of this value is based on mathematical
models, which allow obtaining the value of packets number with which the audio communication
session will be carried out with acceptable quality.

As a result of the algorithm execution, the message with the recommended length of the audio
communication session will be displayed on the ad-hoc node screen.

The direction of further research will be the development of software for implementing the
proposed algorithm and obtaining experimental results.
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Abstract. We consider simplified model of genetic regulatory network with a triangle reg-
ulatory matrix W. We study asymptotic properties of the respective system of ordinary
differential equations and focus on the structure of attractors. We conclude that attractors
are a set of stable critical points and no critical points of the type focus are possible.
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1 Introduction

We are concerned with the system





dx1
dt

=
1

1 + e−µ1(w11x1+w12x2+...+w1nxn−θ1) − x1,
dx2
dt

=
1

1 + e−µ2(w21x1+w22x2+...+w2nxn−θ2) − x2,
...
dxn
dt

=
1

1 + e−µn(wn1x1+wn2x2+...+wnnxn−θn) − xn,

(1)

that is supposed to model interrelation between elements of a gene regulatory network ([2]) and
hopefully will help to construct a system of pathways in telecommunication networks([1]). The
regulatory matrix W = (wij) describes relations between elements of a network. An element wij
describes the influence of the element xj on the element xi. There are three types of relations,
namely, activation (wij is positive), no relation (wij is zero) and inhibition (wij is negative).
Often only three values are used, −1, 0 and 1. A number of authors use the continuous scale
that allows to measure intensity of interreltions.

In what follows we consider the general system of n differential equations, but with the specific
triangle matrix

W =

∣∣∣∣∣∣∣∣

w11 w12 ... w1n

0 w22 ... w2n

...
0 0 ... wnn

∣∣∣∣∣∣∣∣
(2)
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Constants wij take values in [−1, 1] \ 0. The system (1) takes the form





x′1 =
1

1 + e−µ1(w11x1+w12x2+...+w1nxn−θ1) − x1,

x′2 =
1

1 + e−µ2( w22x2+...+w2nxn−θ2) − x2,
...

x′n =
1

1 + e−µn( wnnxn−θn) − xn.

(3)

2 Main results

Critical points of system (3) are to be determined from





x1 =
1

1 + e−µ1(w11x1+w12x2+...+w1nxn−θ1) ,

x2 =
1

1 + e−µ2( w22x2+...+w2nxn−θ2) ,

...

xn =
1

1 + e−µn( wnnxn−θn) .

(4)

Since the right sides in (4) are positive but less than unity, all critical points locate in the cube
(0; 1)× (0; 1)× ...× (0; 1).

Lemma 1 There are at most three values xn for the critical points of the system (3).

Theorem 2 The system (3) has at most n3 critical points. Any critical point has the following
characteristic numbers: 




λ1 = −1 + µ1w11g1,
λ2 = −1 + µ2w22g2,
...
λn = −1 + µnwnngn,

(5)

where gi are computable values depending on the coordinates of a critical point.

Corollary 3 The system (3) cannot have critical points of the type focus.
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Abstract. The paper deals with the construction of the set-theoretic model of a protected
virtual environment of information interaction of scientific and educational organizations,
based on description of the relationship of entities and the rules of information exchange. The
composition, structure of classes and their hierarchy are described, which make it possible to
present, using the set theory and predicate calculus, the object model of the organizational-
technical association of subjects of information interaction within the framework of a single
management model and security policy.

Keywords. secure virtual environment; object system model; description of object models.

MSC2010. 03E75; 03B80; 68U35; 94A62.

1 Introduction

Currently, the dominant methodology used in developing applications and information systems
is an object-oriented approach. In this paper, the authors consider the entity relationship
model when describing the virtual environment of information interaction between scientific and
educational organizations. The main link of interaction is the portal, which is considered as a set
of interrelated sections (access objects) that have a hierarchical tree structure of subordination.
For each section of the portal, only one access rule can be assigned to the entire branch of the
object tree due to the inheritance mechanism of the child access rights of the parent object. The
inheritance mechanism can be disabled for the child object and new access rules are assigned,
which will be inherited by its descendants. The set theory and mathematical logic are used as a
mathematical tool for describing the set-theoretic model of a protected virtual environment of
information interaction of scientific and educational organizations [1, 2].

2 Main results

Let P denote a vector consisting of sets of portal objects, and O a vector of sets of subjects
and entities of information interaction within associations, consortia or network structures of
scientific and educational organizations. The protected virtual environment of their interaction
is a set S = {O,P}, and the set of objects of the vector O is an injection into P : O → P .

The authors identified the main elements of the vectors O and P : O = 〈Oi〉, i = 1, 7, P = 〈Pj〉,
j = 1, 10, where O1– regulating governmental organs, O2– external subjects, O3– associations,
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O4– members of the association, O5– units of the association, O6– employees of the division of
the association, O7– security policy of the association, P1– institution, P2– management server,
P3– access control server, P4– users domain, P5– portal resource, P6– access sections, P7– access
level group, P8– access permissions, P9– account, P10– request to the site.

The elements of the vectors O and P are formed, which are sets with a description of their struc-
tural elements and methods of their information interaction. Structural elements are basically
also vectors consisting of vectors or typed data sets. For example, for O4 = 〈O4i〉, i = 1, 5, where
O41– is the vector with the names of the members of the association, O42– is the vector with
the identifier of the member of the association, O43–is the vector with the legal address, O44–is
the vector with bank details, O45–is the vector with the role of the member of the association.

The execution of session requests by authentication in the portal can be formally defined as
P = 〈A,C,D〉, where A = {ai}– is a set of access control nodes (A ∈ P3), i = 1, n; C = {cj}–
set of network control nodes (C ∈ P2), j = 1,m; D = {di}– is a set of user domains in the
network (D ∈ P4). A user domain is a uniquely named user group, which is represented by a
tuple: di = 〈Ui, D

′
i〉, where Ui– the set of users of the i-th domain, i = 1, n, D′i– is a subset

of domains in a network with domain trust relationships di, D
′
i ⊆ D and di ∈ D′i. Each user

domain corresponds to a specific network access control node and conversely, A↔ D. Each user
domain di has a subset of currently logged in users U ′i ⊂ Ui. The network management node is
a tuple ci = 〈S0, R0, D〉, where S0– the set of all active user sessions of the portal network; R0–
the set of all identified requests on the network. An access control node can be represented as a
tuple: ai = 〈Si, Ri, D

′
i〉, where Si– is a set lot of active users of access control session, Ri– a set

of identified requests to an access control node. Session access model:

∀ai : ∃sik ∈ Si, u′qz ∈ U ′q, dq ∈ D′i ⇒ T : sik → uqz,
′ (1)

where ai– access control node, u′qz– the z-th authorized user of the domain dq session sik, q = 1, n,
T– the matching function of the user and his session.

A user request of a secure virtual information interaction environment is considered identified
when it is possible to determine its initiator based on condition (1) by the active session:

∀rikx ∈ Ri : ∃sik ∈ Si ⇒ E : rikx → sik, (2)

where rikx– x-th request to the i-th node containing the label k of the user session, E– the
function of identifying the user session on request.

Thus, to identify a user session (2), it is necessary and enough to have session data only on the
access control node processing the request.

The authors obtained the relationship for all elements of the vectors O and P and their compo-
nents.
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Abstract. It is analyzed the two-dimensional dynamical system that describes the genera-
tion of thermal breakdown in thin semiconductor film included in electrical circuit. On the
basis of the system analysis it is calculated the time during thermal breakdown occurs and
the radius of melted channel in the film which a breakdown result.
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1 Introduction

We follow the theory of thermal breakdown proposed in [1] from the physical viewpoint, but
we use more simple mathematical model that was analyzed in [2]. The model is based on
supposition that thermal breakdown is generated due fluctuations over thermal equilibrium
state connected with the temporally changing temperature distribution T (x, t) in the film if
they exceed a threshold value. When such a fluctuation realized in the film, it increases very
fast due rapidly increasing dependence of the electrical conductivity σ(T ) on temperature of the
film material. At this, the temperature dependence of thermal conductivity κ(T ) of the material
is more slow. Therefore, in the nonlinear evolution equation arises the aggravation evolution due
to a positive feedback. It is modeled the thermal breakdown since through a short time interval
the temperature attains locally the melting temperature of the material in so-called thermal
channel in the film which has small radius.

In the proposed approach we describe the thermal breakdown generation from a unique fluctu-
ation and we construct the dynamical system in terms of two variables: Θ(t) is the amplitude
of the temperature fluctuation, r(t) is the radius of cylindrical thermal channel which arises in
the thin semiconductor film due to the fluctuation. The resulting two-dimensional dynamical
system based on some physical arguments has the form:

cρ
dΘ(t)

dt
= E2Θ(t)

(
σ1 +

1

2
σ2Θ(t)

)
− 2

r2(t)
Θ(t)

(
κ0 +

1

2
κ1Θ(t)

)
, (1)

cρṙ2(t) =
(
κ1 − r2(t)

σ2
2
E2
)

Θ(t) (2)
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where c, ρ, E are some physical values which characterize the material properties and the exper-
imental conditions. Here, we use the simplest nonlinearities in differential equations choosing
above pointed out dependencies in the form

κ(T0 + Θ) = κ0 + κ1Θ , σ(T0 + Θ) = σ0 + σ1Θ +
1

2
σ2Θ

2 .

The problem consists of the setting when the aggravation mode in this dynamical system arises
and to calculate the important breakdown characteristics.

2 Main result

The system (1), (2) is integrable by quadratures but its solution are not expressed by elementary
functions. However, for the breakdown characterization it is sufficient the qualitative analysis
of the system on its phase plane (Θ, r2). Fixed points of the system fill the axe Θ = 0. It is
fulfilled the analysis of the following linearized system near the axe Θ = 0

cρδΘ̇(t) =

(
E2σ1 −

2κ0

ζr2

)
δΘ(t) = σ1E

2

(
1∓ r′∗

2

r2

)
δΘ(t) ,

cρδṙ2(t) =

(
2

ζ
κ1 − r2E2σ2

)
δΘ(t) = σ2E

2(r2∗ − r2)δΘ(t) ,

2

ζE2

κ1

σ2
= r2∗ ,

2

ζE2

κ0

|σ1|
= r′∗

2 .

where the signs (-) and (+) correspond to σ1 > 0 and σ1 < 0. Fixed points with r < r∗ are the
saddle ones at σ1 < 0, but δΘ(t)→ 0, δr2(t) increases and they are not describe the breakdown.
At σ1 > 0 there are two different situations: at r′∗

2 > r2∗, all point (0, r2) with r < r∗ are saddle
and δΘ(t)→ 0 for them, but at r′∗

2 < r2∗, the points (0, r2) with r < r′∗ have the same property
and the points with r′∗

2 > r2∗ are unstable, for which δΘ(t), δr2(t) are the increasing functions.
The latter correspond to the thermal breakdown. At this, the threshold temperature is defined
by the expression

θ∗ =

(
σ1
σ2
− κ0

κ1

)
> 0

if it is positive.
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Abstract. This paper is devoted to the numerical solution of new mathematical models
describing the convective-diffusion propagation of a liquid in a porous medium. To describe
the process we use homogenized equations, which are based on the basic laws of continuum
mechanics. We consider the different regimes of motion, depending of the behaviour of small
parameters arising in problem. The main goal is to show the difference in the difficulty of
finding the unknown values for the homogenized and non-homogenized models.
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1 Introduction

Currently, there are many mathematical models to describe the convective-diffusion propagation
of a liquid in a porous medium on a macroscopic level. These models are generally based on
Darcy’s Law and various modifications of the diffusion equation [1]-[3], where the basic parame-
ters have unclear physical meaning and differential equations derived on the basis of speculative
conclusions. Correction coefficients are introduced to increase the stability of difference schemes
for numerical simulations.

We propose a numerical approximation of the new mathematical models described in [4], where,
first of all, the process is described at the microscopic level using the fundamental laws of
continuum mechanics. Then the mathematical model is simplified and the exact asymptotic
approximation is derived, which adequately describes the physical process under consideration
at a macroscopic level.

2 Main results

Efficient and accurate numerical simulation on micro and macroscopic scales is fundamental to
understanding the basic physical features of the diffusion process in porous media. There are
many difference methods to solve such problems. Finite-difference methods are widely used
because of their simplicity and efficiency on structured grids. However, in the presence of small
geometric characteristics, their direct application leads to unrealistic demands on computer
resources. This is especially noticeable in calculations in the area of several tens (hundreds)
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meters. And in order to take into account the scale of pores of several tens of microns in three-
dimensional modeling, you need about a hundred petabytes of RAM. Therefore, for an accurate
(microscopic) model, numerical calculations make sense only in the two-dimensional case.

All calculations are based on special numerical methods. As a rule, these methods rely on de-
composing the computational domain into elementary subregions, each of which can be loaded
into a number of processor modules that share the same area of RAM. Then, when this domain
decomposition is done, you can use various technologies to solve the problem numerically: ex-
plicit and implicit difference schemes, finite elements, an alternating Schwartz method. The key
point of the approach is the use of different scales in different sub-areas.

It is well known that a combination of different grid scales produces numerical artifacts and the
quality of the numerical method used is determined by the amplitude of the artifacts. In order
to guarantee a reasonable level of numerical artifacts, we used the “intellectual” version of high-
quality interpolation based on the fast Fourier transform with a relative error of approximately
0.0001 - 0.001. The obtained results allowed us to estimate the selected set of small parameters,
scale them and make the appropriate changes in the original models in order to preserve the
basic physical properties of the reservoir flows.

It should be noted that the numerical solution of the homogenized (macroscopic) problem re-
quires significantly less computational power in the absence of the mentioned geometric char-
acteristics. It is revealed that the homogenization characteristics differ in different sub-areas of
the reservoir, therefore, it required the use of different spatial grids in the area [5].
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Abstract. This article provides a brief description of the “Union-Function-Object” system-
object approach, proposes a new way to formalize the “Union-Function-Object” three-
element construction (UFO-element) using descriptive logic (DL). Considered the possibility
of using DL for representing systems in an unambiguous, formalized form. Such logics com-
bine rich expressive capabilities and relatively low computational complexity. DL uses the
concepts of individual, concept and role. The basic theoretical concepts of description logic
(DL) are described on the basis of the ALC DL and it’s extension ALCOQ. A definition of
each part of the UFO element in form of ALCOQ DL was given. The described method of
system-object knowledge modeling allows to obtain logical chains of concepts and connect
them with roles.

Keywords. system-object approach; formalization; element “Union-Function-Object”;
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1 Introduction

Nowadays, systems theory (general or abstract) is at the stage of forming its foundation. The
existing theoretical constructions, no matter how they were called, do not constitute a com-
plete scientific theory. This situation encourages researchers to propose various options for
a systematic approach and use them to create a theory of systems. One of the variants of
such a systematic approach, based on the fact that there is no set-theoretic system theory,
is the ”Union-Function-Object” system-object approach. The system-object UFO-approach is
described by the following main points [1].

The system is represented as a functional object. The function of this object is due to the
function of an object of a higher tier (super-system). The phenomenon of conditionality of a
function of a system as a function of a supersystem is considered as a functional request of a
supersystem for a system with a certain function - an external determinant of the system. It is
the purpose of existence and the cause of the system, i.e. universal system-forming factor, as it
determines the structural, functional and substantial properties of the system. The functioning
of the system under the influence of the external determinant is its internal determinant and
establishes between the system and the super-system the relation of maintaining the functional
ability of a more whole. The process of moving of the internal determinant of the system to its
external determinant is considered as an adaptation of the system to the supersystem request.
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In addition, it is assumed that each system is necessarily connected to other systems. These
links are flows of elements of the deep tier of related systems. The links between the subsystems
of the system - supporting, the links between this system and external systems - are functional.

si = [(Li?, Li!); fs(Li?)Li!; (Oi?, Oi!, Oif)] (1)

Expression (1) is one of the main ways of formalizing the UFO-approach using the Abadi-Kardeli
calculus objects. In this calculus, an abstract object is a collection of methods and fields. Li? -
field of a special object for describing the set of incoming interface flows corresponding to the
incoming connections of the system si; Li! - field special object to describe the set of outgoing
interface flows; fs - a special object method describing the function of the system si, i.e. process
of converting incoming interface flows (system inbound) Li? in the outgoing Li!. In accordance
with the accepted notation in the theory of objects. Oi? - a set of fields that contains the
interface input characteristics of a special object (system si), Oi! - a set of fields, which contains
the interface output characteristics of a special object (system si), Oif - a set of fields, which
contains the transfer characteristics of a special object (system si). At the same time, there are
many fields for describing the object characteristics of the system Oi = Oi? ∪Oi! ∪Oif .

In the same time, description logic and an ontological approach can be used to describe informa-
tion system architectures [1]. Descriptive logic is a family of languages for the formal description
of knowledge. In this sense, the use of DL allows you to describe the elements of the system
with some logical expressions. From the point of view of the authors of this article, the use of
DL to create a new way of formalizing the system-object approach is a promising direction.

2 Main results

Descriptive logic combine rich expressive capabilities and relatively low computational complex-
ity. DL uses the objects of individual, concept and role. One of the most well-known and basic
DL is the ALC logic and it’s extension ALCOQ. ALCOQ logic concept syntax is following [2]:

>|⊥|A|¬C|C uD|C tD|∃R.C|∀R.C|∀R| ≤ NR| ≥ NR|∃R|{a} (2)

Next, we describe correspondence between UFO-elements and expressions ofALCOQ descriptive
logic (2). So, the system si formulates as following expression:

si = Ui u Fi u ∃Rp.Oi, (3)

where Ui = (Li? tLi!) u ∃Rin.Li? uRout.Li! and Fi = Li! u ∃Rf .Li? and Oi = {a1} u ... u {an}.
Rin, Rout, Rf - roles that shows relationship between concepts.

The formalization (3) of the UFO-element using the ALCOQ logic allows us to simulate the
nodal, functional and substantive (object) characteristics similar to (1). Consideration of the
UFO-element in the form of the intersection of composite concepts (concept-object Oi, concept-
function Fi, concept-node Ui). Such formalization makes it possible to describe the system as a
whole in the form of expressions of the form (1).
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Abstract. This article describes a research that examined the leukocytes classification task
on images of blood cells. At the initial stage of this research, the problem of solving the
problem of leukocyte classification task in the hematological analysis of blood was identified
and was performed a review of existing methods for the leukocytes classification and were
marked their deficiencies. According to these deficiencies, was chosen the leukocytes classi-
fication method based on the convolutional neural networks using, also was implemented a
computer system which can be used as a support tool for solving leukocytes classification
task on blood cell images. The computational experiment and testing showed high efficiency
of the implemented computer system relative to the majority of existing the leukocytes clas-
sification methods. In this project we used Python language with TensorFlow and Keras
libraries.
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1 Introduction

The calculation and evaluation of leukocyte formula, which shows the total concentration of
leukocytes contained in the blood and the percentage ratio of their various types, are among
the most important aspects of a clinical blood test. The leukocytes classification task remains
relevant and important to this day, since even relatively small deviations in the leukocyte formula
can show important information about the human health. Determination of quantitative and
morphological features of leukocytes in the blood is used to diagnose not only blood diseases,
but a wide range of other diseases, and also to assess of the state of human health.

As an support tool of medical diagnostics, automated white blood cells classification methods
on blood cell images have been actively used for a long time. The accuracy of these methods
is relatively high, but due to the wide variability of the cells, it is impossible to fully rely on
the results obtained using these methods. It is easy to notice that those existing leukocytes
classification methods, which show the greatest efficiency in practice, are often based on the
principles of using artificial neural networks and machine learning methods.

Using of mathematical model based on functionality of the real biological structures of nerve
cells has a large number of advantages for solving a wide class of tasks. Using of deep learning
eliminates the need to manual determination the features and attributes of an object for its
analysis and classification with replacing complex calculations with simple automatically trained
models.
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2 Program implementation

In this research was solved the leukocytes classification task on blood cell image relative to its
two classes: mononuclear and polynuclear. For program implementation was used the convo-
lutional neural network architecture, designed for image processing. Figure 1 shows the used
convolutional neural network model, which contains three pairs of convolutional layers and sub-
sampling layers, followed by fully-connected model with two layers. This fully-connected model
are used as a classifier for the binary classification task. The created model was trained by an
free data set from the Kaggle platform, containing more the 7 thousand classified leukocyres
images. The training process took place over twenty epochs.

Figure 1: Used CNN model

3 Research results

The final network accuracy based on test data is 97%. Figure 2 shows obtained values of model
error and accuracy while it was training.

Figure 2: Model error and accuracy values

This computer system can be used as an support tool for the white blood cells classification in
the framework of performing hematological blood analysis.
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Abstract. Planar micro-supercapacitors (PMSC) have small sizes and can be placed di-
rectly on a chip and integrated with other microelectronic devices. The present work is
devoted to modeling of PMSC with electrodes consisting of multi-walled carbon nanotubes
(MWCNT) filled by solid organic electrolyte. Using the anomalous diffusion model, we de-
rive an equivalent circuit of PMSC. It consists of constant phase elements corresponding to
ion subdiffusion in the CNT array and in the inter-electrode space, a capacitor and a resis-
tor related to electric double layer capacity and electrolyte resistance. Based on measured
impedance spectra, parameters of equivalent circuit were determined for different samples
and conditions. Memory effect peculiar to fractional-order systems and observed in PMSC
at discharging process is discussed.
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1 Introduction

Recently, several studies have been reported on supercapacitors based on planar configuration
(Fig. 1,a) utilizing graphene, carbon nanotubes (CNT) and conducting polymers with different
forms and architecture (see review [1]). Planar micro-supercapacitors (PMSC) have typical sizes
about 1 cm or even several millimeters and can be placed directly on a chip and integrated with
other microelectronic devices. PMSC studied in this work were fabricated in “Technological
Center” (Moscow) using standard microelectronics technologies [2]. Electrodes consist of multi-
walled carbon nanotubes (MWCNT) (Fig. 1,b) synthesized by catalytic PECVD process, the
system is filled by solid organic electrolyte. The measured voltammograms for produced PMSC
demonstrate forms typical for devices with electric double layer without Faradaic reaction on
electrode-electrolyte interface.

2 Main results

Using the anomalous diffusion model, we derive an equivalent circuit of PMSC (Fig. 1,c, inset).
It consists of constant phase elements corresponding to ion subdiffusion in the CNT array and in
the interelectrode space, a capacitor and a resistor related to electric double layer capacity and
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Figure 1: Planar configuration of studied PMSC (a); SEM image of MWCNT in PMSC (b),
charging and discharging curves for different charging time θ (c).

electrolyte resistance. Based on measured impedance spectra, parameters of equivalent circuit
were determined for different samples and conditions. Parameters of constant phase elements
are determined by fitting impedance spectra. Their typical values are νE ≈ 1 and νCNT ≈ 0.7,
that correspond to normal ion diffusion in inter-electrode space and subdiffusion in CNT arrays
with characteristic exponent α = 2(1 − ν) ≈ 0.6.

Under assumption of linear response, the equation for charging-discharging process is obtained
by the inverse Fourier transformation of the impedance model. Due to the presence of constant
phase elements, the equation contains fractional order derivatives that are operators non-local
in time [3]. As a consequence, memory effect is peculiar to discharging process. The presence
of memory is confirmed by potentiostatic measurements (see Fig. 1,c).
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