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ABSTRACT

We developed a dedicated statistical test for a massivetitateof spot- and facula-crossing
anomalies in multiple exoplanetary transit light curvessdd on the frequentigt-value threshold-
ing. This test was used to augment our algorithmic pipelordransit light curves analysis. It was
applied to 1598 amateur and professional transit obsenabf 26 targets being monitored in the
EXPANSION project. We detected 109 statistically significeandidate events revealing a roughly
2:1 asymmetry in favor of spots-crossings over faculassings. Although some candidate anoma-
lies likely appear non-physical and originate from systegorerrors, such asymmetry between nega-
tive and positive events should indicate a physical difieeebetween the frequency of star spots and
faculae. Detected spot-crossing events also reveal positirrelation between their amplitude and
width, possibly due to spot size correlation. However, tiegdiency of all detectable crossing events

appears just about a few per cent, so they cannot explaisgi¥edransit timing noise observed for
several targets.
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1. Introduction

There is already a long record of starspot studies, inctuttie detection of
spot-crossing events during an exoplanetary transita$8003) tested this method
on HD 209458, based on its light curves analysis, and oldgiaeameters of its
spots (or groups of spots). It was supposed that such an agpean be used
to evaluate some characteristics of spots, such as sizeasitibp, and consecu-
tive transits may provide information about spots evolutidhis method was later
applied to several stars with known exoplanets. For exangilea-Valio et al.
(2010) studied transit light curves of CoRoT-2, the obserdata were fitted us-
ing starspots models with different parameters, such asragaus, intensity and
longitude.

Later on, Tregloan-Reeet al. (2013) developed a method for modeling the
transit and spots simultaneously and introduced an IDL ederprode PRISM and
the optimization algorithm GEMC. Their method was appligttansit light curves
of the WASP-19 system and allowed calculating the stellatian period and the
sky-projected obliquity of the system. The model was lafgtated in Tregloan-
Reedet al. (2015) and used for modeling transits in WASP-6 system. Atylef
other transit modeling routines is available, suclkamt (Montaltoet al.2014) or
StarSim (Herreroet al. 2016). On the other side, Southwosghal. (2019) applied
simply a visual detection of starspots anomalies and mbtikat it was efficient
enough for their goals. Mimik et al. (2017) revealed recurring sequences of spots
in Kepler data of Qatar-2. This allowed them to accuratelasoee star rotation
period as well as planet-star spin-orbit alignment angle.

Bradshaw and Hartigan (2014) studied the lifetimes of spatshe Sun and
other stars, taking into account their magnetic stellaiviigt In particular, for
three main-sequence stars with planets (Kepler-17, CAR&@IBR0T-6), the sizes
and lifetimes of spots resembled scaled values for the Sumatithors emphasized
the importance of combined usage of the photometric datppoimaging, and
analysis of exoplanet transits.

Namekateet al. (2019) studied the evolution of starspot regions based en th
analysis of local minima of light curves. The lifetimes andezgence and decay
rates of the spots were estimated for more than 50 star spaislar-type active
stars in the Kepler database.

Zaleskiet al. (2019) studied differential rotation of the young solapdystar
Kepler-71. Spots and faculae were characterized usingitright curves, and
these results were translated into the maps of magnetigtgciihe characteristics
of light curve variations were determined based on the laginve model of Silva
(2003), and the authors also described (very detailediyxtmstruction of model
light curves taking into account manifestations of stefteagnetic activity. They
applied a pioneer method of using faculae to estimate ttaioot period of a star,
and the estimate was consistent with the value obtained $tarspots.
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Aronson and Piskunov (2019) presented a model-free methedr@nsitimag-
ing technique) for obtaining a map of brightness variatiao®ss the disk of a star
based on information from several transit light curves. yraened to produce a
large database of stellar spot coverage. A map of the stgintbiss distribution
without taking into account spots is obtained by analyzhmgmedian light curve
for several transits, then synthetic light curves are gonted and compared with
observations, on the basis of which the map is updated.

In Netto and Valio (2020) spots on the young solar-type stepl&r-63 are
studied. They applied Silva (2003) method and fitted trdiggit curves, taking into
account possible spot-crossing anomalies. Almost threwlied starspots were
characterized, and it was found that some spots could hasteexor at least 75 d.
Yet another attempt to study the starspot evolution was nfiad&epler-17 by
Namekataet al.(2020). The authors claimed that the evolution and locaif@pots
derived from rotational modulations are significantly eif#nt from those derived
from in-transit spots. However, with an accuracy of up to eseo of magnitude,
their estimates for the rate of emergence and decay of spetsoasistent with
similar values for sunspots. The authors therefore sugddbe similarity of the
processes of spot formation for solar-type stars.

The issue of starspots can also be viewed from another p@intely how they
may affect the best fitting exoplanetary parameters. Ce¢sla(2009) considered
the effect of starspots and faculae on transit light curwnelscm the normalization of
transit profiles. They redetermined the inclination of thigittand the radius of the
planet in the CoR0T-2 system, taking into account data orsplog activity. This
asserts the need to take into account the effects of stellmitg when obtaining
the parameters of exoplanets with an accuracy of betterahancent level.

There are multiple ways how spots can affect estimationxoplanetary pa-
rameters. Spots behind a transiting planet lead to an usiiteedion of its radius,
and if these spots are located near the limb they may causeurecies in transit
duration, hence, in orbital semi-major axis. Near-limbtspzan also trigger a spu-
rious transit timing variation (TTV). Silva-Valiet al. (2010) considered CoRoT-2
system and showed that spot-crossing events disturb ptamameters estimates
by several percent.

Sanchis-Ojedat al.(2011) considered this issue in the context of verifying the
spin—orbit alignment. They used several transits of WABRwd analyzed them
taking the effect of starspot occultations. It was claintest such an approach gives
more constraining result for the sky-projected stellaiqubty than the Rossiter—
McLaughlin method.

Kipping (2012) presented a very detailed description oftioelel, which takes
into account the differential rotation, non-linear limbrkiening, the evolution of
spots, and so on. Theiracula code allows reducing errors in the analysis of pho-
tometric data, as well as to speed-up calculations. Amoheratffects, the model
can take into account the so-calle@V;, or the gain of the apparent transit depth.
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Juvanet al. (2018) developedyTranSpot routine that allows modeling tran-
sit light curves taking into account effects of stellar @tyi The technique was
merged with the MCMC method. The authors tested the methatlesynthetic
light curves, and performed the analysis of WASP-41 system.

As we can see, different researchers agree that spots daéeappearing along
the transit chord may significantly disturb exoplanetamapzeters and lead to in-
accurate conclusions. Therefore, such anomalies musttbetde in each transit
light curve and fitted. However, numerous models and codesatilable that
allows approximating such spot-crossing anomalies. BEffemethods vary from
visual perception to quite complicated codes that takedntmunt multiple effects.
However, the detection of spot-crossing anomalies is aaiggtection task, after
all. We find that statistical issues related to spots dairetnd relevant significance
thresholds have not been studied well enough yet. Withatt heppears difficult
to estimate the reliability of numerous individual resutstained in this domain,
and in particular to resolve practical contradictions ahehbether a given transit
light curve demonstrates statistically significant spatraalies or not (Balueet
al. 2020). This becomes increasingly important when we conghasssive analysis
of large number of transits like in Baluest al. (2019). In this work we present
some mathematical results of how to perform a statisticajlyrous testing of spot
anomalies. We also construct the corresponding compuipaipe and apply it to
our sample ok 1600 transit light curves.

The paper obeys the following scheme. We discuss transitttiat we used,
together with a general overview of their analysis alganithin Section 2. We
present a solution to several mathematical and algoritissies of spots detection
in Section 3. Finally, we discuss the results of our spotedeanalysis in Section 4.

2. Transit Data and Overview of the Full Analysis Pipeline

We used a moderately expanded update of the data used bywBahlg2019).
Presently we have 1598 transit light curves for 26 targeit, w 4- 10° photomet-
ric measurements in total. As before, we use transit phdigrfrem the EXPAN-
SION (EXoPlanetary trANsit Search with an Internationak®tvational Network)
project (Sokowet al. 2018), which involves a network of amateur and professional
observatories. We also use transit photometry availabpeiiplished literature, the
sources are listed in Table 1. We did not aim here to cons&rwamprehensive
transit database, so some objects may possibly miss somenldateta, especially
because not all of them were updated in 2020-2021.

In this work we use a reduced version of the pipeline from Bakt al. (2015,
2019), as implemented in the open-sourcaPeTPACK software (Baluev 2013c,
2018), though augmented with our search of spot-crossingmalies. The lat-
ter part is described below (Section 3), and now we discubstba basic fitting
pipeline.
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Tablel
Sources of the photometric data (not including the EXPANS$ [fDoject)
Target References Note
CoRoT-2 Gillonet al. (2010)
TRAPPIST from Balueet al. (2019)
GJ 436 Gillonet al. (2007)

Beanet al.(2008) HST Fine Guidance Sensor

Shporetret al. (2009)

Cécerest al. (2009) Very high cadence, we binned these
data to 10 sec chunks

Christianseret al. (2010) NASA EPOXI mission

HAT-P-3 Torreset al. (2007)

Chanet al. (2011)

Nascimbenkt al. (2011a)

Manciniet al. (2018)

HAT-P-4 Christianseet al. (2010) NASA EPOXI mission
HAT-P-12  Hartmaret al. (2009)

Leeet al.(2012)

Hinseet al. (2015)

Sada and Ramon-Fox (2016) These data were kindly providéaeby
authors

Manciniet al. (2018)

Alexoudiet al. (2018)

HAT-P-13  Bakost al.(2009)

Szabdget al. (2010)

Nascimbenkt al. (2011b)

Fultonet al. (2011)

Southworthet al. (2012)

Sada and Ramoén-Fox (2016) These data were kindly providédeby
authors

HAT-P-38  Satcet al. (2012)
HD 189733 Bakoet al.(2006)

Winn et al. (2007b) T10APT data involve erratic HID cor-
rection (private communication), we
used data kindly provided by the au-
thors

Pontet al. (2007) HST Advanced Camera for Surveys

McCulloughet al. (2014) HST Wide Field Camera 3

Kasperet al. (2019) Multi-band transmission spectroscopy,
very high accuracy data

Kelt-1 Siverdet al. (2012)

Maciejewskiet al. (2018)
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Tablel
Continue

Target References Note

Qatar-2 Bryaret al. (2012) We assumed BJD TDB for the “BJD”
times.

Manciniet al. (2014)

Qatar-4 Mallonret al. (2019)

TrES-1 Winnet al. (2007a)

WASP-2  Southwortlet al. (2010) Danish telescope clock might have a
shift (J. Southworth, private communi-
cation)

WASP-3  Tripathiet al. (2010)

Nascimbengt al. (2013)
Christianseret al. (2010) NASA EPOXI mission
WASP-4  Wilsonet al. (2008)
Gillon et al. (2009b)
Winn et al. (2009) Superseded by Sanchis-Ojedt al.
(2011)
Southworthet al. (2009a) Superseded by Southwoeettal. (2019)
Sanchis-Ojedat al. (2011)
Nikolov et al. (2012)
Petrucciet al. (2013) These data were kindly provided by the
authors
Hoyeret al. (2013) from Balue\et al. (2020)
Huitsonet al. (2017) from Balueet al. (2020)
Southworthet al. (2019)
TRAPPIST from Balue\et al. (2020)
TESS from Balueet al. (2020)
WASP-5  Southwortlet al. (2009b)
TRAPPIST from Balueet al. (2019)
WASP-6  Gillonet al. (2009a)
Tregloan-Reedét al. (2015)
TRAPPIST from Baluewet al. (2019)
WASP-12 Hebtet al. (2009) These data were kindly provided by the

Chanet al. (2011)
Maciejewskiet al. (2013)

Stevensoret al. (2014)

Maciejewskiet al. (2016)
Maciejewskiet al. (2018)

authors

Partly superseded by Maciejewskal.
(2016)

Multi-band transmission spectroscopy,
very high accuracy data

WASP-35

TRAPPIST




Tablel
Concluded
Target References Note
WASP-50 Gillonet al. (2011)
Sadeet al.(2012) These data were kindly provided by the
authors

Tregloan-Reed and Southworth (2013) Published light cudvad an erratic
BJD correction, we used correct ones
kindly provided by J. Southworth

Sada (2018) These data were kindly provided by the
authors
TRAPPIST
WASP-52  Cheret al. (2017) Multi-band transmission spectroscopy,

very high accuracy data
Manciniet al. (2017)

WASP-75  Gémez Maqueo Chest al. (2013)
TRAPPIST

WASP-84  Andersoet al.(2014)
TRAPPIST

WASP-122 Turneet al. (2016)
TRAPPIST

XO-2N Fernandeet al. (2009)

Kundurthyet al. (2013)
Damasset al. (2015)

XO-5 Burkeet al. (2008)

Palet al. (2009) These data were kindly provided by the
authors

Maciejewskiet al. (2011) Taken from G. Maciejewski personal
web page

Sadeet al. (2012) These data were kindly provided by the
authors

Hinseet al. (2015)

Smith (2015) These data were kindly provided by the
authors

Kjurkchievaet al. (2018) Not clear whether the data are HID or

JD, we assumed HJD UTC

We run only two fitting stages from Baluet al. (2019). Stage 1 represents
an initial fit used to detect photometric outliers. Now weefifid outliers a bit
more aggressively than in Baluet al. (2019). The threshold was chosen close
to 4o, removing about 0.05% of individual photometric measunetsieT his more
strict filtering was chosen because a single outlier may lsinterpreted as a spot
anomaly in some cases. The spot anomalies are detected ga Stavhich was
applied to data already cleaned from outliers.
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Each stage involves a maximum-likelihood fit with a dedidaBaussian Pro-
cess (GP) model that remained basically the same as in Batuav(2019). We
fitted all light curves of a particular target using the saraasit parameters bound
between light curves (these parameters are planet radipsct parameter, tran-
sit duration). The limb darkening was modeled using a quadia@v with fittable
coefficients, but those coefficients were bound for all ligimves belonging to the
same or similar spectral band. For example, light curveaiobt for a particular
targetinRy, Rc, r, or r’ filters all involved the same limb darkening coefficients.

Aside from WASP-12 and WASP-4, which both reveal a quaddgigation of
transit times (Maciejewsleét al. 2016, Boumeet al. 2019, Baluewet al. 2020), no
other target in our list demonstrated statistically sigaifit TTV. Therefore, in this
work we also fix transit times at the quadratic ephemerig(fititable coefficients).
We expect that such a restriction would make our search d¢f@pssing anomalies
more reliable for certain problematic light curves.

Each light curve also included a cubic polynomial to take iatcount pos-
sible systematic drifts. Random photometric noise wasdfitteing a GP model
with mandatory white and optional red component. The whiisenwas modeled
through a fittable jitter term, using the model from Balue@X2a), which is resis-
tant with respect to numeric peculiarities of the likelikldonction. The red noise
was modeled through the exponential correlation functigo(e|At|/T) with fit-
table 1. Red noise was first detected in individual light curves ascdbed in
Baluevet al. (2019), and only robustly fittable red noise terms were idetlin
the model. After that, we tried to fit the red noise in all thenegning light curves
under restriction that their is the same, and again left only those red noise terms
that had a robust fit. Light curves where the red noise rerdaihgtted both in the
free-t and shared- treatment were left with white-only noise model (such light
curves would typically imply a negative red noise, meanihgmoise that we do
not consider).

3. Search of Spot-Crossing Transit Anomalieswith Strict Statistical Testing

3.1. Spot Anomalies Detection: the Statistical Theory

Each spot- or facula-crossing event triggers a bell-likenaaly in the transit
curve that we model by a Gaussian shape:

2

rT]GA(th?uv 0) = KeXp<— (tz El) ) ) (1)

o

where K is the amplitude of the signall being its central time, and being
characteristic width. Such Gaussian Anomaly (GA) is adaethé¢ transit model
Myansitt, P), wherem means magnitude angl is the vector of fittable transit pa-
rameters. Following this conventioi > O for facula-crossings ani < O for
spot-crossings.
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Ouir first task is to detect all statistically significant GAwsa set of the transit
light curves. This can be doreeg, by numeric minimization of thex? function
associated to the modehansii+ Mea. A bit more general approach taking into
account poorly known noise level is to also use a parameiribise model and
to maximize the corresponding likelihood function (Ball&809). The latter ap-
proach can be easily extended to treat the correlated pledticmoisevia the GP
model (Baluev 2011, Baluev, 2013b, Rajpatial. 2015, Foreman-Mackesgt al.
2017, Angust al.2018).

However, when fitting nonlinear models like Eq.(1) we havedlve a compu-
tationally complicated optimization task. This task is mat heavy because the
likelihood function typically has multiple peaks corregping to different posi-
tions in the plane of nonlinear paramet¢pso) . Each such local maximum of the
likelihood corresponds to a single local solution for EY.énd different such so-
lutions appear nearly uncorrelated in terms of their ba#tdipparameters. From a
mathematical point of view, the cause of such a behavior sdroen the following
correlation measure:

2
cortiga, Hea) =

VATSRSITENG dt\

S o) @i o] @

We can see that it decreases for lajge— |y | or for large|log(oz/01)|. Therefore,

if either py » or o1 > differ too much, the two modei,sgi and ugz\ can be treated as
(quasi-)independent ones even though they both are exgrbgdormally the same
function (Eq. 1). Then the entire plarig, 0) is split into a set of “independence
cells” such that correlations between different models are high within a single
cell, while distinct cells are only weakly correlated on@ge. Then total number
of local maxima of thex? (or likelihood) function is roughly equal to the number
of such cells, and each cell would typically contain justragié maximum. Notice
that the amplitud« is a linear parameter, so it cannot generate quasi-indepénd
models: the correlation (Eq. 2) does not dependen. Hence, for eaclp ando
there is only a single best fitting value Kf.

The effect of multiple likelihood peaks owed to nonlineargmaeters is ex-
plained in more details in Baluev (2013a, 2015b). We canmoiwkin advance
which peaks would appear high or low, and we do not have otisrienough prior
information about possible parameters of GAs. So we havéréatty scan some
reasonable domain in thgi, o) plane seeking the highest peak (the global maxi-
mum inside domain). In other words, we should test multigledidate solutions
(Eq. 1), starting each fit from a point inside a separate iaddpnce cell.

A quite similar phenomenon is known for periodograms, witah be viewed
in a direct relationship with the least squares and maxinikelithood fitting (Lomb
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1976, Scargle 1982, Baluev 2014). In this case multiple peglpear because of
the nonlinear frequency parametér The width of each “independence cell” in
the frequency axis is abodtf ~ 1/T, whereT being the time series length. Two
sinusoidal variations that havid, — f1| = 1/T appear independent in terms of
the correlation measure analogous to Eq.(2). This effeaplyi determines the
periodogram resolution: we have to scan the periodograimtivé step~ 1/T at
largest or we may undersample (or even miss) the global marin$o we have to
perform numerous independent fits to determine just a simghiinear parameter,
the frequency.

However, the issues coming from nonlinear parameters are imgportant than
just the increased computing load. An important caveatashly such wide scan-
ning we implicitly test a large number of statistically iq#mdent solutions, each
corresponding to a single likelihood peak. Since all sudtitems are nearly inde-
pendent statistically, this leads to an increased falsigipesrate. This is due to the
statistical effect of multiple testing: to make a mistakéhwsay, 1000 peaks tested
at once is roughly 1000 times more probable, compared togéesiest. This effect
significantly increases all the detection thresholds. énglriodograms theory this
is well known as the “bandwidth penalty”. In our task of GA elgtion a similar
effect should appear, even if we test just a single lighteurv

The general theory of how to treat this effect for an arbytranlinear signal
is given in Baluev (2013a). Mathematically, that theory wassidered with pe-
riodograms and periodic signals in mind, hence all formit@&ide a mandatory
frequency parameter. But this assumption was not critszahll formulae can be
easily promoted to non-periodic GA models like Eq.(1).

In our case the null model iSyansidt) , and the signal is expressed bya(t).
We should perform two fits: for jusinyansit and for Myansit+ Mea, assuming the
parametergl ando to be constant. Given these fits, we can construct the Ibgarit
of the likelihood ratio,, which is a function of our two nonlinear unknowpsand
0. The maximum of (i, ) shall determineyja its location) the best fitting values
for these arguments. Notice thatand o are treated separately because of their
nonlinearity, while the remaining parameters are eithiectbt linear (like K) or
can be linearized approximately about the best fitting pike p).

Since input data involve noisé(p, o) is a random field, while its global max-
imum (it has to be computed numerically) is random quantigrge max( (|, o)
indicates that our light curve cannot be explained well [sf jyansit) and likely
also involves a GA (Eq. 1), while small value means that GAsienlikely to exist
and myansit) has satisfactory accuracy. To derive the detection thidsteparat-
ing these two decisions, we should statistically quantify levels of maX under
the null hypothesis (no GAs).

For that, we should compute the False Alarm Probability (F&Rction, which
is complementary to the distribution function of nax

FAP(z) = P{max{ > z} = 1—Pnax(2), Pmax(2) =PH{¥{ < z}. (3)
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The computation of FAR) is one of primary results in Baluev (2013a). For the
dimension two (two nonlinear parameters) its approximation looks like

1
FAPz(Z) ~ ZAze_Z\/Z A = 3
21

detva(n’)

(4)

where D is the domain in the(p,o) plane that we scan for possible GAs, and
var(n’) is the 2x 2 variance-covariance matrix of the gradient of an auxiliar
Gaussian random field defined asn(y,0) = ++/2¢(Y,0), with the sign taken
from the best fittingK .

In Eq.(4) we removed an additional correction term resgwasor the bound-
ary maxima, when the global maxima is attained on the boyndfa®. This is
because in our algorithm such cases are treated as uneeg(&e® below) and are
eliminated from the investigation, and so they cannot gatedalse alarms.

Now, given a small detection threshold FARve may claim that our light
curve reveals a statistically significant GA, if FARax{) < FAP* for the particu-
lar max{ computed from the actual data. The best fitting GA parametershen
given by the position of mak. Otherwise, if FARmax{) > FAP*, the light curve
is consistent with a clean transit.

Eq.(4) refers to a 2D domain in tHg, o) plane. However, 2D scan may appear
computationally hard, and we may replace it by a 1D one, irctwiie fix o at a
reasonable prior value. Such a simplification is justifietblwebut here we can
give a 1D version of Eq.(4) for this case:

T2
1
~ —Z —_ !/
FAPi(z) ~2A1e7%, A= 2T[/,/var(r]u) du. (5)
T

In this formulao is assumed constant, so we integrate only quer

The coefficientA in Egs.(4-5) is responsible for the penalty of multiple peak
testing. It is not obvious yet and still needs to be compute&ection 4 of Baluev
(2013a), expressions of two types were considered: préoisaulae (slow) and
analytic approximations (fast). The latter ones were @eri@ssuming a periodic
signal in place of our GA, so they need to be promoted to canditof our task.
The analytic approach is based on the so-called approxamafi “uniform phase
coverage”, where various summations of periodic functioves the discrete time
series are replaced by analytic integrals over a singl®gefihis cannot be used in
our task directly, because the GA signal (Eqg. 1) is non-gcidout we can apply
an equivalent approximation. Namely, we can replace thessry summations
by integrals over the entire time span, assuming that ohens come with a
constant cadence and the time span is large. Then, usingdifiea formulae of
Section 4.1 of Baluev (2013a), we obtained the following:

1
var(n’) ~ <282 i>7 \/detvafn’) 2 5=, y/varn 0\/2 (6)

202
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Let us define the parametric domaih as a rectangle withu € [T1, Ty] (typically,
the transit duration range) ame [Z1,25], and then

T2—T1<1 1) T-T
- — ), A= . 7
o \Z1 22 ! 2102 (7

Notice that Eqgs.(6-7) requirE;» < T, — T;. This allowed us to make several
simplifications, in particular by neglecting the corredaitbetween GA and the null
model, corfmyansis Mea). These approximations also do not involve correlated
noise models (noise is assumed to be white).

As we can see, there are many assumptions and hence multiigletipl vul-
nerabilities with the approximation (Eq. 7), but it remaid obvious how accurate
it can be until we compare it with a better assessment.

More accurate formula foA comes from the matrix decompositions of Sec-
tion 4.2 of Baluev (2013a), namely we use adapted versioiiyef(42-44) from
that paper. First, rewrite our GA asga = Kg(t, 1, 0) and determine the full Fisher
information matrix of our compound mod&kansi(t) + Mea(t):

((5)e) @ (m) (3
= : 8
e e (@) ) | 7
(p=)'2) (o) (32) (&)
Here triangular brackets designate the weighted summatien the time series
(substituting the best fitting from the null model).

After that we should compute the Cholesky decompositipa: LLT, where
the low-triangular matriXL. would look like:

Az

=
8l&
=

—la

Loutpur 0 0 0O
Lnun lkk O O
I—u,null IuK |uu 0
I—o,null IGK Iop Ioo

L= (9)

Now we only need the diagonal elements of the bottom-rightsg block, Ik ,
Iy, @andlgg. Using them,

[l I
\/detva(r]’):‘l‘z—:’, ,/var(rm):ﬁ. (10)

K

These quantities can be further integrated numericallygusécond formula of
Egs.(4-5), and so we obta.

Even this way of computing the FAP is not entirely precisesause we still
used several hidden simplifying assumptions: (i) the n@s«till white, (ii) we
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use pure least-squares fittirigg., there is no fittable noise (noise is known), (iii)
original models from Baluev (2013a) assumed strictly Imegansit, SO we per-
formed its hidden linearization with respectpoin the vicinity of the best fitting
points. The last two issues were already discussed in B&R@8a) and they are
likely negligible, if our models are not ill-fitted. For exate, the FAP formulae
simply become “more approximate” but still valid, if in plof pure least squares
we apply the maximum-likelihood method with a fittable noigéhis is because
the corresponding Fisher information matrix has zeros éndff-diagonal blocks
responsible for correlations between the noise and cumaeeters (Baluev 2009).
The linearization ofmyansit about the best fitting null model also should not break
resulting approximations, if the fit is robust. However, thist issue (correlated
noise) is important because red photometric noise is qypiedl.

Correlated noise models were not considered in Baluev @0b8t the neces-
sary formulae are not hard to obtain by a minor modificatioe.n&ed to recompute
the Fisher information matrix (Eq. 8) for the general likelod function involving
a GP noise model (Baluev 2013b). It appears that we simplyg teeeplace the
time-series summation operatidg) in Eq.(8) by the following bi-linear form:

(xy) — x"V 1y, (12)

whereV is the covariance matrix of the noise (at the best fitting mddel). No-
tice that this bi-linear form can be computed faster, pmditirom the Cholesky
decomposition o¥/ :

(xy) — X'V ly = (L) T(LyYy), vV =Luly. (12)

The rest of the computation remains the same.

Summarizing all the above, a GA candidate can be testeddbststal signif-
icance using Eq.(4) or Eq.(5) and: (i) a fast entirely analigrmula (Eq. 7), (ii)
slow but more accurate formulae (Egs. 8-10) that still agsonly white noise,
(i) even slower version of the last set, augmented by HqJ.{d take the red noise
into account.

We find that Eq.(7) is not very accurate in practice. The axpration Eq.(6)
has satisfactory accuracy only in the middle of a transiemimyansic varies slowly.

In the ingress or egress phasegansic Varies faster, so that its correlation with
Mmga is not negligible. The value oy computed using Eq.(10) is typically 30—
50% larger than the analytic value Eq.(7). The red noiserafent, also triggers
an increase ofA;, depending on the parameters. In our practical computtion
numeric values folA; appeared mostly in the range from 2 to 5. This means that
we should typically have about a few or ten likelihood peagsegach light curve.
This penalty is not as large as the periodogram bandwidthlperut still it is a

big factor that cannot be neglected.

Larger A means larger detection threshold (less number of GAs pagesh).
That is, using undervalued would lead us to excessive number of false GA de-
tections, so we did not use the fast formula Eq.(7) for adBfaltesting. However,
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Eq.(7) and associated expressions are useful to understanihsk better. For
example, since elements of the matrix Eq.(6) are basicalliamces of the likeli-
hood function gradient, their inverse values estimateay@width of the likelihood
peaks. This width appeasy/2 both inp and ino variable. This information can
be used to construct a scan grid with an optimal resolution.

3.2. Spot Anomalies Search and Verification: Practical Atpe

When we started to test the method of GA detection in prddtigd curve data,
several additional issues appeared. We highlight threbesfit (i) slow comput-
ing speed, (ii) various subtle model inaccuracies and ndigis have a tendency
to trigger detection of highly-correlated GAs, renderihg transit model nearly
degenerate, (iii) it appeared difficult to disentangle reisa from GAs.

Concerning the issue of slow computation, it cannot be adicompletely,
because we have to test all probe GAs located in distincpe@ence cells of the
(w,0) plane. However, the speed can be improved if we could replecéull 2D
scan by a 1D one with fixed. Such a replace appears justified by the following
explanation.

Let us first estimate typical practical range for the spalssing duration (the
o parameter). This range depends, primarily, on the stedistiistribution of the
spot impact parameterdefined as the distance between planet trajectory and spot,
divided by the planet radius. The widest GAs would appear when planet crosses
a spot by its equators(= 0), while “grazing” spot-crossingss(close to 1) would
generate GAs with smaly. In theory, GAs may have arbitrarily small width, but
too narrow spot-crossings: (i) are statistically rarg,diie difficult to detect due to
a small amplitude. The quantityis distributed uniformly in thd0, 1] range, so its
median value is 1/2, while 90% of events occur $or. 0.9. From the other side,
if the planet disk is circular (and spot itself is small) thée spot-crossing half-
duration isTsper= V1 — S°Tp, WhereTy, is time that planet takes to pass its radius.
Therefore, the median half-duration of a spot-crossing.81Q,, while 90% of
cases have half-duration longer thad44, . As we can see, narrow events are
statistically rare, with only= 13% occurrences below half of the median duration.

Additionally, physical spot-crossings should not be vergay Small spots
cannot generate events lasting longer thag .2If a spot (or spot group) is big,
compared to the planet, then the event may last somewhaidng spot-crossings
wider thane.g, twice of the above value are not very likely.

Based on these considerations, we adopted the followirspnedle range for
a spot-crossing widthjlog(o/o¢)| < p, wherep =log2~ 0.7 and g; is some
central value. Basically, this range is froo/2 to 20.. The value ofo.; should
correspond to the median half-duration8 T . Notice, however, that we cannot
just equate these two quantities here, because we apprexspat-crossing by a
Gaussian shape (Eqg. 1), while the actual anomaly should noate box-like (if
the spot is not large). The best fitting valueaf can be obtained by maximizing
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the correlation (Eqg. 2) between the GA and box-shaped aryomitd a given half-
duration Tspot. By performing this maximization numerically, we obtainttht

Given sucho-range for spot-crossings, its log-scale width appears=2.4.
Simultaneously, we already know that likelihood peaks &hbave typical width
of 0v/2 along theo axis. This corresponds to the width ¢f2 in logo, nearly the
same as ouo-range. Therefore, suah-range may embed only a single likelihood
peak, and we do not need to formally scan this range. It ieaate to simplify
our task by scanning only along theparameter (within the transit range), fixing
0 = 0.. We first perform such initial scan to detect preliminary Gandidates
using our 1D criterion (FARz)), and after that all the detected GAs are refitted
using freeo. After this fit, to ensure that all GAs would be detected infille2D
scan as well, we re-verify them based on the 2D criterion (fAF. Moreover,
the coefficientA; is also computed using simplifications, in order to avoigkclir
2D integration. We first computé; using accurate formulae (Egs. 8-10) and then

correct this estimate by the factéf = 2\/%sinhp ~ 1.2 that follows from solely
analytic formulae (Eq. 7).

The second issue appears when our algorithm tries to use a @i&lrto fit
something not suitable. This includes attempts to fit lcewgat drifts by a near-
degenerate superposition of Gaussians. Such trends aaelalmodeled by cubic
polynomials and using a red noise GP model. Even if these Inagpear partly
inaccurate, it is inadequate to use GA shapes (Eq. 1) farditiny residual longer-
term variation, as this leads to degeneracy issues and mdydean over-fit effect.
To reject such cases we verify that each our GA satisfiesilitiecriteria: (i) after
full 2D fit our GA remains within the domairD: inside the transit range in terms
of 4 and inside the required-range, (ii) the value ob is smaller than AT, with
T being the light curve time span, (iii) all GAs detected in game light curve
must have small enough correlations (Eq. 2), namely smialéar 1/3. If some GA
failed any of these reliability criteria, it was removed @ahd model was refit with
remaining GAs which were re-verified anew. Last detected @Ase removed
first. The light curve with one or more unreliable GA was nodgentested for
more GAs (in practice all such light curves demonstrateddveoisy variations
that were fitted as large-magnitude correlated noise).cddliat our domain tests
are applied taking into account uncertaintiegliand o, that is we keep GAs which
nominal values are formally out of the domain, but the donséiihintersects with
the uncertainty ranges.

The third issue is to disentangle GAs and correlated noised & quasi-
periodic noise often demonstrate long-living variatiohattcan be represented
through a superposition of GAs. However, if fitting the redseothrough a GP
model typically increases uncertainties in other pararseféting multiple GAs
often causes an overfit effect with undervalued unceresntwed to a mock reduc-
tion of the residualsms. Therefore, it is important to avoid erratic interpretatadf
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correlated noise through GAs. But the opposite misintegpian is also undesired,
since our goal is to detect spot-induced GAs, after all. Moee, cases may exist
where we cannot statistically distinguish these two imetgtions, “white noise +
GA’ or “red noise without GA’. This ambiguity is difficult toesolve in any other
way but through a prior prioritization of the models.

We adopt such an algorithm that resolves this ambiguity worfaf the GA
model. However, if at any step the GA term appears suspicimgsstatistically
insignificant or non-trusted due to strange values of pararsewe fallback to the
red noise model without this GA. Thanks to such a behavior weat fit light
curves using GAs if the GA model itself does not look well jlistl. The entire
algorithm is as follows.

1. Perform initial 1D detection of GA candidates, filteringesy unreliable ones
and assuming only white noise. This would likely produce mewhat ex-
cessive list of GAs.

2. Run the red noise detection algorithm (Baleewal. 2019) as detailed above,
but also taking into account all preliminary detected GAs.

3. Retest the GAs in the 2D framework, also filtering away liaioée ones
(GAs parameters might change so some of them may no longethmaseli-
ability tests), and using the red noise GP model. Many of tAecéndidates
do not survive this stage.

4. Those light curves where we removed a GA should be retéstqubssible
red noise again (it will likely appear fittable if it was notéible before). This
assumes a return to step 2.

5. Steps 2-4 are iterated in a loop until the solution is 8. In the end we
have all red noise terms robustly fittable and all GA candigiatatistically
significant and passing the reliability tests.

4. Results

In 1598 transit light curves our analysis pipeline detedt@fl potential GAs.
All these GA candidates are shown in Fig. 1, in the form of a 2yhm “ampli-
tude — width”. We assumed the FAP threshold of 0.0027, whielams, formally,
that we should have about 4 statistical false positivestal.tblowever, one should
bear in mind that this estimate refers to particular adoptedels and involves
various hidden assumptions about photometric noise.

All light curves with detected GAs are plotted in Figs. 2—% these plots
we show the original light curve data with their best fittingael, their “partial”
residuals (everything subtracted except candidate GA),nandel of the GA (or
multiple GAs, if present). We also print additional data &ck plot, including the
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Fig. 1. All detected GAs in the amplitude—width diagram. Widlioe a slightly inclined concentration
of negative GAs potentially reflecting physical spot-cingsevents. Two horizontal lines label the
range where a GA should reside (taking into account its taicgies) to pass the reliability test.

fit rmsand red noise parameters, if the red noise was fitted. Tledgidimply the
file name used in the Baluest al. (2019) data release. It contains the date of the
observation, target name, name(s) of the observer (or fitkbaof a paper and a
year), and generic filter information.

The primary obvious property of our GA set is large asymmbétyeen posi-
tive and negative GAs, 38 cases against 71. The negativeitisg that may refer
to spots) are clearly dominating. Such imbalance is diffimuéxplain by statistical
errors, instrumental issues, or inaccuracies of the aisalyscause then the number
of positive and negative GAs should be approximately egbakn if all 38 posi-
tive GAs were artifacts unrelated to stellar physics, theber of artifacts among
negative GAs should be approximately the same, so we havessathan~ 33
physical spot-crossing events. Negative GAs form a cleaceotration, outlined
in Fig. 1. Moreover, this concentration seems slightly imedl, possibly reflect-
ing a natural correlation with spot size (smaller spot — $sn&A width — smaller
GA amplitude). We fitted the logarithmic linear regressiogd = alog|K| + b,
restricting it to only negative GAs witfK| below 1/2 of transit depth (more physi-
cally reasonable cases), and we obtaiaed0.29+0.10, a statistically remarkable
value. Concerning positive GAs, we did not detect any clearetation and it is
not obvious in Fig. 1.
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Lightcurves with spot- or facula-crossing events: Corot-2
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Lightcurves with spot- or facula-crossing events: HAT-P-3
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Fig. 2. GAs detected by our pipeline (Part 1: CoRoT-2, GJ #43€,-P-3, and HAT-P-12).

Simultaneously, the number of non-physical GAs is likelsgga Some neg-
ative GAs havelK| greater than transit depth. This is not physical, since & spo
cannot have negative brightness. If we look into partictrkansit curves, far not all
of them reveal a convincing GA signature. It may appear thapdpeline tried to
fit some sudden noisy spikes or instrumental events that &um@del could not
predict statistically. In some cases the residuals reva#d bf a non-stationary sta-
tistical behaviorg.g, variable variance. Those cases are also out of our algorith
responsibility: it will approximate such a non-stationaise by a stationary GP
model with average parameters. Some GAs solely depend ba gisgle photo-
metric observatione.g, a Manciniet al. (2014) light curve for Qatar-2, dated by
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Lightcurves with spot- or facula-crossing events: HAT-P-13
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Lightcurves with spot- or facula-crossing events: Kelt-1
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Fig. 3. GAs detected by our pipeline (Part 2: HAT-P-13, HD 183, and Kelt-1).

2012-04-21 (Fig. 4). This point comes right after a gap inligbkt curve, so it

seems to be a deviation caused by a cloud or an instrumeiitakfthat was not
cut away in full. As such, the GA remains unreliable even giothe suspicious
observation was not classified as outlier in Stage 1. Finallyery accurate data
like HST observations of HD 189733, it seems that we triedtteifher inaccura-
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Lightcurves with spot- or facula-crossing events: Qatar-2

2012-04-21_Qatar-2b_Mancini2014_MPG_Gfilter 2012-04-21_Qatar-2b_Mancini2014_MPG_lfilter 2012-04-21_Qatar-2b_Mancini2014_MPG_Riilter
gg rms=2.5 mmag; 0ye4=1.3 mmag; T,e4=2.1 min 50 rms=0.86 mmag; 0,64=0.72 mmag; T,e4=2.1 min 50 rms=0.71 mmag; 0,04=0.32 mma-g: Treg=2.1 min
S 50 [ : < 40 o - < %0 =
£ 40 § £ 30 2 30
R T 4 g 1 g 1
£ 2 £ 20 £ 20
=41 < vod < Vg
£ o g 10 N g 10 Nind
£-10 \\ ,/ £ o £ o
-20 V
30 10 -10
-150 -100  -50 0 50 100 150 -150 -100 -50 0 50 100 150 200 -150 -100 -50 0 50 100 150 200
t-to [min] t-to [min] t- e [min]
2013-05-29_Qatar-2b_CarlColazo_None
Zg TMS=1.7 mmag; 0,54=0.56 mmag; T,og=2.1 min
g 50
g 40
2w ]
g 20
E 10
. \
10
-150  -100  -50 0 50 100 150
t-t, [min]
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Fig. 4. GAs detected by our pipeline (Part 3: Qatar-2 and IQ8ta

cies of the quadratic limb darkening model, or an effect gbenfect detrending,
through GAs.

Many such cases have to remain inconclusive, because thssifccation can-
not be performed based on just a single photometric curvihoAgh several tran-
sits in our database were observed from independent siisgjgually did not ap-
pear helpful enough, because the photometric accuracgsvior different sites.

To clearly ensure that a particular GA is a physical crosswent rather than noise
artifact it is necessary to have a complex same-high-quatitlti-site and multi-
channel (includinge.g, spectral) observations of a single transit. This would be
too expensive program perhaps, but in view of our results most important to
seek such comprehensive characterization for positive BAisindicate faculae-
crossings.

*For example, the WASP-4 transit light curve on 23.08.200&bythworthet al. (2019) reveals
a spot-crossing event. This transit was simultaneouslgnvls by Hoyeret al. (2013) from two
telescopes, but those two light curves appeared too noisy fobust verification. Nearly the same
story is about 23.09.2008 facula-crossing event detent&adiithworttet al. (2019) data. See Fig. 6.
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Lightcurves with spot- or facula-crossing events: TrES-1
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Lightcurves with spot- or facula-crossing events: WASP-2
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Lightcurves with spot- or facula-crossing events: WASP-3
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Fig. 5. GAs detected by our pipeline (Part 4: TrES-1, WASRf2) WASP-3).

5. Discussion

We developed an algorithmic pipeline that allows us to penfonassive de-
tection of GAs that possibly refer to spot- and facula-drigg®vents in transit
light curves. Although the algorithm was based on a stati#lyi rigorous mathe-
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Lightcurves with spot- or facula-crossing events: WASP-4
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Fig. 6. GAs detected by our pipeline (Part 5: WASP-4).

matics, it relies on particular models: Gaussian model efghomaly, quadratic
limb-darkening law, exponential correlation function bétnoise, and a stationary
GP model. Any of these models may turn inadequate for a pdatitight curve,
or it may involve statistically unpredictable instrumdraa weather events. Be-
cause of all these factors, our algorithm collects weirdesystic patterns together
with physical spot- and facula-crossing. Therefore, itésessary to develop ad-
ditional post-filtering criteria rejecting unreliable GAs.g, those that depend on
just a single measurement, or which involve sudden lightejumps, or the noise
demonstrates non-stationary behavior).

However, we can already conclude that our pipeline is pegtigient in what
concerns the automated detection of spot anomalies in gatad Eor example, for
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Lightcurves with spot- or facula-crossing events: WASP-5
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Fig. 7. GAs detected by our pipeline (Part 6: WASP-5 and W/&P-

WASP-4 we detected 4 of 6 spot-transit events found by Souttvet al. (2019).
One their proposed spot-crossing did not pass our reliphést (it appeared too
wide) and the other one appeared statistically insignificaat in exchange we
detected two other spot-crossings and one facula-crossthgir data. We believe
this agreement is good enough, and simultaneously our médmmore solid math
grounds in comparison with visual detection approach bytiSeorthet al. (2019).

One of our underlying goals was to improve transit timingueacy by model-
ing spot anomalies. As noticed in Baluetal. (2019), there is typically an excess
jitter in measured transit times, and this effect clearlpatels on the star. For
example, HD 189733 revealed a significant TTV jitterefl.5 min beyond uncer-
tainties, likely indicating its larger activity in compadn with other targets. Our
hypothesis was that by performing massive spot detectidmasdeling, this TTV
jitter can be removed. However, for HD 189733 we detectedapmately an aver-
age relative number of GAs, and many of them did not look auringly robust af-
ter all. The resulting effect on TTV variance seems rathgtigile, because only
a few per cent of light curves revealed GAs. Simultaneouwséy,detected many
apparently reliable spots for targets like WASP-4, WASR &Rl WASP-12, which
all have paradoxically small TTV jitter. It seems that théaty-related TTV jitter
comes from another physical phenomena, not directly rtkateetectable spots.

Yet another issue comes from ambiguous interpretationatfaspomalies. Too
often the models “transit+spot” and “shifted transit” appstatistically indistin-
guishable. In fact, most of the moderate shifts of transi-titnes can be equally
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Lightcurves with spot- or facula-crossing events: WASP-12
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Fig. 8. GAs detected by our pipeline (Part 7: WASP-12).

explained by spot anomalies in the ingress and/or egressephaAn example is
the single WASP-4 Huitsoat al. (2017) light curve where we detected two “side”
spots (Fig. 6). If we did not fix its mid-time at a quadratic ephemeris, we vebul
likely select a more simple light curve model with only onetbése GAs with
roughly doubled amplitude. This would result in a shifteditig, either positive
or negative, depending on which GA we discard. Such casggetriambiguous
interpretation of the data and bi-modal timing estimatameTseries of this type,
with bi-modal measurements, are quite unusual and thelysinaneeds a better
understanding.

TSuch paired GAs may also be caused by an inaccuracy of thedaritening model, however it
seems unlikely in this particular case, because the limkettéing was determined based on all four
Huitsonet al. (2017) light curves. So the issue is that one of these lightasy shown in the plot, has
a significantly different shape than three others in average
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Lightcurves with spot- or facula-crossing events: WASP-50
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Lightcurves with spot- or facula-crossing events: WASP-52

2013-07-18_WASP-52b_Kent_Mantgomery_None 2013-10-20_WASP-52b_Mancini2017_CA_Rfilter 2014-07-23_WASP-52b_Mancini2017_MPG_Rfilter
70 r 70 70
[ _rms=1.7 mmag [ rms=0.86 mmag [_rms=0.6 mmag
__ 60 __ 60 __ 60
geof %*Q_ g 50 4 5 g%
g 40 g 40 m g 40 x
£ 30 £ 30 Y i £ 30 L §
g 20 g 20 Sy e g2 g
£ 10 £ 10 £ 10
£ | £ £
0 ‘ 0 0
-10 L L -10 -10
-100-80 -60 -40 -20 0 20 40 60 80 100120 -150 -100  -50 0 50 100 150 -150 -100 -50 0 50 100 150 200
t-tg [min] t-tg [min] t-t [min]
2014-07-24_WASP-52b_Mancini2017_danish_Rfilter 2014-08-07_WASP-52b_Mancini2017_danish_Rfilter 2014-08-21_WASP-52b_Mancini2017_danish_Rfilter
7 7 7
68 TMS=0.54 mmag sg TMS=0.67 mmag ag TMS=0.77 Mnag, 0,0q=0.27 MMag; T,eq=6.2 min
§ 50 m— y @ 50 |- . y =Y E 50 PRBArl,
g 40 g 40 g 40
£ 2 kY f g 2 i / ) A ;
= Nl = L = N/
£ 10 £ 10 £ 10
E E E
0 0 0
-10 -10 -10
-100 -50 0 50 100 150 -100  -50 0 50 100 150 200 -150 -100  -50 0 50 100 150
t-te [min] t-tg [min] t-t, [min]
Lightcurves with spot- or facula-crossing events: XO-2N
2018-04-06_X0O-2b_MarcBretton_|filter
45 - T —
40 rms=1.5 mmag
=35 m
£ 30 |
o 25
2 20
= 15
210
£ 5
E 0
-5
-10
-150 -100  -50 0 50 100 150
t-to [min]
Lightcurves with spot- or facula-crossing events: XO-5
2009-11-24_XO-5b_Sada2012_Jfilter 2017-02-17_XO-5b_Kijurkchieva2018_Rifilter
50 T T T rms=2.4 mmag 40 | T ]_rms=1.5 mmag
S 40 T = 35|
3 3
230 £ 3 ]
g o 25 1
£ %
< <
g g 10
£ 0 E 5
€ 10 E 0
20 -10
-200 -150 -100 -50 0 50 100 150 200 -150 -100 -50 0 50 100 150
t-tg [min] t-tg [min]

Fig. 9. GAs detected by our pipeline (Part 8: WASP-50, WAZP>80-2N, and XO-5).
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