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ABSTRACT

We present results from a data challenge posed to the radial velocity (RV) community: namely, to quantify the

Bayesian “evidence” for n = {0, 1, 2, 3} planets in a set of synthetically generated RV datasets containing a range of

planet signals. Participating teams were provided the same likelihood function and set of priors to use in their analysis.

They applied a variety of methods to estimate Ẑ, the marginal likelihood for each n-planet model, including cross-

validation, the Laplace approximation, importance sampling, and nested sampling. We found the dispersion in Ẑ across

different methods grew with increasing n-planet models: ∼ 3 for 0-planets, ∼ 10 for 1-planet, ∼ 102-103 for 2-planets,

and> 104 for 3-planets. Most internal estimates of uncertainty in Ẑ for individual methods significantly underestimated

the observed dispersion across all methods. Methods that adopted a Monte Carlo approach by comparing estimates

from multiple runs yielded plausible uncertainties. Finally, two classes of numerical algorithms (those based on

importance and nested samplers) arrived at similar conclusions regarding the ratio of Ẑs for n and (n + 1)-planet

models. One analytic method (the Laplace approximation) demonstrated comparable performance. We express both

optimism and caution: we demonstrate that it is practical to perform rigorous Bayesian model comparison for ≤3-

planet models, yet robust planet discoveries require researchers to better understand the uncertainty in Ẑ and its

connections to model selection.

Keywords: techniques: radial velocities — methods: data analysis — methods: analytical — methods:

numerical — methods: statistical — planets and satellites: detection — stars: activity
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1. INTRODUCTION

Early Doppler surveys of nearby solar-like stars pro-

vided the first census of exoplanet systems. Relatively

massive and short orbital period planets with strong ra-

dial velocity (RV) signals made up most of this sample,

but instrumental upgrades and extended monitoring fa-

cilitated the detection of lower mass and longer period

planets. State-of-the-art RV instruments can reach pre-

cisions better than 1 m/s, and continued improvements

in spectrograph technologies and stellar modeling (see

review by Fischer et al. 2016) hope to achieve a precision

sufficient to detect an exo-Earth, an Earth-mass planet

orbiting at the habitable zone distances from their host

stars. This is roughly 10 cm/s for a Solar mass star.

The journey to this milestone has been fraught with

methodological and astrophysical hurdles. One of the

most notable are new stellar processes that emerged at

the ∼1 m/s level, including but not limited to starspots

rotating in and out of view, plages, granulation, stel-

lar oscillations, and long-term stellar activity cycles

(Bastien et al. 2014; Cegla et al. 2014; Haywood et al.

2014). Some of these nuisance signals have been pre-

viously mistaken as low mass and/or long period plan-

ets, until follow-up photometric or spectroscopic activ-

ity measurements could explain the observed periodici-

ties otherwise (e.g., Robertson & Mahadevan 2014; Kane

et al. 2016). In some cases, false positive detections can

arise from aliases in the RV time series itself (e.g., Daw-

son & Fabrycky 2010; Rajpaul et al. 2016).

In light of these challenges, the RV community needs

to improve their analysis of RV data. Dumusque (2016)

and Dumusque et al. (2017) posed a data challenge to

the RV community, in which teams had to disentangle

planetary signals from other nuisance signals using a

set of synthetically generated RV data and activity in-

dicators (bisector span, full width at half maximum of

the cross-correlation function, the calcium activity index

logR′{hk}) and whatever methods they deemed appro-

priate. Methods that performed best took into account

activity indicators, incorporated correlated noise mod-

els, and imposed some kind of Bayesian framework. In

the longer term, many groups have strayed from a tra-

ditional frequentist framework, which attempts to reject

the null hypothesis of a no-planet model being compat-

ible with the RV data, and experimented with various

algorithms to compute a quantitative evidence for n ver-

sus n+1 planets. The Bayesian “evidence” refers to the

fully marginalized likelihood, i.e.,

Z ≡ p(~d|M) =

∫
p(~d|~θ,M)p(~θ|M)d~θ (1)

where ~d is a set of real velocity data, M is the underly-

ing physical and noise model, and ~θ is the set of model

parameters that describe M. For two models M1 and

M2, one can update p(M1)/p(M2) (the ratio of model

prior beliefs) with p(~d|M1)/p(~d|M2) (the Bayes factor)

to calculate p(M1|~d)/p(M2|~d) (the posterior odds ratio,

POR).

The art of exoplanet detection ultimately comes down

to a decision on whether or not the data support the ex-

istence of a planet. The Bayes factor can be interpreted

against empirical scales (Jeffreys 1998; Kass & Raftery

1995a), see for example Gregory (2007). However, to

make decisions with known false positive and false neg-

ative rates, thresholds on B (or correspondingly POR)

need to be calibrated with extensive simulations.

In this work, we focus on the preliminary step to-

wards such Bayesian exoplanet inference: numerically

reliable computation of Z. In particular, we would like

to know if different methods converge to similar conclu-

sions about the evidence for n-planets, given the exact

same datasets and assuming the exact same noise model

and prior beliefs? Some examples in RV of methods

for computing the Bayesian evidence include thermo-

dynamic integration (Gregory 2007), nested sampling

(Feroz & Hobson 2014), geometric path Monte Carlo

(Hou et al. 2014), transdimensional MCMC (Brewer

& Donovan 2015), and importance sampling (Nelson

et al. 2016; Jenkins et al. 2017). The above studies

were applied to real RV data for systems with suspect

planets. The methods were not developed in the same

context; each study considered a different RV dataset,

noise model, and set of n-planet hypotheses, so the rela-

tive strengths of these model comparison algorithms are

largely unknown. Ford & Gregory (2007) compared sev-

eral methods for 0 and 1-planet models and Guo (2012)

applied some promising methods to multi-planet sys-
tems.

Inspired by these previous studies, we designed a

data challenge for the RV community to compare dif-

ferent algorithms and implementations for performing

model comparison. Participants were given six syn-

thetic RV datasets and a set of n-planet models, where

n = {0, 1, 2, 3}. They were asked to compute quanti-

tative estimates for Z (Ẑ, henceforth) for each model

and their respective uncertainties using whatever com-

putational methods and simplifying assumptions that

they choose. This challenge took place in association

with a breakout session at The Third Workshop on Ex-

tremely Precise Radial Velocities at The Pennsylvania

State University in 2017, August 14 to 17 (EPRV3,

henceforth). Some teams participated remotely, while

others exchanged ideas during the breakout sessions.
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There are four questions we hope to answer for the

EPRV3 Evidence Challenge:

• What is the dispersion in reported Ẑs (i.e., DẐ)

and how does it change with increasing model

complexity (i.e., number of planets)?

• Does each method’s reported uncertainty in Ẑ
(i.e., σẐ) accurately reflect the observed disper-

sion?

• How does DẐ and σẐ affect our ability to favor n

versus (n+1)-planet models for different datasets?

• Within the context of this study, which methods

should be recommended, avoided, and/or further

developed?

This paper summarizes the results of the data chal-

lenge. In §2, we present the assumed observational and

statistical models. In §3, we present brief summaries of

the different methods that teams employed. In §4, we

compare everyone’s results across many parameters of

interest. Finally in §5, we discuss the relative strengths

of these methods in the context of the challenge. We

reserve a set of variable names to be used throughout

the paper, described in Table 1.

2. OBSERVATIONAL AND STATISTICAL MODELS

Each participating team used a standardized set of as-

sumptions for the physical and statistical models. Here,

we describe the process used to generate the datasets in

detail.

We provided six simulated datasets. The datasets

were generated with a set of consistent properties: 1.

each dataset was an RV time series, including the times

of observations (~t), the “measured” RVs (~v), and the

measurement uncertainties (~σ); 2. the number of obser-

vations was fixed at 200; 3. the data were drawn over

an observing baseline of 600 days; and 4. each dataset

included a single velocity offset and correlated Gaussian

noise to model stellar activity. We also injected two

planets into each dataset with a wide range of orbital

and mass properties to be described in §2.1.

2.1. Physical Model

In each dataset, the RV of the star was computed via

n-body integrations using Newtonian gravity, one star

and two planets. While the full model formally included

mutual planetary interactions, we fully expect that it

would be well-described by the linear super-position of

two Keplerian orbits plus a constant velocity offset and

a noise term. We estimate the difference between these

two assumptions to be less than a couple cm/s across all

datasets.

Table 1. Common variable names used throughout the
manuscript.

Variable Description

Mn The Radial Velocity Model with n planets

~d The Radial Velocity Data

~t times

~v radial velocities

~σ radial velocity uncertainties

~θ The Model Parameters

Pi orbital period for ith planet

Ki RV semi-amplitude for ith planet

ei eccentricity for ith planet

ωi argument of pericenter for ith planet

Mi mean anomaly for ith planet at a fixed epoch

C RV zero-point offset

σJ RV jitter

α amplitude of κ

λe scale length of exponential component of κ

λp scale length of periodic component of κ

τ period of periodic component of κ

n number of planets

Statistical Parameters

Z the fully marginalized likelihood

L(~θ), p(~d|~θ) the likelihood function

p(~θ) the joint prior probability distribution

Σ covariance matrix in likelihood function

κ quasi-periodic kernel defined by α, λe, λp, τ

Meta-Analysis Parameters

Ẑ estimate of the fully marginalized likelihood

σẐ , σlog Ẑ uncertainty in each Ẑ and log Ẑ respectively

DẐ , Dlog Ẑ dispersion in Ẑ and log Ẑ respectively

The simulation returned a set of line-of-sight veloc-

ities of the star ~vpred(~t|~θ) for a set of input times ~t

and mass/orbital parameters ~θ. For the sake of com-

putational efficiency, we restricted the range of injected

planet orbital periods to between 10 and 2,400 days.

Table 2.1 describes the orbital and mass properties of

each pair of planets, along with each dataset’s input

zero-point offset and jitter. Note that Datasets 3 and 6
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have the exact same injected planets, but the zero-point

offset, time series, and noise realizations are different.

We designed these six datasets with a range of planet

detectability in mind. Some planetary signals were rel-

atively easy to identify (K/σ > 1), which may facilitate

efficient computation of Ẑ. Some were relatively dif-

ficult (K/σ ∼ 1) or nearly impractical (K/σ < 1) to

find, which could lead to challenging Ẑ calculations. To

reiterate, the main purpose of this challenge is to deter-

mine how accurately different algorithms can compute

the evidence of n-planets in RV data, not their ability to

disentangle real planets from astrophysical noise. How-

ever, we are interested in how the variation in teams’

calculations of Ẑ depends on the strength of a supposed

planetary signal.

2.2. Statistical Model

A likelihood function (L(~θ) = p(~d|~θ,M)) and prior

probability distribution on the model parameters (p(~θ))

are needed to compute the integral in Equation 1. Be-

low, we specify both of these distributions.

2.2.1. Likelihood

Each simulated data point was generated according to

vi = vpred(ti|~θ) + εi, (2)

where vi is a component of ~v, ti is a component of ~t, and

εi is the perturbation to the measurement due to noise.

The noise vector was drawn from a multivariate normal

distribution with covariance matrix Σ, i.e., ~ε ∼ N (0,Σ).

Therefore, the appropriate likelihood is a multi-variable

normal distribution, centered on the predictions of the

model (parameterized by ~θ),

logL(~θ) = −1

2
(~v − ~vpred(~θ))TΣ−1(~v − ~vpred(~θ))

−1

2
log |detΣ| − nobs

2
log(2π).

(3)

The Gaussian noise is correlated from one observation

to the next. Σ is given by

Σi,j = κi,j + δi,j
(
σ2
i + σ2

J

)
, (4)

where κi,j is a quasi-periodic kernel, δi,j is the Kronecker

delta, and σ2
J is the amplitude of an additional unknown

noise term (often casually referred to as RV “jitter”).

As argued by Haywood et al. (2014) and Rajpaul et al.

(2015), we expect some degree of periodicity in stellar

activity, modulated by the rotation of the star, which

motivates our choice of a quasi-periodic kernel. It is

defined by

κi,j = α2 exp

[
−1

2

{
sin2[π(ti − tj)/τ ]

λ2p
+

(ti − tj)2

λ2e

}]
,

(5)

where the hyperparameters are fixed at the following

values: α =
√

3 m/s, λe = 50.0 days, λp = 0.5 (unit-

less), and τ = 20.0 (days). These values were given

for the Evidence Challenge, so teams did not need to

marginalize over these hyperparameters.

2.2.2. Priors

In the Bayesian framework, the prior probability den-

sity function specifies the state of information prior to

taking the observation. It could thus vary from system

to system, or as additional information becomes avail-

able (for example from transits). To enable direct

comparisons of results across teams, we asked that they

adopt a common set of priors described below. We use

a prior that is plausible and convenient to implement,

albeit not necessarily informed by orbital mechanics or

the latest exoplanet statistics.

We assumed a prior that factorizes in terms of each

planet’s orbital period (Pi), RV semi-amplitude (Ki),

eccentricity (ei), argument of pericenter (ωi) and mean

anomaly at epoch (Mi), as well as the RV offset (C) and

the white-noise term (σJ). Note that for the purpose of

computing evidences, teams adopted an orbital period

prior ranging from 1.25 to 104 days.

• For each planet’s orbital period, we assumed

a truncated Jeffreys prior, p(P ) dP = dP
P ×

1
log(Pmax/Pmin)

for Pmin ≤ P ≤ Pmax. For the

primary analysis, we assumed Pmin = 1.25 day

and Pmax = 104 days for each of the planets. For

an alternative analysis, we provided specific values

of Pmin,i and Pmax,i for each planet and dataset

to be described in §2.2.3.

• For each planet’s RV semi-amplitude, we assumed

a truncated modified Jeffreys prior, p(K) dK =
dK

K0(1+K/K0)
× 1

log(1+Kmax/K0)
for 0 < K ≤ Kmax,

where K0 = 1 m/s and Kmax = 999 m/s.

• For each planet’s eccentricity, we assumed a

truncated Rayleigh distribution, p(e) de =
e de
σ2
e

exp
(
− e2

2σ2
e

)
/
[
1− exp

(
− e

2
max

2σ2
e

)]
from 0 ≤

e < emax = 1 and zero for e ≥ emax = 1, where

σe = 0.2.

• For each planet’s argument of pericenter, we as-

sumed a uniform distribution, p(ω) dω = dω
2π from

0 ≤ ω < 2π radians.

• For each planet’s mean anomaly, we assumed a

uniform distribution, p(M) dM = dM
2π from 0 ≤

M < 2π radians.

• For the additional white-noise term, we assumed

a truncated modified Jeffreys prior, p(σJ) dσJ =
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Figure 1. For the Evidence Challenge, we generate six radial velocity datasets (left). Lomb-Scargle periodograms (right) show the relative

strengths of periodic signals in the datasets, with the orbital periods of injected planets indicated (vertical red dashed lines).
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Table 2. Simulated planet properties. Each dataset contains two planets with a variety of orbits and masses,
which we also summarize with their supposed level of detectability (to be referenced again in Figures 2 and 5).
Note that Datasets 3 and 6 have the same injected planets.

Dataset Number Detectability P (days) K (m/s) e (unitless) ω (rad) M (rad) C (m/s) σJ (m/s)

1 easy 12.1 1.86 0.08 0.0 0.87 1.46 0.6

easy 42.4 2.44 0.04 2.0 2.99

2 easy 15.96 2.12 0.05 0.1 0.18 6.33 0.6

difficult 120.5 1.36 0.31 1.3 0.82

3 difficult 40.4 1.25 0.1 3.0 4.16 -8.28 0.6

difficult 91.9 1.19 0.1 0.3 0.33

4 easy 169.1 1.58 0.22 2.1 0.06 -6.23 0.6

impractical 23.45 0.74 0.04 6.5 4.37

5 difficult 31.1 0.75 0.04 0.2 3.31 -4.55 0.6

impractical 10.9 0.67 0.02 6.2 4.14

6 difficult 40.4 1.25 0.1 3.0 4.16 -10.7 0.6

difficult 91.9 1.19 0.1 0.3 0.33
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dσJ

σJ,0(1+σJ/σJ,0)
× 1

log(1+σJ,max/σJ,0)
for 0 < σJ,0 ≤

σJ,max, where σJ,0 = 1 m/s and σJ,max = 99 m/s.

• For the RV velocity offset, we assumed a uniform

distribution, p(C) dC = dC
2Cmax

from −Cmax ≤ C ≤
Cmax, where Cmax = 1, 000 m/s.

Here, the log refers to the natural logarithm. The com-

bined prior for a given n-planet model is

p ({Pi,Ki, ei, ωi,Mi}i=1..n , σJ , C) =

p(σJ)p(C)

n∏
i=1

p(Pi)p(Ki)p(ei)p(ωi)p(Mi).
(6)

2.2.3. Two Sets of Priors for Orbital Periods

We previously described a prior where Pmin = 1.25

day and Pmax = 104 days for each of the planets (the

broad prior, henceforth). Note that even for a very well-

behaved dataset (i.e., one dominant posterior mode if

we assume P1 < P2 < P3), the posterior would have n!

modes corresponding to the number of permutations for

ordering n planets. If a team only explores one mode,

they would have to renormalize their orbital period prior

by a factor of n!. However for the challenge, we imposed

an order restriction so teams will neglect this degeneracy

when computing Ẑ.

Based on preliminary results reported at the EPRV3

breakout sessions, we noticed that different groups some-

times focused their exploration of parameter space on

different regions, particularly in terms of the orbital pe-

riods. This made it difficult to directly compare meth-

ods. We decided to impose a second choice of priors for

orbital period that force all groups to explore the same

regions of parameter space in orbital period (the narrow

prior, henceforth). That is we specified different values

of Pmin,i and Pmax,i for each planet and each dataset.

The values (in days) are as follows for each dataset:

• Dataset 1: Pmin,1 = 39.8107, Pmax,1 = 44.6684,

Pmin,2 = 11.4815, Pmax,2 = 12.8825, Pmin,3 =

10.0, Pmax,3 = 10.7152

• Dataset 2: Pmin,1 = 15.4882, Pmax,1 = 16.2181,

Pmin,2 = 14.7911, Pmax,2 = 17.0608, Pmin,3 =

158.489, Pmax,3 = 251.189

• Dataset 3: Pmin,1 = 81.2831, Pmax,1 = 107.152,

Pmin,2 = 38.0189, Pmax,2 = 42.658, Pmin,3 =

16.5959, Pmax,3 = 17.5792

• Dataset 4: Pmin,1 = 138.038, Pmax,1 = 204.174,

Pmin,2 = 15.1356, Pmax,2 = 16.5959, Pmin,3 =

398.107, Pmax,3 = 1000.0

• Dataset 5: Pmin,1 = 29.5121, Pmax,1 = 32.3594,

Pmin,2 = 10.7152, Pmax,2 = 11.4815, Pmin,3 =

18.197, Pmax,3 = 19.9526

• Dataset 6: Pmin,1 = 79.4328, Pmax,1 = 141.254,

Pmin,2 = 31.6228, Pmax,2 = 50.1187, Pmin,3 =

316.228, Pmax,3 = 398.107

These Pmin,i and Pmax,i values do not necessarily bound

true orbital parameters used to generate the datasets.

These merely represent a set of reasonable period ranges

for each dataset to facilitate more direct comparison of

different methods. They were chosen without knowledge

of the true planet parameters.

2.2.4. Prior over models

Participants submitted their Z estimates for the ev-

idence for each Mn, assuming that is the correct n-

planet model. In case some participants performed a

non-Bayesian analysis, it would be useful to have some-

thing that can be compared between Bayesian and non-

Bayesian estimates. For those analyses that could not

report the marginalized likelihood, we compared the

posterior odds ratio to whatever they provide that they

think is analogous to a posterior odds ratio. To estimate

posterior odds ratios, we must define a prior over Mn,

p(Mn) =

 βn forn = 1, 2, 3

1−
∑3
i=1 β

i forn = 0
(7)

and set β = 1
3 . Any participants submitting non-

Bayesian estimates were instructed to take this into con-

sideration, so that they could calibrate their estimates

appropriately.

3. METHODS FOR CALCULATING THE

MARGINAL LIKELIHOODS

In this section, we will briefly list and describe each

method used in the EPRV3 Evidence Challenge. They

are described in greater detail in Appendix A. Table 3

provides a list of the teams and methods they employed.

Most of the submissions used a unique sampling tech-

nique, but some were simply different tunings for the

same sampling algorithm. For example, Team PUC sub-

mitted MultiNest results using nested sampling and

importance nested sampling approaches. For each of

those algorithms, they also submitted a variety of differ-

ent MultiNest tunings (i.e., adjusting the number of

live points or the efficiency parameter). When describ-

ing each method, we specifically refer to the particular

choice of algorithm as opposed to every algorithm and

tuning combination.
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Table 3. Evidence Challenge Teams and Methods.

Method Class Team Name Method Name

computationally cheap Feng Bayesian Information Criterion

Feng Chib’s approximation

Ford Laplace approximation

Hara `1 periodogram + Laplace approximation

importance samplers Dı́az Perrakis Estimator

Nelson Ratio Estimator (MCMC+Importance Sampling)

Team PUC Variational Bayes with Importance Sampling

nested samplers Rajpaul MCMC Nested Sampling

Team PUC MultiNest (Nested Sampling)

Team PUC MultiNest (Importance Nested Sampling)

Team PUC Multirun-MultiNest (Nested Sampling)

Team PUC Multirun-MultiNest (Importance Nested Sampling)

Faria Diffusive Nested Sampling

prediction-based Cloutier Leave-One-Out Cross Validation

Cloutier Time Series Cross Validation

3.1. Bayesian computationally cheap methods

• Bayesian Information Criterion (A.1): The BIC is

defined as -2logLmax + k logN , where Lmax is the

value of the maximum likelihood, k is the number

of free parameters, and N is the number of data

points. Smaller BIC values suggest higher model

probability. Two competing models M1 and M2

can be compared with exp[−(BICM2−BICM1)/2],

similar to a Bayes factor. The BIC is derived un-

der very strong simplifying assumptions. Under

infinite data, N →∞, the evidence integral is as-

sumed to become a single, infinitely narrow peak,

independent of any prior. In realistic data sets,

the posterior has finite width, so the BIC is at

best a poor approximation of a Bayesian evidence

into question.

• Chib’s Approximation: Chib’s approximation is

based on the fact that the evidence is the nor-

malization constant of the posterior density at a

given point in the parameter space. To estimate

the evidence, we choose a point with high poste-

rior probability, and calculate the evidence using

the one-block sampling of parameter space (Eqn. 9

and 10 in Chib & Jeliazkov (2001)). We divide the

Markov chain Monte Carlo (MCMC) chain into

100 sub-samples, and calculate the distribution of

the evidence.

• Laplace Approximation (A.3): The Laplace ap-

proximation computes the required integral ana-

lytically by approximating the target distribution

as a Gaussian. For this challenge, we numerically

integrate over the orbital period (grid search) and

jitter parameter (Gauss-Legendre quadrature) and

apply the Laplace approximation to approximate

the remaining model parameters. For this chal-

lenge, we used either a circular or epicyclic ap-

proximation for the planetary motion to facilitate

rapid computation.

• `1 periodogram (A.4): This method relies on the

basis pursuit de-noising algorithm (Chen et al.

1998), and is detailed in Hara et al. (2017). It is

an alternative to the Lomb-Scargle periodogram or

its generalizations, and can be read similarly, but

mitigates the problem of aliasing. We here use

two ways to assess the significance of its peaks:

the false alarm probabilities (FAPs) as provided

by Baluev (2008) and a Laplace approximation of

the evidence of the model given by its n tallest

peaks.

3.2. Bayesian importance samplers
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Importance sampling is a integration technique that

draws from a simple, normalised distribution that ap-

proximates the target distribution, the posterior. If the

two distributions are close matches, the integral estima-

tor is accurate and efficient.

• Perrakis estimator (A.6): In the Perrakis estima-

tor (Perrakis et al. 2014), the importance sam-

pling function is constructed from the product of

marginal posterior densities. Samples are drawn

by shuffling the vector elements of joint posterior

samples (e.g., from a previous MCMC run) across

samples. Additionally, the estimator requires an

estimation of the marginal posterior densities of

each parameter, which are approximated from a

normalised histogram of the marginal samples.

• Ratio estimator (MCMC + importance sampling)

(A.5): This importance sampling technique adopts

for the sampling distribution a truncated Gaussian

with mean and covariance estimated from a pre-

vious MCMC run. For each model and dataset,

we perform 20 separate MCMC runs, apply this

algorithm for each case, and calculate Ẑ using the

median and standard deviation based on the 20

different estimates.

• Variational Bayes with importance sampling

(A.7): A mixture of Gaussians is used for the im-

portance sampling proposal distribution. For the

initial guess of the mixture, multiple global max-

ima searches are performed. Variational Bayes is

a iterative procedure that optimally updates the

Gaussians to match the target distribution better.

It samples from the mixture proposal distribu-

tion, evaluates the target distribution and adjust

the parameters of the Gaussians. As with the

above techniques, importance sampling estimates

the integral.

3.3. Bayesian nested samplers

Nested sampling (NS) is an efficient technique for

estimating Bayesian evidence integrals (and numerical

quadrature more generally). It computes the geometric

size at various likelihood L thresholds. That threshold is

continuously increased, such that the volume decreases

exponentially. The gradual increase overcomes the diffi-

culty to handle multimodal posterior distributions (com-

pared to, e.g., MCMC). Nested sampling allows both

parameter estimation and model comparison. Z is the

integral over likelihood and volume at each likelihood

threshold.

Internally, however, nested sampling requires a

method for drawing a new random point from the prior

with the condition that its likelihood is higher than the

current likelihood threshold.

• MCMC nested sampling (A.8): Rajpaul’s imple-

mentation used a semi-adaptive MCMC scheme

for this purpose; this was chosen as a foil to

MultiNest (below), which instead makes use of

a more sophisticated ellipsoidal rejection scheme

and clustering algorithm for drawing new points.

• MultiNest (A.9): A robust nested sampling tech-

nique, which draws a new uniformly random point

with higher likelihood through an ellipsoidal re-

jection sampling scheme (Shaw et al. 2007; Feroz

et al. 2009). Existing live points are clustered into

multiple ellipsoids, from which points are drawn.

Studying the algorithm parameters, we vary the

number of live points (nlive=400-2000) and the

target efficiency (inverse of the ellipsoid expansion

factor) from 0.3 to 0.01.

• MultiNest using importance nested sampling

(INS): An alternative summation of MULTINEST

draws that interprets the ellipsoid draws as a im-

portance sampling process (Cameron & Pettitt

2013; Feroz et al. 2013). While the standard NS

technique may reject many drawn points failing

the likelihood constraint (L > Li), INS uses all

the points drawn to improve the estimation. The

uncertainty on log Ẑ can become very small, with

up to an order of magnitude higher accuracy than

typical NS (Feroz et al. 2013). However, applying

INS in this exoplanet problem, we found that INS

estimator leads to overly small uncertainties. This

is shown in the Appendix, Figures 7 and 8.

• Multirun-MultiNest (with NS and INS): Examin-

ing MULTINEST log Ẑ estimates, we find scatter

far exceeding the reported uncertainties (in both

NS and INS, to be discussed in detail in Sections

4.2 and A.9.2). To obtain robust estimates with

realistic uncertainties, we define quantities over

multiple runs. We define the multirun evidence

estimate as the median log Ẑ across runs. For an

estimate of the uncertainty on log Ẑ, we add in

quadrature the median absolute deviations (scat-

ter) and the median reported uncertainty. The

multirun results are also shown in Figures 7 and

8.

• Diffusive nested sampling (A.10): The Diffusive

Nested Sampling algorithm (DNS; Brewer et al.

2011) is a Monte Carlo method based on NS. Un-

like classic NS, which samples from the prior sub-

ject to a hard likelihood constraint, DNS explores
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a mixture of successively nested distributions, each

occupying about e−1 times the enclosed prior mass

of the previous one. Using a mixture of distribu-

tions allows DNS to “go back” to a lower likelihood

threshold. After an inital phase where these dis-

tributions are created, DNS starts sampling from

the complete mixture with uniform weights, which

means that the prior is also included in the target

distribution, improving the sampling efficiency in

multimodal posteriors.

3.4. Prediction-based methods

• Leave-One-Out Cross Validation (A.2.1): In gen-

eral, cross-validation techniques are commonly

used in the field of machine-learning to evaluate

model performance and inform model selection as

an alternative to calculating the fully marginalized

likelihood. Cross-validation techniques are used to

evaluate the predictive power of a model by split-

ting the input dataset into N training and testing

sets. Competing models are then fit to each train-

ing set with an objective function (i.e. Eq. 3)

being evaluated on the testing set with the opti-

mized model; the score. This formalism helps to

avoid over-fitting of data as models that appear to

provide excellent fits to training data will exhibit

poor scores on previously unseen testing data if

they are actually over-fitting. The relative scores

between competing models are used for model se-

lection. Leave-one-out cross-validation refers to a

particular strategy for train/test splitting wherein

N unique splits of the RV time-series v̄ are made.

Each training set contains N − 1 of the RV mea-

surements with the remaining measurement being

used for testing.

• Time Series Cross Validation (A.2.2): The prin-

ciple behind time series cross-validation is equiv-

alent to that of leave-one-out cross-validation but

differs in the method of train/test splitting. As

is the case with RV time series featuring tempo-

rally correlated signals—from planets or possibly

from stellar activity—removing a single random

measurement fails to remove all of signal associ-

ated with that measurement. Time series cross-

validation works to alleviate this bias by construct-

ing training sets from subsets of the sequential

measurements containing at least Nmin = 20 mea-

surements. Each unique training set will then con-

tain Nmin + i measurements for i = 0, . . . , N −
Nmin − 1. In the single-step forecasting method

used here, the corresponding testing sets are the

next sequential measurement; i.e. Nmin + i+ 1.

4. RESULTS

The four main goals associated with the Evidence

Challenge are: (1) to better understand the dispersion of

estimates of the marginal likelihood (DẐ) and how much

this varies with the number of planets in the model,

(2) to see if the reported uncertainty of log Ẑ (σẐ) ac-

curately reflects the empirical DẐ , (3) to understand

how DẐ and σẐ affect our ability to compare the ev-

idence for n versus (n + 1)-planet models, and (4) to

identify promising methods for use and refinement in

future studies. In this section, we will address the first

three questions and leave the fourth for §5.

The methods used to estimate Z are labeled in the

figures based on their directory names in the Evidence

Challenge’s Github repository1.

First, we compare log Ẑ (always in base 10) from

Bayesian methods that compute it, i.e., without the

prediction-based methods in Table 3. We are most inter-

ested in the differences and dispersion in log Ẑs, not nec-

essarily their absolute values, so we plot each method’s

log Ẑ−〈log Ẑ〉, where 〈log Ẑ〉 is the median log Ẑ among

the methods being considered.

Note that Team PUC submitted roughly half of the

total analyses considered. Most of these were different

variations on MultiNest in which they varied algo-

rithm settings (number of live points [nlive] and effi-

ciency [eff]) and sampling techniques (nested sampling

vs. importance nested sampling, a single run vs. mul-

tiple runs). This study focuses on comparing methods

for estimating log Ẑ, rather than the choice of algorithm

settings for any one method. Therefore in this section,

we include results provided by one set of MultiNest

runs (those with nlive=2000 and eff=0.3) which ap-

pears to perform well. By including MultiNest results

based on a single set of settings when calculating the me-
dian log Ẑ, we prevent the results from appearing heav-

ily biased towards the MultiNest results in the figures

that follow. An analysis of all MultiNest results is

presented in Section A.9.2. All results submitted to the

Evidence Challenge are available for further analysis at

the Github repository.

4.1. Dispersion in log Ẑ (Dlog Ẑ)

Figure 2 summarizes the Bayesian results submitted

to the Evidence Challenge. Each pixel corresponds to

one estimate of log Ẑ based on a particular method,

orbital period prior, dataset, and number of planets in-

cluded in the model. The color is log Ẑ − 〈log Ẑ〉 and

the colorscale spans 10 orders of magnitude in Ẑ. Black

1 https://github.com/EPRV3EvidenceChallenge

https://github.com/EPRV3EvidenceChallenge
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Figure 2. Summary of log Ẑ results across all datasets and

models. A row of pixels corresponds to an n-planet model, where

n = {0, 1, 2, 3}. Columns correspond to one of the six datasets,

each simulated with two planets of varying levels of detectabil-

ity (“easy”=“E”, “difficult”=“D”, impractical=“I”). Rows of pix-

els are grouped with black outlines by method. The left (right)

grouped columns correspond to the model with narrow (broad)

period priors. The color of each pixel shows log Ẑ with respect to

the median log Ẑ (〈log Ẑ〉) for that particular dataset and model,

in order to emphasize the level of scatter seen in all computed

log Ẑs. Any | log Ẑ − 〈log Ẑ〉| greater than 5 is set to a color at

the end of the colorscale. Black pixels are unreported values.

.

pixels are unreported values. We grouped methods into

three different classes based on the sample of methods

submitted: “computationally cheap”, “importance sam-

plers”, and “nested samplers.” In essence, paler colors

correspond to log Ẑ values closer to 〈log Ẑ〉 and more

saturated colors stray further from the median. Pur-

ple colors are biased toward larger log Ẑ with respect

to 〈log Ẑ〉 and orange colors are biased toward smaller

values. We do not consider reported uncertainties (σẐ)

here but present that information in Figures 3 and 4.

In most cases, we do not know the true value of log Ẑ.

Thus, it is difficult to quickly evaluate the accuracy of

each estimate. For the 0-planet model (M0, 2 parame-

ters), multiple teams performed brute force calculations

via a very fine grid or large number of Monte Carlo

samples to provide a comparison point. However, brute

force was not practical for ≥ 1-planet models (7+ pa-

rameters). Therefore, we focus our attention on log Ẑ es-

timates relative to 〈log Ẑ〉 and Dlog Ẑ , emphasizing that

〈log Ẑ〉 should not be regarded as the “true” log Ẑ. The

dispersion in results across methods can be seen by com-

paring the color of pixels across rows in Figure 2. All

Bayesian methods provided very similar estimates for

log Ẑs forM0, with less than a factor of Dlog Ẑ ∼ 0.5 in

variation or DẐ ∼ 3. However, Dlog Ẑ grows to ∼ 1 for

M1, ∼ 2− 3 for M2, and >3 for M3.

We also observe differences among the classes of al-

gorithms. Computationally cheap methods have the

greatest variability and appear to estimate systemati-

cally higher log Ẑ values than the results provided by

the importance and nested samplers. In practice, this

would imply that the computationally cheap methods

are typically more confident in the evidence for addi-

tional planets. Overall, the importance samplers seem

slightly biased to smaller log Ẑ relative to the nested

samplers which tend to report larger values of log Ẑ.

In consideration of this, we reanalyzed the log Ẑ re-

sults excluding the computationally cheap methods, re-

calculated the 〈log Ẑ〉s, and found that the patterns in

log Ẑ − 〈log Ẑ〉 did not significantly change.

Different teams could be computing the evidence for

planets at different orbital periods, which may con-

tribute to a substantial fraction of the dispersion seen

here. However, we see similar dispersion when teams

were instructed to use the narrow period prior. Inter-

estingly, some methods seem to have greater dispersion

for the narrow priors, denoted by the more saturated

pixels in the left column of Figure 2. We found that

some teams renormalized their orbital period prior when

they imposed this narrower range while others did not.

We corrected for this as noted in the renormalized.txt

files in the Evidence Challenge repository, but significant
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dispersion remained. In particular, Chib’s approxima-

tion and the Laplace approximation for circular orbits

calculate a Ẑ for ≥1-planet models that can be over 5

orders of magnitude different than the other methods.

4.2. Uncertainty in log Ẑ (σlog Ẑ)

Figure 3 displays the log Ẑ results assuming the broad

priors and includes the uncertainties in log Ẑ (σlog Ẑ).

Every panel corresponds to a different n-planet model,

and each panel is divided into six subpanels for the six

different datasets. Each subpanel plots every method’s

log Ẑ − 〈log Ẑ〉, and we display 〈log Ẑ〉 for that dataset

and model near the top. Figure 4 is in the same format

as Figure 3 but displays the results for the narrow period

prior. These figures are designed to emphasize Dlog Ẑ
across all datasets and how it compares to each reported

σlog Ẑ .

For both priors, we find most methods claim a high

degree of precision in log Ẑ that does not reflect the ob-

served scatter in estimates of log Ẑ (Dlog Ẑ). In other

words, the estimates are mutually exclusive to an ex-

treme degree. Analytic methods like the Laplace ap-

proximation did not report estimates for the uncertainty

σlog Ẑ . However, a handful of methods appear to report

reasonable σlog Ẑ : the MCMC + importance sampling

ratio estimator and variations of multirun-MultiNest.

One common feature among these methods is that σlog Ẑ
was based on comparing the estimates of log Ẑ from

multiple runs of the same method, rather than an inter-

nal estimate of uncertainty based upon a single run. De-

spite being more computationally expensive, this Monte

Carlo approach seems to provide more plausible uncer-

tainty estimates. The MCMC + importance sampling

ratio estimator shows particularly large errorbars for

some datasets in Figure 4. This is likely due to many
MCMC runs not converging for those models, thus pro-

viding a poor importance sampling density for the es-

timator. Team PUC directly compared σlog Ẑ across

multiple MultiNest runs in §A.9.2.

4.3. How Dlog Ẑ Affects Odds Ratios

We see significant dispersion in log Ẑ across methods

even when assuming the same statistical model. How

does this affect our interpretation of n versus (n + 1)-

planet models? In practice, the evidence is rarely used

by itself. Instead, we compare log Ẑ for different mod-

els by taking ratios of their respective Ẑs to compute a

Bayes factor or posterior odds ratio (POR) for assessing

the evidence of the nth planet. Methods that initially

appear to generate biased estimates of log Ẑ could pro-

vide an accurate odds ratio if the apparent bias cancels

out.

Figure 5 shows the POR results for each method and

dataset in a format very similar to that of Figure 2.

However instead of results for each individual n-planet

model, each pixel corresponds to the POR for a partic-

ular pair of models to be compared (for a given method,

prior, and dataset). For instance, a pixel corresponding

to the 1-planet vs 0-planet model comparison is denoted

as simply “1v0.” The color of each pixel is log10 of the

POR and the colorscale spans 10 orders of magnitude

in POR. In essence, the bluer pixels favor the (n + 1)-

planet model, redder pixels favor the n-planet model,

and pale pixels find roughly similar evidence for the n

and (n+ 1)-planet models. Black pixels are unreported

values.

In addition to the Bayesian methods shown in the pre-

vious figures, Figure 5 also includes two results based on

prediction-based methods: Leave-One-Out Cross Vali-

dation, and Time-Series Cross Validation. In each case,

the team was asked to report a quantity that would be

as analogous to a POR as practical given their method.

We discuss several trends in the computed odds ra-

tios across datasets, priors, and method class. After

results were submitted, we revealed that each dataset

contained two planets with different levels of detectabil-

ity (see §2.1). Note that there was an error in the evi-

dence calculations of the `1 periodogram, and these were

revised after the true answers were revealed.

4.3.1. Initial Observations for Posterior Odds Ratio
Estimates

Nearly all methods found odds ratios favoring M1

over M0. There was more variability across methods

when comparing the evidence for M2 and M1. Aside

from a few exceptions, methods generally did not find

odds ratios favoring M3, across all datasets.

4.3.2. Results for Posterior Odds Ratio by Method Class

We previously identified four classes of algorithms

based on everyone’s submissions: Bayesian compu-

tationally cheap methods, Bayesian importance sam-

plers, and Bayesian nested samplers, and prediction-

based methods. The latter two classes of methods re-

quire large numbers of model evaluations (> 103) to

compute Z. The former two are comprised of (semi-

)analytic methods or methods that require relatively

fewer model evaluations.

We find the numerical Bayesian methods qualitatively

agree on the strength of the evidence for n versus (n+1)

planets for nearly all datasets and model comparison

permutations considered. Even when they do favor de-

tecting an additional planet, these numerical methods

tend to report less extreme PORs than the computa-

tionally cheap methods, as denoted by the paler pixels
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Figure 3. log Ẑ estimates for M0 (upper left), M1 (upper right), M2 (lower left), and M3 (lower right) models assuming broad orbital

period priors. All figures show log Ẑ with respect to the median value for each dataset and model, 〈log Ẑ〉 displayed at the top of each figure.

The symbols correspond to different methods and colors correspond to different implementations (e.g., input parameters or assumptions)

of the same method. Error bars show 1-σ equivalent uncertainties in log Ẑ, some of which are too small to resolve. Methods reporting

| log Ẑ − 〈log Ẑ〉| > 5 are denoted with arrows pointing outside of the figure bounds.

for 2v1 and 3v2 comparisons. However, the computa-

tionally cheap methods and prediction-based often do

not agree on the sign or strength of the evidence for

finding an additional planet. Furthermore, they tend

to have a much stronger interpretation for either n or

(n+1)-planet models, as denoted by the more saturated

pixels.

Of the computationally cheaper methods, the Laplace

approximation using a linear approximation for eccen-

tric orbits also displayed qualitative agreement with the

more computationally expensive methods. We address

this importance in Section 5.5.

4.3.3. Results for Posterior Odds Ratio by Dataset and
Priors

Here, we assess the reported odds ratios in light of

the expected difficulty to detect the planets in each

dataset. Dataset 1 contained two easily detectable plan-

ets. Dataset 2 contained an easily detectable planet

and two planets that we expected would be difficult to

detect. Datasets 3 and 6 contained two planets that

we expected would be difficult to detect. These two

datasets used the same planet masses and orbits, but dif-

ferent zero-point offsets, observation times, and realiza-

tion of measurement noise. Datasets 4 and 5 had “easy-

impractical” and “difficult-impractical” planets respec-

tively.

For the broad prior, most methods found decisive ev-

idence for at least one planet in Datasets 1, 2, 3, and

6. The notable expectations were the prediction-based

methods, which disagreed on the evidence for one-planet

in Datasets 2, 5, and 6. In particular, Leave-One-Out

CV found marginal evidence for a planet in Datasets

2 and favored no planets in Dataset 5. All of the re-

maining methods reported qualitatively similar results

for the 1v0 case. For the narrow prior, we see the Cross-
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-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟨log ̂⟩⟨=⟨
-211.98

⟨log ̂⟩⟨=⟨
-197.11

⟨log ̂⟩⟨=⟨
-169.64

⟨log ̂⟩⟨=⟨
-161.62

⟨log ̂⟩⟨=⟨
-167.⟩3

⟨log ̂⟩⟨=⟨
-179.86

⟩-planet⟨ odel

perrakis
DNest4
chib
laplace_linearized_circ
laplace_linearized_ecc
MCMC_IS_1.5
MCMC_IS_3⟩
MCMC_NestedSa pler
 ultinest-ins-nlive2⟩⟩⟩-eff⟩.3
 ultinest-nlive2⟩⟩⟩-eff⟩.3
vb-i portance-sa pling-long

1 2 3 4 5 6
Dataset Number
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lo
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
 

⟨log ̂  = 
-193.68

⟨log ̂⟩ = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

⟨log ̂  = 
-193.68

⟨log ̂  = 
-167.58

⟨log ̂  = 
-163.36

⟨log ̂  = 
-16⟨.54

⟨log ̂  = 
-164.91

⟨log ̂  = 
-17⟨.47

1-planet model
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

−
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̂


 

⟨log ̂  = 
-173.39

⟨log ̂⟩ = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟨log ̂  = 
-173.39

⟨log ̂  = 
-169.87

⟨log ̂  = 
-159.48

⟨log ̂  = 
-16⟩.95

⟨log ̂  = 
-164.58

⟨log ̂  = 
-168.83

⟩-planet model

1 2 3 4 5 6
Dataset Number

−4

−2

0

2

4

lo
g

̂


−
⟨lo

g
̂


⟩

⟨log ̂⟩ = 
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3

⟨log ̂⟩⟨=⟨
-163.⟩9

⟨log ̂⟩⟨=⟨
-164.99

⟨log ̂⟩⟨=⟨
-167.7⟩

⟨log ̂⟩⟨=⟨
-171.19

⟨log ̂⟩⟨=⟨
-175.04

⟨log ̂⟩⟨=⟨
-170.⟩3
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Figure 4. Following the same format as Figure 3, log Ẑ estimates of each n-planet model but assuming narrow orbital period priors.

Validation methods had similar disagreements for the

1v0 case in the same datasets. Moreover, Chib’s ap-

proximation had a much stronger 1v0 interpretation for

Datasets 4 and 5 than other methods.

For both priors, there is more interesting variability in

the POR for the 2v1 and 3v2 cases. There are only two

planets in each dataset, so the “correct” result is unlikely

to have a POR strongly favoring M3, but could have a

POR either near unity or strongly favors M1 or M2.

For Dataset 1, all methods found strong evidence for

at least 2-planets. Overall, this matches well with the

planets’ expected level of detectability. The only ex-

ception was Chib’s approximation, which found strong

evidence for 3-planets when the narrow prior was im-

posed. For Dataset 2 and the broad prior, all methods

found strong evidence for 1-planet and most found weak

to marginal evidence for 2-planets. For the narrow prior,

most methods did not find evidence for a second planet,

but the narrow prior interval did not bracket the true

orbital period for the second planet (120.5 days). For

Dataset 3, all of the Bayesian methods found evidence

for both planets using either set of priors. The narrow

prior bracketed the true orbital period values (40.4 and

91.9 days). For Dataset 4, methods typically found weak

evidence for 1-planet and no evidence for more planets.

The supposedly easy-to-detect planet had P = 169.1

days, K = 1.58 m/s, and e=0.22. Perhaps having a P

near half the Earth’s orbital period and this particular

noise realization made it more difficult to detect than

expected. For Dataset 5, methods typically found weak

evidence for 1-planet and comparable to no evidence for

a second planet, similar to Dataset 4. In this case, the

narrow prior did bracket the true orbital period values

(31.1 and 10.9 days). For Dataset 6, methods found

strong evidence for at least 1-planet and mostly weak ev-

idence for 2-planets. These conclusions are moderately

different than those for Dataset 3, which contained the

exact same planets.

Comparing results for the narrow and broad priors,

most methods reported less decisive evidence against 3-

planets when they were allowed to choose a planet at any

orbital period (i.e., paler red pixels in the right grouped
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Figure 5. Summary of logPOR results across all datasets and

models. A row of pixels corresponds to an odds ratio of an

n versus (n + 1)-planet model comparison (i.e., 1v0, 2v1, 3v2).

Pixel columns correspond to one of the six datasets, and we also

denote the detectability of the two injected planets (easy=“E”,

difficult=“D”, impractical=“I”). Rows of pixels are grouped by

method with black outlines. The left (right) grouped column cor-

responds to the model with narrow (broad) period priors. Pixel

colors indicate the logPOR value for that particular dataset and

model pair to be compared: blue pixels favor the (n + 1)-planet

model, red pixels favor the n-planet model. Any | logPOR| value

greater than 5 is set to a color at the end of the colorscale. Black

pixels are unreported values.

.

column than the left). When the narrow prior was im-

posed, methods typically found evidence for fewer plan-

ets.

Note that these odds ratios calculations are based on a

physical model that assumes Keplerian orbits. In some

cases, one of the three planets was very closely spaced to

another planet (e.g., as imposed by the narrow priors for

Dataset 1 and 2). We suspect that these scenarios would

likely break the Keplerian assumption, and if teams had

been instructed to apply an n-body model, then evidence

calculations might be affected.

5. DISCUSSION

The Evidence Challenge was envisioned as an oppor-

tunity to empirically characterize the accuracy, preci-

sion, and robustness of various methods for computing

the marginal likelihood of realistic RV datasets.

5.1. Scatter in estimates

Upon characterizing the dispersion in log Ẑ, we find

reasons for both caution and optimism.

On one hand, estimates for log Ẑ often differed by one

to two orders of magnitude for the test cases considered.

This dispersion is seen across different classes of methods

and even within some individual methods. Furthermore,

the internal estimates of uncertainty in log Ẑ often sig-

nificantly underestimated the observed dispersion of es-

timates. For the methods that estimated the uncertainty

in log Ẑ based on multiple runs, the Monte Carlo un-

certainties sometimes spanned >1 orders of magnitude,

particularly for multi-planet models. Therefore, we rec-

ommend caution when claiming strong evidence for mul-

tiple planets based on an estimated posterior odds ratio

within a few orders of magnitude of unity.

On the other hand, it is reassuring to find that the
computationally intensive Bayesian methods provided

posterior odds ratios that would lead to similar qual-

itative conclusions (i.e., favoring n-planet or (n + 1)-

planet model by at least > 104, or too close to call). For

datasets with many high-precision observations (such as

considered here), the posterior odds ratio is likely to de-

viate from unity by many orders of magnitude, allowing

for robust conclusions despite the limitations of exist-

ing methods for estimating marginal likelihoods. How-

ever, we caution that the posterior odds ratio is more

likely to be within a few orders of magnitude of unity for

smaller datasets and/or datasets with reduced measure-

ment precision. Additionally, the observed dispersion in

marginalized likelihoods increases with the number of

planets in the model. Therefore, we caution that even

greater estimated posterior odds ratios are likely neces-

sary to support strong claims for the evidence of more
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than three planets in a given system, if they are derived

with different methods.

Conventional wisdom would suggest that computa-

tionally cheap methods are not as robust at estimating

log Ẑ or logPOR as the more computationally intensive

methods. Indeed, most of the computationally cheap

methods often disagreed with the computationally in-

tensive methods, especially for cases where the latter

found an odds ratio within a two orders of magnitude

of unity. Furthermore, the likelihood shows complex,

multimodal shapes in some datasets, which are missed

when only characterising the best fit location.

5.2. Non-Bayesian methods

Here we discuss some alternatives to the Bayesian ev-

idence for deciding the detection of a planet.

Among the submitted results, the prediction-based

methods often resulted in a different qualitative con-

clusion about the evidence for a second or third planet.

This is not surprising, since these methods are not esti-

mating the posterior odds ratios. Future improvements

to these methods might reduce the number of false posi-

tives and false negatives, including via calibration of the

algorithm.

Information criteria, rooted in information theory,

quantify if the additional complexity of models is worth

storing. One example is the Akaike Information Cri-

terion (Akaike (1974), see also Watanabe (2013)). For

our sample size (N = 200), the AIC punishes complex

models more severely than the BIC (the 2×k term is re-

placed by 7.39× k). Considering the results of the BIC,

this would introduce several false negatives (the white

pixels in the BIC results of Figure 5).

A frequentist approach to distinguish models would

be to identify the maximum likelihood Lmax, and in-

vestigate whether this statistic is substantially higher

in the more complex model than in a simpler one

(LR = Li+1,max/Li,max). Because the simpler model

is embedded in the parameter edge of the more complex

model (K(i + 1) = 0), analytic formulas do not hold to

judge the LR. Instead, the significance (p-value) of the

LR improvement has to be found by generating random

data sets assuming the best-fit parameters of the sim-

pler model, fitting both the simpler and more complex

model (parametric bootstrap). This is however compu-

tationally expensive, and even more so when Z would

be considered as the statistic.

5.3. Caveats and Limitations

This Evidence Challenge considered only six datasets,

which is not enough to represent the full diversity seen in

real RV datasets (e.g., number of observations, observ-

ing baselines, planet SNRs, time series, etc.). Therefore,

it is unclear how robust our conclusions are to a wider

range of RV data quality. These datasets were designed

considering the expected future of the RV field: prior-

itizing low mass planets (low RV SNR) with hundreds

of observations over multiple observing seasons. On one

hand, these specific concerns about the accuracy and

precision of marginal likelihood estimates demonstrated

here are not necessarily problematic for the vast major-

ity of previously RV discovered planets, since most of

these planets are relatively more massive (i.e., higher

RV SNR) and often had complementary follow-up ob-

servations. Furthermore, this analysis was based on RV

observations alone with no other forms of supporting

ancillary, activity-sensitive data (e.g., transits, activity

indicators).

The Evidence Challenge provided an idealized sce-

nario where each team was provided a standardized

model, set of priors, and the precise noise model that

was used to generate the RV data. When analyzing real

data, different teams might reasonably choose to impose

different sets of priors. In such cases, if teams explicitly

state their statistical model and provide posterior sam-

ples, other researchers could reweigh the results using

another set of priors (assuming there is sufficient over-

lap between the posteriors under the two priors). Un-

fortunately, the exact noise model that generates real

data will not be available. Therefore, conclusions about

the strength of the evidence for an nth planet must be

tempered by uncertainty in the noise model. In the

spirit of starting simple, each team was provided the

exact values of the other hyperparameters in Equation

5 (e.g., stellar rotation period, correlation lengths) and

instructed to hold these parameters fixed. These would

need to be estimated or marginalized over for real data

(e.g., Faria et al. 2016; Millholland et al. 2018), ideally at

the same time as the planetary parameters. Marginal-

izing over additional hyperparameters would have made

it more challenging to estimate evidence accurately, due

to increased dimensionality and the potential for multi-

modal posteriors (Dumusque et al. 2017). In addition to

these numerical difficulties, there is an additional chal-

lenge of model misspecification, since realistic astrophys-

ical noise is likely more complex than a simple mathe-

matical model.

With recent improvements in the precision, accuracy,

and stability of spectrographs, the limitations of cur-

rent and next-generation RV surveys will often come

from stellar astrophysics, rather than random measure-

ment noise. Astronomers are actively seeking new meth-

ods of characterizing intrinsic spectroscopic variability

of the target stars due to a wide variety of effects

(e.g., star spots, granulation, convection, pulsations). In
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principle, one could estimate the evidence for a model

which includes a likelihood on ~d including both apparent

RV measurements and various stellar activity indicators

(e.g., logR′{hk}). Multivariate Gaussian process noise

models seem a particularly promising approach (e.g.,

Rajpaul et al. 2016; Jones et al. 2017). However, per-

forming the computations necessary for rigorous statis-

tical inference with such models will be even more chal-

lenging than for the simple noise model considered in

this Evidence Challenge. As astronomers develop more

powerful statistical models for analyzing spectroscopic

time-series, it will likely be useful to perform additional

data challenges with such models.

In principle, it is possible that the observed Dlog Ẑ
overestimates the dispersion if each method were ideally

implemented and tuned. Teams analyzed these datasets

independently using a wide variety of codes and tools

on platforms with different compilers, libraries, operat-

ing systems, and hardware. We can not eliminate the

possibility that some teams may have reported results

based on a buggy implementation of an algorithm or

chose algorithm settings that resulted in less than ideal

performance of the algorithm. In any case, the observed

Dlog Ẑ reflects a combination of random and systematic

errors intrinsic to each method, finite-precision numer-

ical calculations, and perhaps human errors, similar to

that which would arise if these teams had been analyzing

real astronomical datasets.

Finally, the evidence estimates submitted do not fully

represent the array of statistical methods available to

perform quantitative model comparison (e.g., Ford &

Gregory 2007). In particular, no results were submitted

based on methods using thermodynamic integration. It

would also be useful to investigate other computation-

ally cheap methods such as AIC, DIC or WAIC (Gel-

man et al. 2014). Other researchers are encouraged

to develop and apply alternative methods to the same

datasets available in the Evidence Challenge Github

repository, as they evaluate methods and implementa-

tions.

5.4. Computational Costs

On top of the reported evidence values, roughly half of

the teams also provided benchmarking results for their

methods, detailing the number of likelihood evaluations,

wall-clock time, and/or number of cores required for the

evidence calculation. This gives a useful, yet incomplete

picture on the efficiency of these methods. We will take

a qualitative look at these results, focusing on the total

number of likelihood evaluations (nL, henceforth) of one

particular problem: Dataset 2 andM2, assuming broad

priors. Table 4 shows nL and the evidence estimate

log Ẑ relative to the median.

Focusing first on computationally cheap methods (first

three rows in Table 4), the Laplace approximation re-

quired the fewest nL. These were mainly used in the

grid search for the (n + 1)th planet, since the integral

calculation itself was analytic. For the other datasets,

Ford reported a wide range of nL, from nL = 1 for M0

up to nL ∼ 105 for M3. In general, Ẑ computed via

the circular approximation deviates from other methods

by one to several orders of magnitude. For Chib’s ap-

proximation, Feng used a constant nL = 106 across all

datasets and models.

The remaining methods listed in Table 4 are compu-

tationally expensive, and include variational Bayes with

importance sampling, MCMC-based nested sampling,

and variations of MultiNest. For the MCMC nested

sampler, Rajpaul used the largest nL for this particu-

lar case. A future study could investigate whether it is

possible for this algorithm to achieve similarly accurate

result with fewer nL. For other datasets and models,

the number of model evaluations spanned a large range

(nL ∼ 106 − 107) with no clear pattern across differ-

ent models or datasets. For MultiNest, nL increases

for larger nlive and smaller eff. However, interpret-

ing the number of likelihood evaluations requires also

to understand the robustness of results. The log Ẑ dif-

ferences of MultiNest variations are analysed in de-

tail in Section A.9.2. Briefly, low efficiency runs (i.e.,

the -eff0.01 suffix) show consistent estimates, while

-eff0.3 is unstable. This could suggest that the true

log Ẑ is above the median (+0.5 or +1.0). In all vari-

ants, multiple runs increased the log Ẑ estimate, in-

dicating that substantial parts of the integral are of-

ten missed. This is also seen in the importance sam-

pling technique increasing the estimate when run longer.

With this in mind, nL > 106 with low efficiency and/or

multiple runs seem to be required.

The same trends also hold for the importance nested

sampling estimator, which use the same run. However

additionally, enabling importance nested sampling re-

quires substantially more memory. Unexplained system-

atic differences between the importance nested sampling

and classic importance nested sampling remain (also

seen in Table 4). These indicate that the MultiNest

integrations is encountering some difficulties.

Some methods like Chib’s approximation and the

MCMC + importance sampling ratio estimator rely on

a set of posterior samples to estimate Z. If reliable pos-

terior samples were already available (via a database

or published along with an RV data analysis), then
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Table 4. Number of likelihood evaluations (nL) reported to calculate log Ẑ
for Dataset 2 and M2, assuming broad period priors. Similar methods with
different tuning parameters or simplifying assumptions are grouped together.
The median log Ẑ for this set of methods is -166.005.

Method (directory name) nL log Ẑ − 〈log Ẑ〉

chib 1000000 -0.342

laplace linearized circ 264 1.012

laplace linearized ecc 319 -0.128

vb-importance-sampling 261979 -0.449

vb-importance-sampling-long 2883983 -0.012

MCMC NestedSampler 8814939 0.062

multinest-nlive400-eff0.3 173460 -0.516

multinest-nlive400-eff0.01 768668 0.551

multinest-nlive2000-eff0.3 1017587 -0.578

multinest-ins-nlive400-eff0.3 173460 0.018

multinest-ins-nlive400-eff0.01 768668 0.984

multinest-ins-nlive2000-eff0.3 1017587 -0.34

multirun-multinest-nlive400-eff0.3 1164856 0.012

multirun-multinest-nlive400-eff0.01 5093831 0.588

multirun-multinest-nlive2000-eff0.3 5132502 -0.234

multirun-multinest-ins-nlive400-eff0.3 1164856 0.107

multirun-multinest-ins-nlive400-eff0.01 5093831 1.106

multirun-multinest-ins-nlive2000-eff0.3 5132502 -0.204

this would substantially reduce the number of additional

likelihood evaluations needed.

5.5. Promising Methods for Future Studies

With the aforementioned results and caveats in mind,

we now address the fourth question of the Evidence

Challenge: which methods should be recommended,

avoided, and/or further developed? In practice, it

is difficult to reliably estimate the true value for the

odds ratio of high-dimensional (12+ parameter) mod-

els. However, we consider the numerical Bayesian meth-

ods (i.e., MCMC+importance sampling, variational

Bayes+Importance sampling, the Perrakis estima-

tor, MCMC+Nested Sampler, DNest4 and multirun-

MultiNest) to be more reliable since they provided

a consistent set of conclusions. Among this set of ev-

idence estimators, DNest4 demonstrated the widest

deviations from the consensus of the other methods.

To reiterate, we found that it is important to estimate

uncertainties in the evidence based on multiple inde-

pendent runs of Monte Carlo algorithms, rather than

trusting internal uncertainty estimates based on a single

run or posterior sample.

We also identify one computationally cheap method

that was consistent with the numerical methods: the

Laplace approximation with a linearized eccentric

model. This is important because this suggests a (semi)-

analytic method has comparable performance to meth-

ods that often require orders of magnitude more model

evaluations. Other than the grid search to find plausible

planets, the most computationally expensive part of the

Laplace approximation is a single log determinant calcu-

lation of the Hessian matrix described in §A.3. For this

study, the Laplace approximation demonstrates a nice

balance between efficiency and robustness, which would

be particularly appealing for analyzing a large number

of datasets or datasets with expensive model evalua-

tions. Since this model adopted a linear expansion of

the Keplerian motion it would not be appropriate for

application to systems with “high” eccentricity planets.

For planets near the threshold of detection, the linear
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approximation can be much more precise than mea-

surement precision even sizable eccentricities (e.g., 0.3),

since the error term is of order ∼ Ke2. We also note

that the BIC results generally shared the same sign, but

sometimes claimed much more extreme odds ratios in

cases where other methods found more marginal ratios.

5.6. Areas for future research

Recently, Butler et al. (2017) released RVs for 1642

stars and identified/classified significant signals for each

case. Having demonstrated the viability of multiple

methods for computing evidence for 1, 2 and 3 planet

models, one could apply these methods to perform a

systematic analysis of these systems. Due to the varied

number and precision of RV observations, one should es-

timate the uncertainty for evidence of each combination

of model and dataset. When interpreting the results of

such an analysis, one should also consider the robust-

ness of conclusions to the choice of likelihood function

and potential for model misspecification.

Previous studies that have compared methods for

computing marginal likelihoods for RV data were limited

to relatively few datasets. Our study was also limited to

six RV datasets and four n-planet models, partially be-

cause some methods would not scale well to thousands

of synthetic datasets. Regardless, this first step at iden-

tifying efficient methods will help drive next-generation

RV analyses.

Our results illustrate a few of the challenges in the

responsible analysis of RV datasets. In order to sup-

port current and upcoming RV planet surveys, we rec-

ommend much broader evidence challenges that would

involve analyzing large number of simulated datasets,

so as to understand the rate at which different meth-

ods favor non-existent planets. Such studies could: (1)

test the robustness and false discovery rates of the al-

gorithms that performed well over a wider range of RV

baselines, cadences, and planet SNRs by analyzing thou-

sands of simulated RV datasets; (2) compare estimates

of the evidence for more sophisticated noise models or

more sophisticated physical models (i.e., some that im-

pose stability criterion for multi-planet systems); and

(3) compare estimates of the evidence for heterogeneous

datasets (i.e., RVs + activity indicators). Interpreting

results from the current and next generation of RV sur-

veys will be increasingly complex (e.g., combining large

number of observations, correlated noise models, stel-

lar activity indicators). Therefore, studies such as those

recommended above will be critical to establishing the

robustness of RV detections and mass measurements.
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APPENDIX

A. APPENDIX INFORMATION

In this section, we will describe the methods presented in Section 3 in greater detail. As mentioned previously, some

variables in the following subsections may share common notation as other variables seen in the main manuscript. For

such conflicts, we recommend the reader treat these variables as “locally defined” within that method’s subsection.

A.1. Feng, BIC

The BIC measures the plausibility of a model through the Laplace approximation of a Gaussian likelihood distribu-

tion. It further assumes that under N → ∞, the posterior becomes dominated by a infinitely narrow peak, which is

insensitive to the prior and linear data terms (Konishi & Kitagawa 2008). Despite these strong simplifications, the BIC

is frequently used because the posterior density for many inference problems is dominated by a single Gaussian-like

distribution and is not sensitive to prior distribution. To compare with other evidence estimators, we follow (Kass

& Raftery 1995b) to approximate the evidence by using E = e−BIC/2, where BIC = −2 lnLmax + k lnN , Lmax is

the maximum likelihood, k is the number of free parameters, and N is the number of data points. Considering such

approximation, we use the evidence ratio to assess the performance of the BIC.

The maximum likelihood is calculated through MCMC posterior sampling using DRAM, an adaptive Metropolis

algorithm (Haario et al. 2006). The Gelman-Rubin criteria is used to judge whether a chain approximately converges

to a stationary distribution (Gelman & Rubin 1992). We draw one million posterior samples using DRAM, drop

the first half of the chain as burn-in part, divide the rest sample into one hundred sub-samples, and calculate the

distribution of Lmax and BIC from these sub-samples.

A.2. Cloutier, Cross-Validation

In general, cross-validation (CV) is a technique used to evaluate the predictive power of a particular model on an

input dataset. CV is a commonly used to assess model over-fitting as overly complex models can often be fine-tuned

to produce a high data likelihood while not necessarily generalizing to unseen data (e.g. future observations) and thus

demonstrating poor predictive power.

In CV, the first step is splitting the input dataset in a training and a test data set. The model parameters are

optimized with the training data set. The predictive power of this model with the best-fit parameters is then evaluated

on the (previously unseen) test data. The ‘score’ is a user-defined objective function that measures the quality of the

prediction. This procedure is often repeated for multiple possible splits of the data. To summarize the model’s

predictive power, the scores are averaged over the split to give a single score. For selecting a model, competing models

can be compared by their scores. Generally, overly complex models over-fit the training data and poorly predict the

test data, giving low scores. Overly simple models produce low scores in general, because they poorly fit both training

and test data. Good models generalize well from the training data to the test data and have the highest scores.

We note that numerous flavors of CV exist and the exact nature of the train/test splitting can vary depending on

the flavor of CV used. A general summary of the various CV techniques can be found in Arlot & Celisse (2009).

A.2.1. Leave-One-Out CV

Leave-one-out CV (LOOCV) represents a common form of train/test splitting in CV. When considering the set

of N radial velocity observations ~v, LOOCV first splits the data into N training/testing sets. In each split one

observation is left out as the test data and the training set contains the other N − 1 observations. For each split,

the best-fit parameters θ̄ for each model Mn under consideration are optimized using a user-defined technique such

as least-squares minimization or gradient descent methods. As such, the resulting best-fit parameters may be the

maximum a-posteriori point estimate, the maximum likelihood parameters, or similar depending on the employed

objective function. We have adopted to identify the maximum a-posteriori model parameters via MCMC ensemble

sampling (Foreman-Mackey et al. 2013) to search for global maxima in the posterior parameter space. For each model

we employed 100 chains that are run until the chain lengths are & 10 times the average autocorrelation time among

the chains. Each Pi is initialized to the period value of a significant peak in the Lomb-Scargle periodogram of the

RVs (in descending order of power) while all other orbital parameters are assigned random initial values drawn from

their respective priors. In subsequent MCMC simulations on the same dataset but under a unique planet model, all

parameters for planets featured in both models were initialized to their MAP values from the previous MCMC.
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The predictive power of the model is then calculated as the value of the objective function of the testing set under

the optimized model. Here this is the likelihood L evaluated only on the left out data point. The final score for each

model’s predictive power is obtained from the median score among the N splits. We quantify the score dispersion with

the median absolute deviation.

We now discuss how to quantify the preference for one model over another within the framework of this challenge.

The median score describing a model’s predictive power clearly is calculated from the median lnL(θ̄) of a single data

point. This differs from the Bayesian evidence, which integrates the value L(θ̄) computed on the full input data set.

Therefore, these values cannot be compared directly. However, a useful analogy may be made between the score ratio

obtained from LOOCV and the evidence odds ratio obtained from Bayesian techniques. Recall that the training set

in each LOOCV split is a single measurement. Therefore, in order to compare scores to Bayesian evidences one must

account for the difference in scale between individual observations and the full N data set. An applicable correction is

applied by multiplying the score per observation —obtained in each split from LOOCV— by N . The ratio of median

scaled scores can then be used to compute the odds ratio from LOOCV. It is worth re-emphasizing that odds ratios

derived in this way are not the same as Bayesian odds ratios.

A.2.2. Time-Series CV

In general, LOOCV (see Sect. A.2.1) is only applicable when the measurements within in the input dataset are

independent. In the case when the input dataset features correlated observations, standard CV tech-

niques such as LOOCV need to be modified as removing a single random observation fails to remove

all associated information due to temporal correlations with the remaining observations. Radial velocity

time-series are often highly correlated in time due to the presence of periodic planetary signals and correlated noise

arising from stellar activity (e.g. Astudillo-Defru et al. 2017; Bonfils et al. 2018; Cloutier et al. 2017). The latter signal

is present in all of the simulated time-series used throughout this study and consequently warrants an alternative form

of CV.

One such form of CV used when treating temporally correlated datasets is known as time-series CV (TSCV). TSCV

is a variant of LOOCV that measures the predictive power of competing models on a set of observations that are known

to be correlated in time. The procedure follows almost identically to LOOCV but differs in the method of train/test

splitting. In TSCV, training sets are constructed from a chronologically ordered input data set v̄ = v1, . . . , vN .

The training set t (t ∈ [Nmin, N − 1]) contains the data v1, . . . , vt, and the corresponding testing set is vt+1, the

chronologically next observation. For each train/test split the value of the index t is increased from a minimum

training set size Nmin, which we fix to 20, to the full size of the input data set minus one (i.e. N − 1). Therefore,

just like in LOOCV, the testing set in each split is always a single observation, and the scale of each split’s calculated

score is consistent with the values obtained from LOOCV. TSCV features only N −Nmin − 1 splits, compared to the

N splits computed in LOOCV. Quantifying each model’s predictive power proceeds identically to LOOCV

via the median score and its median absolute deviation over the N − Nmin − 1 splits. The odds ratio

comparing competing models is again computed after scaling each model’s score per observation by N ,

before computing the score ratios for each pair of competing models.

A.3. Ford, Laplace Approximation

The Laplace approximation can provide a fast and accurate method for approximating the integral of a function

with a single dominant mode that is well separated from the boundary of integration domain. In particular, consider

the integral
∫
dx exp f(x) and insert the second-order Taylor series for f(x), expanding about xo the location of the

global mode. Then

f(x) ' f(xo) +
1

2

∑
a,b

∂2f

∂xa∂xb
(x− xo)2, (A1)

and the first term can be brought outside the integral. The remaining integral can be approximated analytically if one

extends the limits of integration to infinity. Then∫
dx exp f(x) '

[
(2π)

2

|detH(xo)|

]1/2
exp f(xo), (A2)

where H(xo) is the Hessian matrix, ∂2f
∂xa∂xb

, evaluated at xo. The Laplace approximation can be understood as

proportional to the maximum value of exp f(x) times the width of the global mode. The maximum a posteriori value,



22 Nelson et al.

the Akaike information criterion (AIC), and “Bayesian” Information Criterion which are sometimes used as heuristics

for model comparison include the maximum posterior value, but do not properly account for the width of the posterior

mode. In comparison to the BIC, the Laplace approximation here exploits information about both the priors and the

posterior width. Thus, it is expected to be more reliable when the number of observations is finite, and particularly

for RV datasets where the number of observations is not very large.

The accuracy of the Laplace approximation depends on the posterior density. For the application to RV survey

data, formally the posterior for models with n ≥ 1 planets his highly multi-modal, particularly in terms of the orbital

period. Fortunately, the posterior for RV datasets is often dominated by a single posterior mode. Indeed, one could

adopt a criterion for “detecting” a planet based on the posterior probability distribution being dominated by a single

mode. Therefore, we anticipate that the Laplace approximation is likely to be accurate for a dataset with n planets

if all n planets have been strongly detected, but is likely to be inaccurate for calculating the marginal likelihood to a

model with n+ 1 planets.

In practice, the most difficult part of approximating the marginal likelihood via the Laplace approximation is

identifying the dominant posterior mode. This is non-trivial for a full Keplerian model. Further, it is possible for

the formal posterior mode to occur at a very high eccentricity and to correspond to a such a narrow spike that

the marginal likelihood is actually dominated by the integral around another mode. While it is possible for the

marginalized likelihood to strongly favor an n planet model even if the posterior has multiple significant modes,

this implies that there is significant uncertainty in the orbit of the object. This has occurred in the literature for

actual exoplanet datasets when aliasing issues cause there to significant uncertainty in the orbital period of planet

(e.g., 55 Cnc e, Dawson & Fabrycky 2010). In principle, one could apply the Laplace approximation around multiple

posterior modes to estimate the marginal likelihood. For this study, we instead apply the Laplace approximation

to a simplified model, so as to avoid this difficulty. In particular, we construct one of two linearized models for

the RV perturbation due to each planet. In the first model, we assume that each planet follows a circular orbit

and induces a stellar RV of vpred(t|A,B, P ) = A cos(2πt/P ) + B sin(2πt/P ). In the second model, we adopt an

epicycle approximation to each planet’s orbit, in which case the RV perturbation can written as vpred(t|A,B, P ) =

A1 cos(2πt/P ) +B1 ∗ sin(2πt/P ) +A2 cos(4πt/P ) +B2 sin(4πt/P ). If the orbital period and the covariance matrix are

fixed, then there is a single global mode and one can find the values of A and B which maximize the likelihood via

linear algebra. Once the posterior mode (conditioned on orbital period and parameters to the covariance matrix) is

identified, one can rapidly evaluate the model and the Hessian at the posterior mode.

To find the orbital periods corresponding to the posterior mode, we adopt an iterative approach adding one planet

at a time. When evaluating the marginal likelihood for the n planet model, we perform a brute force grid search over

the period of the nth planet, while holding the orbital period of planets 1 through n − 1 fixed at the values which

maximized the posterior probability under the n− 1 planet model. The grid is uniformly spaced in orbital frequency

with a density proportional to the frequency range being searched, the timespan of observations and the root mean

square of the velocity residuals under the best-fit n − 1 planet model. To avoid local maxima due to aliases with

previous planets, we exclude orbital periods periods within 20% of the orbital period of one of the first n− 1 planets

identified. We apply the Laplace approximation with either the circular or epicycle model to compute the posterior

probability marginalized over all model parameters other than the orbital periods and the parameters in the covariance

matrix.

For each set of orbital periods, we compute the posterior probability given the orbital period and marginalized over

the covariance matrix (i.e., σJ) using 40-point Gauss-Legendre quadrature, as provided by the Julia FastGaussQuadra-

ture.jl package2. Initially, we attempted to perform integration over σJ via the Laplace approximation, but found that

this often introduced a non-trivial error due to the cubic term in the expansion about the modal σJ . This approach is

conceptually similar to the Integrated Nested Laplace Approximations (INLA) technique for latent Gaussian models

(Rue et al. 2017).

Finally, we integrate the posterior probability over the orbital period of the nth planet via the Laplace approximation

to arrive at the marginalized posterior probability given an nth planet model, where orbits are approximated as circular

or epicycles. The orbital period of the nth planet that maximizes the marginalized posterior probability is adopted for

future calculations involving n+ 1 planets.

2 https://github.com/ajt60gaibb/FastGaussQuadrature.jl

https://github.com/ajt60gaibb/FastGaussQuadrature.jl
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The Laplace approximation combined with the circular model can be interpreted as a Bayesian periodogram, i.e., a

brute force search/integration over orbital period combined with a fast approximate model conditional on the orbital

periods. This method has the advantage of performing a global search of parameter space for each planet. We

anticipate that the Laplace approximation will underestimate the marginal likelihood for models that include more

planets that are justified by the data. In these cases, multiple small posterior modes would contribute significantly

to the marginalize probability, but our particularly implementation only includes one mode. In principle, this could

be addressed by summing over multiple posterior modes, but such generalizations are beyond the scope of this study.

In practice, this is not a serious limitation, since there is relatively little scientific value in precisely calculating the

marginal probability for a model which is not dominated by a single mode (i.e., there are qualitative uncertainties in

the orbit of at least one planet).

We anticipate that our Laplace approximation method will be accurate for planetary systems with weak to modest

detections, as the posterior would be dominated by a single model and the RV amplitude is small enough that the

deviations from circular orbit are small compared to the measurement precision. In order to address this limitation,

we performed a similar calculation using the epicycle approximation, so the physical model error is reduced from

O(Ke) to O(Ke2). We anticipate that this will improve the Laplace approximation for planets with strong detections

and modest eccentricities. Unfortunately, this also comes with the risk of the model finding spurious posterior modes

at high or even unphysical eccentricities. We address the issue of unphysical eccentricities (i.e., e ≥ 1) when using

the epicycle model by drawing 100 samples for the inferred A and B coefficients given the modal values of orbital

periods and σJ and computing what fraction of those samples correspond to an eccentricity less than unity. We

multiplied the marginal posterior probability for that set of orbital periods by the fraction of accepted samples. While

this eliminated totally unphysical models, it does not make the physical model accurate in the high eccentricity

regime. For systems with high-eccentricity planets, our linearized models will introduce a non-random error term.

Curiously, it is also possible that the high computational efficiency of this method may result in it finding a narrow

posterior mode that other methods may have overlooked due to the difficulty of performing a global search with a

non-linear model. Therefore, when there are significant differences between the marginal likelihood computed via the

Laplace approximation and other methods using a Keplerian model, it may not be obvious whether the differences

are primarily due to the limitations of the Laplace approximation, the use of an approximate physical models, or the

more comprehensive search of parameter space possible with the Laplace approximation.

A.4. Hara, `1 periodogram

A.4.1. Overview

In the present work, most of the presented techniques aim at approximating closely the evidence of a model with

a given number of planets, in order to perform model comparison. The method presented in this section is similar in

that it aims at finding how many planets are orbiting a given star, but differs in that its initial goal is not to compute

evidences. Its aim is to provide a quick and reliable search for periodicities in radial velocity data while avoiding some

caveats of the Lomb-Scargle periodogram (Lomb 1976; Scargle 1982) or its generalizations.

Indeed it is well known that if several sources of periodicity are present in the signal, due to aliases combinations,

the maximum of the periodogram might be attained at a period that does not correspond to any signal actually in the

data (Dawson & Fabrycky 2010). One solution to that problem is to search for several periods at once, which might

be computationally costly.

The alternative we suggest is not to search for best fitting models with one or a few periodicities, but directly

for a Fourier spectrum of the true radial velocity signal. This seemingly more complicated problem will be greatly

simplified by an assumption: there are not many planets in the signal. In other terms, the signal is sparse in the

frequency domain.

The result of our method is an estimate of the Fourier spectrum that we call `1 periodogram. Its plot can be read

similarly to a classical periodogram, with a significance attached to each peak, but has much less peaks due to aliasing.

Figure 6 shows the `1 periodograms we obtain for the six systems of the evidence challenge (in blue). The periods

and semi-amplitudes of the true planets are given by the stems, with the level of difficulty of their detection in color

code as defined in section 2. For instance, on the system 1 the three main peaks are at 42.1, 12.1 and 10.01 days and

have respective FAPs 10−20.4, 10−22.4 and 10−0.22, the true signals were two “easy” planets at 42.4 and 12.1 days.

The method is fast, that is it takes typically 5 - 10 s to run on each data set of this challenge, 20 - 30 s including the

statistical significance assessment on an i7, 2.5GHz laptop processor. After the challenge, some further work enabled us
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Figure 6. `1 periodograms of the evidence challenge systems (in blue). The period and semi-amplitude of the injected signals
are represented by the stems, whose color gives their detection difficulty as defined in section 2. The legend “Peaks at...”
indicates the location of the two or three tallest peaks of the `1 periodogram in order of decreasing amplitude. The legend
“log10(FAP)...” gives the logarithm in base 10 of the false alarm probability of the signals at the periodicity given above. These
figures were obtained before the true location of the periods was known. A version of them without the stems indicating the
true signals is available on the GitHub page EPRV3EvidenceChallenge/Inputs/Hara/l1 periodogram.

to bring these computation times on the evidence challenge datasets down to an average of 1.5 s for the `1 periodogram

calculation and 4.6 s including statistical significance assessment. Note that more conservative values of the FAPs

were obtained later, but we chose to plot figures that were publicly available before the results were unveiled.

How the plot is obtained and how the significance is computed are discussed respectively in section A.4.2 and A.4.3.

We discuss how our method fits in the present challenge in section A.4.4.

A.4.2. Basis pursuit de-noising

Let us denote by ~dt the data we would have obtained without noise, so that ~d = ~dt + ~n, ~n being the noise. The

variable we wish to estimate is the Fourier spectrum x of ~dt. To obtain a finite sized variable, we approximate x it
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by its discretization on a fine grid of frequency equally spaced: ~x = (x(ωk))k=1..N where (ωk)k=1..N span between 0

and Ω to be determined. The data then admits the following representation: ~dt = A~x where A is a Nobs× 2N matrix

whose entries are Akl = cosωktl for l = 1..N and Akl = sinωktl for l = N + 1..N , l = 1..Nobs.

Obviously, ~dt is unknown, we want to find an ~x such that A~x is close to ~d. For instance in the sense of the usual

Euclidian norm, we can impose ‖A~x− ~d‖`2 < ε for some ε > 0, where ‖~z‖`2 =
√∑2N

k=1 z
2
k for any ~z ∈ RNobs . As said

above, we know that the true signal contains only a few non zero frequencies (a few planets). It seems reasonable to

search for an ~x that satisfies the inequality and has as few non zero components as possible. Unfortunately, trying to

minimize the number of non-zero components subject to a quadratic constraint is NP-hard (Ge et al. 2011).

We use a proxy of the number of non-zero components of ~x, which is the sum of the absolute values of the coefficients,∑2N
k=1 |x(ωk)| =: ‖~x‖`1 , also termed the `1 norm of ~x. So that we solve

arg min ‖~x‖`1 subject to. ‖W(A~x− ~d)‖`2 6 ε (A3)

with W = Σ−
1
2 , Σ being the covariance matrix of the noise. The quantity ε sets the trade-off between sparsity

and agreement with observations. The minimization problem A3 is known as Basis Pursuit De-Noising in the signal

processing literature (Chen et al. 1998). Other formulations of `1 penalties are possible, for instance Bourguignon et al.

(2007) use the Lagrange multiplier version of A3 for spectral estimation. Unlike the number of non zero components,

the `1 norm is a convex penalty function. Since the constraint ‖W(A~x− ~d)‖`2 6 ε defines a convex set, the problem A3

has only one local minimum and is fast to solve.

There are several algorithms written to solve A3. We selected SPGL1 (Van Den Berg & Friedlander 2008). Several

parameters of the algorithms have to be tuned, such as the frequency grid width and spacing, the tolerance ε. In Hara

et al. (2017) we provide a method to tune the algorithm parameters, we introduce the W matrix to take into account

correlated noise and additional processing steps. We then obtain a quantity (x](ωk))k=1..N that can be plotted

versus the frequency grid and gives an estimate of the Fourier spectrum, just like in Figure 6 (in blue). Note that

the `1 periodogram is used to find periodic candidates, this is not a good estimator of semi-amplitudes, which are

underestimated due to the `1 penalization in A3.

Since several periodicities are searched at the same time, one can expect that the problem of aliases adding up together

to give a spurious tallest peak is mitigated. Indeed, the number of misleading peaks is drastically reduced (Hara et al.

2017). However, as in the case of the classical periodogram, peaks significances are to be determined.

A.4.3. Significance

We used two methods to evaluate the peaks significance, whose common feature is to test the improvement made

by fitting a periodic signal at the n+ 1th tallest peak of the `1 periodogram compared to fitting only the n firsts. For

instance, on the system 1 of the Evidence Challenge (see figure 6, top) we compare the models with a sinusoidal signal

at 42.16 days (maximum peak) to nothing, then a model with two sines at 42.16 and 12.11 days to one signal at 42.16

day and so on.

The first way to proceed, as described in Hara et al. (2017), is to compute the significance as if the period of the

peaks had been found by a residual periodogram (Baluev 2008). These periodograms generalize the Lomb-Scargle one,

and consist in comparing the likelihood of a model that constitutes the null hypothesis H0 to a model with the H0

model plus a sine function at a frequency ω. Here, we use the null hypothesis “the signal contains k planets at periods

P1...Pk”, and significance for an additional planet is tested. The value of the periodogram at frequency ω is

P (ω) = α
χ2
H0,ω

− χ2
H0

χ2
H0

. (A4)

where χ2
H0

and χ2
H0,ω

are respectively the χ2 of the null hypothesis model, and the model with the null hypothesis plus

a sinusoidal model at frequency ω and α is a positive constant. To assess whether an additional periodic signal must

be included in the model, one can compute the probability that the random variable “maximum of the periodogram”,

Pmax, exceeds the maximum value of the periodogram of the data under the null hypothesis, that is the p-value

p = Pr{Pmax > max
ω

P (ω)|H0}. (A5)

The assessment of the statistical significance of an `1 periodogram peak can be done sequentially by using as the null

hypothesis a model with sines at the n tallest peaks. Denoting by ωn+1 the location of the n + 1th tallest peak, we
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then use P (ωn+1) in place of maxω P (ω) in formula A5. The values reported in figure 6 are such p-values computed

with formula 5 of Baluev (2008).

The second significance testing method we used for this challenge is a Laplace approximation of the evidence at the

period found, like in section A.3. We approximate the evidence of the n planet model as in formula (5) of Kass &

Raftery (1995a)

logZn ≈ logL(~d|~̂θn) + log pn(~̂θn) +
1

2

(
− log |În|+ dn log 2π

)
(A6)

where dn is the number of parameters of the model, pn is the prior on the parameters of an n sines model and În is

the information matrix evaluated at ~̂θn. The parameters ~̂θn are fitted with a non-linear sinusoidal fit initialized at the

periods of the n tallest peaks of the periodogram. Note that the fit includes an error term in quadrature of the nominal

errors in the maximum likelihood estimation. The Laplace approximation is here computed with an analytical formula

we derived. The log odds ratio is then approximated by logB = logZn+1 − logZn. The approximated evidences and

odds ratio are reported respectively in figures 2 and 5.

A.4.4. Discussion

Residual periodograms are robust tools with a well founded theory, but do not necessarily indicate correctly the

period of the variation in the data. The `1 periodogram is thought as an alternative to residual periodograms, that

has approximately the same computational workload but mitigates the aliasing problem (for details see Hara et al.

(2017)).

Significance tests on basis pursuit solutions are a notoriously difficult problem. The present challenge constitutes

a good test of applying FAPs or odds ratio, developed in other contexts, to test significance in our case. It seems

reasonable since if there are planets, they will appear in general on the `1 periodogram tallest peaks, and the remaining

peaks will be noise. Significance tests such as FAPs or odds ratio should validate the signals until a peak due to noise

is selected. The results of the challenge we obtain are consistent with this scenario.

A.5. Nelson, Ratio Estimator (MCMC Importance Sampling)

Importance sampling is essentially a more general form of Monte Carlo integration to estimate Z. We multiply the

numerator and denominator of the integrand in Equation 1 by g(~θ), a distribution with a known normalization.

Z =

∫
L(~θ)p(~θ)

g(~θ)
g(~θ)d~θ. (A7)

This does not change the value of Z, but Equation A7 is in a convenient form such that Z can be estimated numerically

by drawing N samples from g(~θ),

Ẑ ≈ 1

N

∑
~θi∼g(~θ)

L(~θi)p(~θi)

g(~θi)
. (A8)

The efficiency of importance sampling depends strongly on the chosen g(~θ). Assuming our parameter space contains

one dominant posterior mode, we choose a multivariate normal with mean vector ~µg and covariance matrix ~Σg for

g(~θ). For each model considered, we estimate ~µg and ~Σg from a set of posterior samples obtained a Markov chain

Monte Carlo (MCMC).

One good strategy with importance sampling is to pick a g(~θ) that is heavier in the tails than L(~θ)p(~θ). This

makes it easier to sample from low probability parts of the posterior distribution and prevents any samples from

resulting in extremely large weights. However, the chance of sampling from the posterior mode will decrease with

increasing dimensionality, which could lead to an inefficient and inaccurate estimate of Ẑ (see a discussion of the

“typical set” in Betancourt 2017). One way around this is to sample from g(~θ) within some truncated subspace, T .

This new distribution gT (~θ) is proportional to g(~θ) inside T and renormalized to be a proper probability density. Thus,

Equation A8 can be rewritten as

f × Ẑ ≈ 1

N

∑
~θi∼gT (~θ)

L(~θ)p(~θi)

gT (~θi)
. (A9)
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where f is a factor that specifies what fraction of L(~θi)p(~θi) lies within T . We can estimate f with the previously

mentioned MCMC sample. By counting what fraction of our posterior samples fell within T , fMCMC , we can rearrange

Equation A9 to give us Ẑ.

Ẑ ≈ 1

N × fMCMC

∑
~θi∼gT (~θ)

L(~θi)p(~θi)

gT (~θi)
. (A10)

There are two competing effects when choosing the size of our subspace T . If T is large (i.e. occupies nearly all of

the posterior distribution), then fMCMC approaches 1 and we return to a basic importance sampling algorithm that

may not be efficient in high dimensions. If T occupies a much smaller region, then we are more likely to sample from

near the posterior mode, but fMCMC approaches 0, making it difficult to accurately estimate Ẑ. This necessitates

carefully choosing an appropriate T that will provide a robust estimate for Ẑ. Guo (2012) and Nelson et al. (2016)

provide more detailed prescriptions and investigations of this method.

Here, we compute Ẑ for all models using small (1.5) and large (30) truncated subspace. Our parameterization

for g(~θ) is P , K,
√
e sinω,

√
e cosω, and ω + M for each planet, and C and σJ for the zero-point offset and jitter

respectively. We run 20 independent MCMCs per model per dataset and compute a Ẑ value based on every MCMC.

We report the median and standard deviation for each set of 20 Ẑ values.

A.6. Dı́az, Perrakis

The Perrakis estimator is an importance sampling estimator described in detail in Perrakis et al. (2014). The

importance sampling density used is the product of the marginal posterior distributions of parameter blocks. In our

case, we chose one-dimensional blocks, so that the importance sampling function is:

g(~θ) =

D∏
i=0

p(θi|~d) ,

so that the samples are drawn from the marginal posterior distributions:

θ
(n)
i ∼ p(θi|~d) for i = 1, 2, ..., D ,

for a D-dimensional model. This produces the estimator

Ẑ = N−1
N∑
i=0

p(~d|θ(n)1 , θ
(n)
2 , ..., θ

(n)
D )p(θ

(n)
1 , θ

(n)
2 , ..., θ

(n)
D )∏D

j=0 p(θ
(n)
j |~d)

. (A11)

The estimate can be computed based on joint posterior samples drawn using, for example, an MCMC algorithm,

but requires two additional elements: draws from the marginal posterior distributions of the parameter blocks, and an

estimate of the marginal densities that appear in the denominator of Eq. A11. The former is promptly obtained by

shuffling the elements of the parameter vector across MCMC samples. This breaks the correlation between parameters

and leads to samples which are drawn from the product of (independent) marginal posteriors. More details and

discussion on this is given in Perrakis et al. (2014).

As we used one-dimensional parameter blocks. The marginal posterior densities are approximated by the corre-

sponding normalized histogram. Of course, to obtain a precise estimate, a large posterior sample and small bin sizes

are required. However, we checked that the result does not change significantly with bin size. This estimation could

be improved by modelling the marginal distributions or using a kernel density estimation.

The resulting estimate, which we named Perrakis estimator, was previously employed in the analysis of exoplanet

data in a number of articles (e.g. Dı́az et al. 2016a,b; Bonfils et al. 2018)). Here, we obtained sample of size 5000

from the importance sampling function to perform the computation of the evidence estimate, Ẑ. The uncertainty was

computed by repeating the computation 600 times. At each time, a new sample is considered: a new subsample of the

joint posterior distribution is taken and a new shuffling is performed.

The joint posterior sample was obtained using the affine-invariant ensemble sampler Goodman et al. (2010) imple-

mented by Foreman-Mackey et al. (2013). For each dataset and model, we ran 300 walkers for 30000 iterations.
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A.7. Team PUC, Variational Bayes with Importance Sampling

Johannes Buchner used an integration algorithm based on variational Bayes (VB) and Importance Sampling. The

method is very similar to the one described in Beaujean & Caldwell (2013) and uses their pypmc package (Jahn et al.

2018).

The method proceeds as follows:

1. Identify likelihood maxima to guess a initial mixture. The original technique used points from several MCMC

chains. Here, a single MultiNest run (see A.9) is used to obtain initial posterior points. This just serves to

identify an initial mixture density and does not rely on MultiNest sampling correctly. The posterior points are

divided into groups based on their likelihood value and clustered further into subgroups. This is analoguous to

multiple MCMC chains split into segments in Beaujean & Caldwell (2013).

2. Generate an initial Gaussian mixture density from the above groups. The intent is to develop a mixture that

closely describes the posterior well so that importance sampling is efficient.

3. Run Variational Bayes to optimize the proposal mixture density against the posterior points.

4. Define an Importance Sampler based on the optimized mixture. Set N to 1000 times the number of model

parameters.

5. Loop:

(a) Draw N importance samples from the mixture and evaluate their likelihood.

(b) If the importance sampling integral uncertainty is below the threshold σẐ < 0.3 and the effective sampling

size is above 100, terminate.

(c) Otherwise: Increase N by a factor of 1.4. This implies that the total number of samples drawn increases

exponentially.

(d) Update the proposal mixture density with Variational Bayes.

(e) In every third loop, the previous step is not done. Instead, the proposal mixture density is recreated from

scratch (as above), but with one more point group. That group is created by starting a simple MCMC

chain from the point with the highest weight, after a simple likelihood optimization.

Iteratively optimizing with Variational Bayes is effective in making the importance sampler efficient and improves

the integration uncertainty. However, a limitation is that the number of mixture components cannot increase. If

importance sampling discovers a new small peak, VB typically does not place a component there. To solve this, step

5e recreates the mixture from scratch (with up to 10 components). The local MCMC run helps identifying the size

of the potential new component. In the subsequent iteration, all previous samples are used to optimized the mixture,

and the number of components can shrink again (often drastically).

We also include a long run from this algorithm, where we initialise from the combination of 10 MultiNest preruns

(to mitigate the problems named in the MultiNest section), higher number of importance samples, and integrate to

a higher effective sampling size (20,000) before terminating. At the cost of many likelihood evaluations, this should

be safer. For some datasets, this stringent termination criterion was never reached and the runs were terminated

manually.

A.8. Rajpaul, MCMC Nested Sampler

Nested sampling is a technique developed by Skilling (2004); Skilling et al. (2006) for Bayesian model comparison

via estimation of Bayesian evidence integrals. As nested sampling produces samples from the posterior PDFs of model

parameters as a trivial byproduct of the evidence integral estimation, it may be thought of as a reversal of the usual

approach to Bayesian inference. Although Skilling’s original formulation was designed with Bayesian inference in mind,

nested sampling is in fact a general method for numerical integration that may be applied to any continuous integrals.

Nested sampling proceeds by exploring the volume above a given likelihood threshold. That threshold is continuously

increased, such that the volume decreases by a constant factor (exponential shrinkage). This allows nested sampling

to keep track of the volume and likelihood value for making a Lebesgue integral. At a late point, the volume is small

and the likelihood flat, so that the remainder does not contribute to the integral, and the algorithm terminates.
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The shrinkage of nested sampling is achieved by having e.g. 100 live points sampling the prior space uniformly and

then removing one. This reduces the represented volume by ∼ 1/100. Next, the algorithm samples a new point with a

likelihood higher than the removed point. The number of live points therefore determines the speed of the shrinkage

and how coarsely the space is sampled.

The error of the integral estimate is given in Skilling (2004). The usual implementation assumes that the bulk of

the integral can be found around some shrinkage (rather than multiple); in practice this is a sufficient approximation.

Internally, nested sampling requires an algorithm for drawing a new, random point from the prior with the condition

that its likelihood is higher than the current likelihood threshold. Several general solutions for these constrained draw-

ing algorithm exist, including those relying on local steps (e.g., MCMC, Galilean Monte Carlo, HMC, POLYCHORD

– and those reconstructing the volume enclosed by the likelihood contour (e.g., MultiNest, RADFRIENDS). See

Buchner (2014) for a more detailed discussion.

Here, Rajpaul implemented the MCMC sampler from Veitch & Vecchio (2010) to generate samples within a standard

nested sampling routine. This implementation is different from MultiNest (see below) in that it replaces the clustering

algorithm or ellipsoidal rejection schemes with a semi-adaptive MCMC exploration of the prior range. In particular,

the present implementation used a mixture of the following proposal schemes to draw new samples: a Student-t

distribution (with ν = 2 degrees of freedom) based on the Cholesky-decomposed covariance matrix of the live points;

differential evolution using two randomly-selected points from the current live points; and affine-invariant walk and

stretch moves (see Goodman et al. 2010).

The algorithm as presented by Veitch & Vecchio has two main parameters that can be adjusted: N , the number

of live points, and M , the number of MCMC iterations. By tuning N and M , any desired level of evidence accuracy

can (in principle) be achieved, albeit at the expense of increasing computational burden, with the total number of

likelihood evaluations scaling linearly with both N and M . Based on recommendations given by Veitch & Vecchio,

and to strike a balance between a reasonable computation time and (ostensible) accuracy, Rajpaul fixed N = 1000

and M = 1000, such that estimation of a given model’s evidence would require of order 106 likelihood evaluations.

Rajpaul noted a priori that his own experience was that MultiNest was typically faster and better-suited to

higher-dimensional (> 10-dimensional) problems than the above algorithm due to Veitch & Vecchio. Nevertheless,

the MCMC sampler from Veitch & Vecchio was implemented for this evidence challenge to provide a foil to the more

popular MultiNest nested sampling algorithm, discussed below.

A.9. Team PUC, MultiNest

Team PUC (Johannes Buchner and Surangkhana Rukdee from Pontificia Universidad Católica de Chile) employed

nested sampling with the constrained drawing algorithm MultiNest. MultiNest’s multi-modal ellipsoidal sampling

(Shaw et al. 2007; Feroz et al. 2009), encloses the existing random points into best-fitting ellipsoids. These are enlarged

by a certain factor (inverse of the efficiency parameter). New points are drawn from the enlarged ellipsoids, and rejected

if below the likelihood threshold. Therefore the ellipsoids reduce the space to be sampled, making MultiNest fast (in

terms of number of likelihood evaluations needed). However, if the ellipsoids accidentally cut away parameter space

regions, e.g., because the enlargement is too small or the contours do not look similar to ellipsoids, the estimate can

be biased.

A.9.1. Algorithm variations

MultiNest has two parameters, the number of live points nlive and the target efficiency eff (inverse of the ellipsoid

enlargement). We chose a standard configuration (multinest-nlive400-eff0.3) and two variations, increasing either

the number of live points (multinest-nlive2000-eff0.3) or the enlargement (multinest-nlive400-eff0.01).

Importance Nested Sampling is a modification of Nested Sampling where the rejected points can improve the esti-

mate (Cameron & Pettitt 2013; Feroz et al. 2013). To some degree, this also mitigates the above-mentioned issues

of imperfect ellipsoid sampling. MultiNest computes both the standard nested sampling estimator and the impor-

tance nested sampling estimator. The results are named correspondingly (multinest-ins-nlive400-eff0.3, multinest-ins-

nlive400-eff0.01, multinest-ins-nlive2000-eff0.3).

A.9.2. Scatter between MultiNest runs

We observe that there is substantial scatter and outliers in the evidences between MultiNest runs. Figure 7 and

8 shows the scatter and assigned errors for repeated runs of Dataset 1 and Dataset 4 respectively. Panel columns

represent the three MultiNest configurations and panel rows show different number of modeled planets. Each panel
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Figure 7. Scattering of MultiNest log Ẑ estimates from runs against dataset 1. Panels show our three MultiNest config-
urations (columns) and number of planets used (rows). The Nested Sampling (NS) and Importance Nested Sampling (INS)
estimates are shown in black and red, respectively. Scattering between estimates is often larger than the quoted uncertainties.
Also, there are outliers. The multirun estimator (median) is shown at the bottom of each plot.
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Figure 8. Same as Figure 7, but for dataset 4.
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shows the comparison between Nested Sampling (NS) estimator and Importance Nested Sampling (INS) estimator for

six runs. In most cases, the INS estimator gives a smaller error bar to compare to the NS estimator. However, it

sometimes shows outliers; for example, in the Dataset 4 (Figure 8) Run 3 with one planet Increasing nlive from 400

(left column) to 2000 (middle column) yields smaller errors. Decreasing the efficiency from 0.3 to 0.01 (right column)

gives systematic offsets between NS and INS estimators.

Throughout, the quoted uncertainties of MultiNest are smaller than scatter between runs. Low outliers can come

from undiscovered solutions, but increasing the number of live points did not eradicate this completely. Imperfect

ellipsoids can also lead to scatter in the estimate. Indeed, decreasing the efficiency also decreases the scatter, but

at great computational cost. Using the INS estimator instead of the standard NS generally leads to overly small

uncertainties. One conclusion is that running MultiNest just once gives unreliable uncertainty estimates, which can

not completely eradicated by decreasing the efficiency or increasing the number of live points.

To represent this additionally uncertainty in MultiNest, we define a multirun estimator. We ran MultiNest six

times and combine the evidence estimate as the median of individual estimates:

log Ẑ = median(log Ẑi)

The multirun error is defined as the median of the absolute deviations and the median individual error estimates added

in quadrature:

σ2
Ẑ = median(σi)

2 + median(| log Ẑi − log Ẑ|)2

This gives appropriate errors when MultiNest is having trouble and shows substantial scatter, yet is robust against

individual outliers. The bottom of each panel of Figure 7 and 8 shows our MultiNest multirun estimators.

A.10. Faria, Diffusive Nested Sampling

One of the main challenges with the Nested Sampling algorithm is to generate new particles from the likelihood-

constrained prior. As described above, a number of methods have been proposed for this (and used in the current work).

However, some of those methods, and Nested Sampling in general, tend to suffer from the curse of dimensionality, with

sampling efficiency decreasing rapidly with the dimension of the parameter space. This is particularly problematic if

the posterior distribution is multimodal or highly correlated. Brewer et al. (2011) introduced a new algorithm, which

they called Diffusive Nested Sampling (DNS), designed to be as flexible and general as a more standard MCMC, but

also capable of efficiently exploring difficult constrained distributions. The algorithm introduces a slight but important

improvement to the classic Nested Sampling approach, in that it attempts to sample from a mixture of successively

constrained distributions, instead of using one single hard constraint at each step.

DNS starts by generating a particle from the prior (call this distribution pL0
) and evolving it with an MCMC, storing

all the intermediate likelihood values. After a given number of iterations, it finds the 1− e−1 ∼ 63% quantile of all the

likelihood values, and records it as L1; this creates a new level occupying about e−1 times the mass of pL0 . All the
likelihood values lower than L1 are then discarded. At this point, (classic) Nested Sampling would continue sampling

from the prior constrained to L1 (call it pL1
). In contrast, DNS attempts to sample from a weighted sum of the two

distributions pL0
and pL1

. An MCMC is used to evolve the particle with this mixture of distributions as the target,

and once enough samples have been obtained from pL1 , we again find the 1− e−1 quantile of all the likelihood values,

and record it as L2. Likelihood values smaller than L2 are removed. The particle then explores a mixture of pL0
, pL1

,

and pL2
and this process continues until a maximum number of levels is created.

Once all the levels have been obtained, the particle simply continues to explore the mixture of all the levels until the

algorithm is terminated. In order to create the mixture of distributions, we need to provide a weighting scheme for each

component. Simple uniform weights for all distributions would work, albeit inefficiently. Brewer et al. (2011) proposed

exponentially-decaying weights with a scale length Λ, which describes how far (down in likelihood) the particle is able

to go in order to explore more freely. When the desired number of levels has been created, the weights can be changed

to uniform, and further samples are drawn from all the component distributions. The algorithm can then continue to

sample for as long as required, with the evidence and posterior samples converging to their true values. Each time a

new level is created, its constrained distribution covers about e−1 times as much prior mass as the last distribution.

Therefore, the X-value of the kth level can be estimated as exp(−k). However, as the levels are being created, their

actual X-values can be modified from this theoretical expectation. This means that the weight of each distribution is

actually different and the exploration is thus not completely correct. The X-values can nevertheless be corrected. At
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a given level k, the values of the likelihood will be higher than the upper level’s likelihood cut-off a fraction Xk+1/Xk

of the time. Thus, we can use the actual fraction of samples in which this happens as an estimate of the true ratio of

the X-values for consecutive levels.

In summary, the DNS algorithm is essentially an application of the Metropolis-Hastings algorithm to a distribution

other than the posterior. Changing the target distribution improves upon other MCMC algorithms by providing the

value of the evidence in one single run and being less sensitive to the presence of complicated features in the posterior.

Classic Nested Sampling also shares these advantages, but DNS improves upon the classic algorithm by alleviating

the problem of sampling from the likelihood-constrained prior. Because the target distribution used by DNS always

includes the prior distribution as one of the components of the mixture, sampling from posteriors with substantial

multimodality is still possible and even efficient.

A.10.1. Details

In this work, Faria used the DNS algorithm implemented in the DNest4 package (Brewer & Foreman-Mackey 2016).

The specific application of DNest4 to the exoplanet problem is implemented in a new open-source package called

kima (Faria et al. in prep.). The code allows to calculate the posterior distribution for the orbital parameters, and the

value of the evidence for a model Mn with n planets.

The DNS algorithm has a few options, which need to be set for each run. We set the scale length Λ to 25 and require

500 samples from the consecutively constrained distributions before creating a new level. The maximum number of

levels is determined automatically by DNest4 (see Brewer et al. 2011). For all the simulated datasets, we obtained

100 000 samples from the DNS target distribution. This corresponds to different numbers of posterior samples for each

dataset, and for each model.

In the DNS algorithm, there is no explicit global search step as the algorithm is always free to explore the full prior

volume. This means that once the settings mentioned above are fixed, the results were computed automatically for all

datasets, without any dataset-dependent input.

For the analysis with constrained priors for the orbital period, the prior pdf was set to 0 outside of the provided

period bounds. Inside the bounds, the prior is still a Jeffreys between 1.25 and 104 days.

The error we report for the evidence value is calculated from one single run, by probabilistic re-assignment of X-values

to the samples, as in standard nested sampling (see Brewer et al. 2011). These errors are likely to be over-optimistic.
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462, 379

Brewer, B. J., & Donovan, C. P. 2015, MNRAS, 448, 3206

Brewer, B. J., & Foreman-Mackey, D. 2016, ArXiv e-prints,

arXiv:1606.03757
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