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Abstract: This work studies the performance of two open-source CFD codes, OpenFOAM and1

MFiX, to address bubbling fluidized bed system at different temperature and heat transfer condi-2

tions. Both codes are used to predict two parameters that are relevant for the design of fluidized3

units: the minimum fluidization velocity as a function of the temperature of the bed and wall-4

to-bed heat transfer coefficient from a lateral wall and from internal tubes. Although the CFD5

solvers are structuraly similar, there are some key differences (available models, meshing tech-6

niques, balance formulations) that are often translated into differences in the fields prediction. The7

computational results are compared between both codes and against the experimental data. The8

minimum fluidization velocity can be correctly predicted with both codes at different temperatures9

while, in general, for the heat transfer and the fluidization patterns, MFiX shows slightly more10

accurate results compared to OpenFOAM but with low versatility for meshing curved geometries11

which might translate into higher computational costs for the same level of accuracy.12

Keywords: Bubbling fluidized bed; Open-source software ; MFiX; OpenFOAM13

1. Introduction14

For the design of fluidized bed systems, the minimum fluidization velocity is15

arguably the most important variable [1,2] and can be generally defined as the minimum16

superficial velocity at which the pressure drop through the bed is equal to the bed17

weight per unit cross-section. A large amount of experimental work has been carried out18

on this parameter and many correlations have been proposed for its prediction in the19

literature [3]. Regarding fluidization with heat transfer, the thermal uniformity is one of20

the main features of bubbling fluidized beds. This condition is caused by the presence of21

gas bubbles that induces a high amount of solids recirculation. The same mechanism22

produces high heat transfer coefficients towards submerged objects, establishing thermal23

gradients in a narrow region close to the surface of the object. In this sense, the internals24
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are incorporated into fluidized beds for different purposes. In some cases, they are25

incorporated to add or extract heat from the bed using vertical or horizontal tubes26

(FBHE, Fluidized bed heat exchanger). In other cases, they are incorporated to prevent27

the growth of bubbles and, in this way, influence their average size, determining lower28

speeds during their ascent and eventual passage through tube bundles located above29

[4]. In any case it is necessary to evaluate the bed-to-surface heat transfer coefficient30

beforehand to carry out the design of the equipment [5]. The estimation of the minimum31

fluidization velocity can be carried out by employing correlations. Pattipati and Wen32

[6] showed that the minimum fluidization velocity (Um f ) is a function of temperature33

and can be correlated with the properties of the fluidizing gas that depend on the34

same variable. During their experiments, they observed that Um f decreases when the35

temperature increases for diameters of sand particles smaller than 2 mm, while the36

opposite occurs for particles of greater diameter. Likewise, the authors also concluded37

that the correlation of Wen and Yu [7], developed at room temperature, was valid for the38

predictions of Um f at elevated temperatures. Regarding the heat transfer coefficient, its39

estimation through correlations is not so simple. The wall-to-bed heat transfer coefficient40

h is the result of a combined mechanism of convection and radiation for both gas41

(interstitial and within bubbles) and for particles.42

For the evaluation of both of these parameters, Computational Fluid Dynamics43

(CFD) techniques come as a non-expensive tool complementing, and sometimes even44

replacing, the experimental approaches. The determination of Um f using CFD in systems45

at high temperatures has been studied by various authors. Gosavi et al. [8] studied46

systems with temperatures between 30-600 C, for lithium titanate (Li2TiO3) spherical47

particles, belonging to group B of the Geldart classification [9], with air as the fluidizing48

agent. The simulations were developed in two dimensions using the Eulerian Two-49

Fluids Model (TFM). The model predicted the minimum fluidization velocity with 9550

% of accuracy when compared to experimental observations. Additionally, the authors51

concluded that the model is capable of predicting the decrease in Um f with increasing52

temperature. Shao et al. [2], used a 3D model with an Eulerian-Lagrangian approach53

to predict the minimum fluidization velocity at high pressure and temperature, with54

ranges between 0.1–4 MPa for pressure and 25-800 C for temperature. The model was55

validated with experimental values reported in the bibliography. The authors concluded56

that the CFD model is suitable for the prediction of Um f and that it is also an inexpensive57

and fast option, compared to the determination of Um f experimentally. On the other58

hand, the study of wall-to-bed heat transfer has been studied by different authors using59

CFD [10]. Besides, a phenomenological heterogeneous model to predict the heat transfer60

rates between bubbling fluidized beds and immersed surfaces was reported by Mazza61

et al. [11,12] . One aspect to consider in modelling fluidized beds with heat transfer to62

or from surfaces using TFM is that the thermal conductivities of the fluid phase and63

the solid phase (κg and κs) should be interpreted as effective transport coefficients [13].64

The direct use of the molecular thermal conductivities of the solid and the gas result65

in an overestimation of the energy transferred [14]. The effective conductivity model66

used in most of the cases reported in the literature is the Zehner and Schlünder model67

[15], commonly regarded as the standard approach [16]. Another relevant issue comes68

from the high degree of refinement in the heat exchange zone necessary for the correct69

resolution of the temperature field and, thus, the heat transfer. The first authors to carry70

out simulations with these characteristics were Gidaspow and Syamlal [17] and later71

Kuipers et. al [18].72

This work seeks to determine both of these relevant parameters using two widespread73

open-source codes for CFD simulation: MFiX [19] and OpenFOAM [20]. Both of these74

codes are available and free so any trained user can download the software, install it75

on a personal computer or work station and use them for the study and design of flu-76

idized bed systems. Therefore, evaluating the performance of both codes for addressing77

fluidized beds with heat transfer becomes specially important. It is the purpose of the78
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present work to determine the accuracy of these codes and draw some conclusions79

and recommendation when they are used to predict the minimum fluidization veloc-80

ity and heat transfer coefficient for different arrangements, validating the results with81

experimental data available in the literature.82

2. Computational model83

This section describes the continuum equations that are part of the Two-Fluid Model84

(TFM) implemented in the open-source codes OpenFOAM [20] and MFiX [19,21]. For85

the sake of simplicity, the equations and models presented below are assumed to be86

formulated similarly in both codes and comments are made upon the differences.87

2.1. Continuity equations88

The mass conservation equations for both phases can be written as:89

∂

∂t
(ρsαs) +∇· (ρsαsus) = 0 (1)

∂

∂t
(ρgαg) +∇· (ρgαgug) = 0 (2)

In practice, only one of the phase volume fraction is solved and the volume fraction90

of the remaining phase is computed by considering:91

αg + αs = 1 (3)

Also, the sum of both equations give rise to the continuity equation of the mixture92

which is written as:93

∇ · (ρsαsus + ρgαgug) = 0 (4)

This is only true when both phases are considered to be incompressible. Since the94

coupling between velocity and pressure is done in a segregated manner, Eq. (4) is used95

alongside the momentum equations to formulate an equation for the pressure field,96

following the general structure of the SIMPLE algorithm for multiphase flows [22–25].97

2.2. Momentum balance98

The momentum balance for both phases may be written as:99

∂

∂t
(ρsαsus) +∇· (ρsαsusus) = −αs∇p −∇ps +∇· (αsτs) + ρsαsg + Ksg(ug − us) (5)

∂

∂t
(ρgαgug) +∇· (ρgαgugug) = −αg∇p +∇· (αgτg) + ρgαgg + Ksg(us − ug) (6)

This general formulations, particularly the momentum balance for the solids phase,100

is based on the work of Ishii [26]. Here the stress tensors may be written as:101

τs = µs

[
∇us +∇uT

s

]
+

(
λs −

2
3

µs

)
(∇· us)I (7)

τg = µg

[
∇ug +∇uT

g

]
− 2

3
µg

(
∇· ug

)
I (8)

The interphase momentum transfer is given by the drag forces and the drag coeffi-102

cient is computed based on the Gidaspow model [17]:103
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Ksg =


150

µgα2
s

(Φdp)2αg
+ 1.75

ρgαs

Φdp
|ug − us| αs > 0.2

0.75
Cdαsρg|ug − us|

Φdp
α−2.65

g αs ≤ 0.2

(9)

where:104

Cd =


24

Rep
(1 + 0.15Re0.687

p ) Rep < 1000

0.44 Rep ≥ 1000
(10)

2.3. Granular rheology105

The current model is based on treating both phases as an interpenetrating continua.106

Therefore, under this approach, the rheology of the granular phase needs to be properly107

modeled. For low concentration of particles, the kinetic theory of granular flow [27]108

brings closure to the equations by introducing the granular temperature field (θ) which is109

used to compute the granular phase viscosity and obeys to an energy balance equation:110

3
2

[
∂

∂t
(ρsαsθ) +∇· (ρsαsusθ)

]
= (τs − ps I) : ∇us +∇· (κk∇θ)− γs + Jv + Js (11)

The parameters involved are defined as [27–29]:111

ps,ktgf = ρsαsθ + 2ρsα2
s g0(1 + e)θ (12)

κk =
4
3

ρsα2
s dpg0(1 + e)

(
θ

π

)1/2
(13)

γs = 3(1 − e2)α2
s ρsg0θ

[
4
dp

√
θ

π
−∇· us

]
(14)

Jv = −3Ksgθ (15)

Js = Ksg

[
3θ −

Ksgdp(ug − us)2

4αsρs
√

θπ

]
(16)

g0 =
1

1 −
(

αs

αs,max

)1/3 (17)

For high concentrations, the grains are in contact each other and rubbing and112

friction take place. For these conditions, the frictional theory based on soils mechanics113

[30,31] serves as a modeling approach for the solids pressure and solids viscosity:114

ps,fric = A f (αs − αs,min)
η (18)

Here the frictional pressure is computed following the approach used in MFiX [32],115

while the solids viscosity is computed following the work of [31]:116

µs,fric = 0.5 ps,fric (I2D)
−1/2 sin(ϕ) (19)
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2.4. Internal energy balance117

Both phases obey an internal energy balance which predicts that the rate of change118

of internal energy is equal to the changes due to convection, diffusion and heat transfer119

between phases. This might be written as:120

∂

∂t
(ρgαg Hg) +∇· (ρgαgugHg) = ∇· (αgκg∇Tg) + hv(Ts − Tg) (20)

∂

∂t
(ρsαsHs) +∇· (ρsαsusHs) = ∇· (αsκs∇Ts) + hv(Tg − Ts) (21)

Here, the thermal conductivities are not a property of each phase material but an121

effective conductivity based on the current phase concentration and can be computed122

based on the model Bauer and Schlünder [33]:123

κb
κg,0

= (1 −
√

αs) +
√

αs[βA + (1 − β)K] (22)

where124

K =
2

1 − B/A

[
A − 1

(1 − B/A)2
B
A

ln
A
B
− B − 1

1 − B/A
− 0.5(B + 1)

]
(23)

and125

A =
κs,0

κg,0
(24)

B = 1.25
(

αs

αg

)10/9
(25)

Then,126

κg =
(1 −√

αs)κg,0

αg
(26)

κs =
[βA + (1 − β)K]κg,0√

αs
(27)

On the other hand, the heat transfer between phases is calculated based on Gunn’s127

correlation [34]:128

hv =
6αs

κg,0
[(7 − 10αg + 5α2

g)(1 + 0.7(Re0.2
s Pr0.33) + (1.33 − 2.4αg + 1.2α2

g)Re0.7
s Pr0.33]

(28)

2.5. Numerical method129

The aforementioned models are solved using MFiX v21.3.2 [19,21] and OpenFOAM130

v20.12 [20]. All of them are already available in the standard distribution of MFiX,131

while in OpenFOAM, the heat transfer model between phases Eq. (28) and the effective132

conductivity model of Bauer and Schlünder (Eqs. (22) to (27)) were implemented for this133

work.134

Both computational codes, use the same approach for addressing the mathematical135

model. They are based on the Finite Volume Method (FVM) where both phases are136

treated as incompressible [35,36] and a SIMPLE-based algorithm [37] is used for the137

segregated coupling of pressure and the velocities of each phase. OpenFOAM allows138

to do iterations to enforce the mass balance within following the approach of PISO139

[38]. Moreover, the momentum equations are coupled based on the Partial Elimination140

Algorithm (PEA) [39,40].141
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It is worth to mention that both codes use different meshing techniques. While142

OpenFOAM have a dedicated mesher tool and can import grids generated by other soft-143

wares, MFiX relies only on its own mesher tool which is based on generating structured144

grids and the cut-cell technique for addressing curved surfaces. This difference becomes145

very relevant for addressing industrial-scale problems with curved surfaces. In general,146

for these situations, a uniformly highly refined grid might become unaffordable, so MFiX147

would rely on a coarser grid which, in presence of wall heat transfer effects might not be148

enough. This issue will be addressed with practical examples in the following section.149

3. Results and Discussion150

The following tests are selected based on the availability of experimental data but151

also with the intention of having simple geometries to validate the numerical approach.152

The physical properties and parameters used for each test are summarized in Table153

1, and the numerical parameters and mathematical models involved in these cases are154

included in Table 2.155

Table 1. Experimental conditions for the test cases

Experiment Particles Density [Kg/m3] Diameter [µm] H0 bed [m]

Subramani et al. [41] Ilmenite 4690 200 0.04
Yusuf et al. [42] Glass 2485 491 0.25

Kim et al. [5] Silica sand 2582 240 0.37

Table 2. Numerical setup

Setup Description

Total simulated time 10 s (Test 1), 2 s (Test 2), 10 s (Test 3)
Maximum packing 0.63

Minimum fraction for frictional effects 0.61
Restitution coefficient 0.9
Maximum residuals 1×10−8

Time step 1×10−5 s
Time discretization Second-order implicit
Advection schemes TVD

3.1. Test 1: Minimum fluidization velocity156

The first test case is based on the experimental setup of Subramani et al. [41]. In157

this work, minimum fluidization velocities were determined with the bed at different158

temperatures and filled with Geldart B particles. The experiments were carried out on159

a cylindrical bed made of silica glass with an internal diameter of 2.8 cm and a length160

of 25 cm, and the temperatures ranged from 273 K to 973 K. The air is preheated before161

entering the bed at the corresponding temperature.162

For the computational simulations, a mesh convergence analysis was performed for163

each software, resulting in a o-grid type of mesh consisting of 44,000 cells for OpenFOAM164

and a grid of 35,000 structured cells for MFiX, based on the cut-cell technique. These165

refinements have been selected following an a priori analysis of mesh convergence166

and have proven to produce a good balance between the computational costs involved167

and the accuracy of the numerical solution for these conditions. All the physical and168

numerical parameters involved for the simulations are described on Tables 1 and 2. Both169

codes required around one hour of overall computational time in a single CPU to obtain170

a statistically steady solution of the pressure field (each point on Fig. 1).171

Fig. 1 shows the fluidization curves obtained with MFiX. Each point corresponds to172

the pressure drop obtained for a simulation with a fixed superficial velocity. Here it can173
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be observed the qualitative trend of having smaller values of Um f as the temperature of174

the bed is increased.175

Figure 1. Fluidization curves predicted by MFiX at different temperatures.

The Um f prediction with both codes is shown in Fig. 2 along with the experimental176

results of Subramani et al. [41]. The values shown correspond to a graphical intersection177

between a linear fitting of the pressure drop values of the packed bed region and the178

fluidized region of the fluidization curves. Both codes show a slight underestimation179

of the Um f but, in general, in good agreement with the experimental results with a180

maximum error of 10 %.181

Figure 2. Minimum fluidization velocity as a function of the temperature of the bed based on
experiments and simulations.

Different topics contribute to generating the differences observed on the predicted182

values of the minimum fluidization velocity from OpenFOAM and MFiX. Without183

excluding some others, it must be mentioned that the momentum balance formulations184

are not strictly identical in both software. In addition, even if the coupling between185

phases is based on the Partial Elimination Algorithm [39] in both codes, there are still186

some differences in the formulations. Namely, as explained in Section 2.5, the algorithm187

in OpenFOAM is designed based on (a multiphase version of) the PIMPLE method,188

which is a combination of SIMPLE [37] and PISO [38], unlike MFiX that uses the SIMPLE189
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method directly. Using two or more PISO inner iterations per SIMPLE iteration enforces190

the mass balance per time-step increasing the convergence of the segregated coupling191

between pressure and the phase velocities, which can also be achieved by modifying the192

pressure under-relaxation, as it is done in MFiX.193

3.2. Test 2: Heat transfer from a vertical wall194

In this test, the heat transfer coefficient is estimated based on simulations for a195

problem based on the experimental setup of Yusuf et al. [42]. The problem consists of196

a pseudo-2D fluidized bed with a jet inlet of high velocity (U=16.6 m/s) in the bottom197

part in contact with the lateral wall, as shown in Fig. 3. All the walls are adiabatic except198

the lateral right wall which is at 333 K and the air inlet is at 293 K. The rest of the inlet199

at the bottom of the bed is set at minimum fluidization velocity (U=0.18 m/s). In the200

experiment, this condition is usually achieved by using an air distributor consisting201

of a perforated plate in the whole base of the bed except for the jet inlet part. In the202

simulations, this is modeled by imposing a fixed velocity which is calculated by dividing203

its value by local phase-fraction. The dimensions of the bed is 0.2 m of width, 0.7 m of204

height and 0.025 m of thickness, and the solids phase consists of glass spherical particles205

of 0.491 mm of diameter. The rest of the parameters for the simulation are summarized206

in Table 2.207

The grid used for both codes consist of uniform refinement in the vertical direction208

and a linear grading of refinement in the horizontal direction with smaller cells closer to209

the hot wall, as shown schematically in Fig. 3. Table 3 shows different grid refinements210

and how the solution is affected by it.211

Figure 3. Scheme of the computational domain for Test 2: (a) Fluidized bed size and (b) Grid
refinement.

For this problem, the solution of velocity fields, volume fractions and temperature212

became independent of the grid at different refinements for each software. For Open-213

FOAM, 260 cells were used in the horizontal direction with cells of 0.25 mm of width in214

contact with the hot wall, whereas MFiX needed 40 cells with a cell of 0.5 mm of width in215

contact with the wall. Table 3 shows the grid refinement analysis for MFiX, resulting in216

the adoption of mesh 3 for this test. The difference of meshes between codes translated217

into different overall computational times (although a uniform time-step of 1×10−5s218
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was considered for both cases). OpenFOAM required around 10 hours of computational219

time to simulate 2 seconds, while MFiX needed around 4 hours.220

Table 3. Grid refinement analysis for MFiX for Test 2

Mesh number Stretch value Heat transfer coeffficient [W/m2 K]

mesh 1 5 50.1
mesh 2 1 92.3
mesh 3 0.5 165.4
mesh 4 0.05 166.1

The eruption of the first bubbles with both codes are shown in Figs. 4 and 5. Here221

it can be observed that the hydrodynamics predicted by both codes is clearly different.222

MFiX predicts a more compact bed with bubbles only produced above the jet, while223

OpenFOAM predicts small bubbles above the region that is at minimal fluidization224

conditions, which agrees with the expected behavior for Geldart B particles. Also,225

compared to MFiX, OpenFOAM predicts a bigger first bubble above the jet, more226

splashing of particles once the first bubble erupts and a layer of solids in contact to the227

wall while the first bubble is moving upwards. This behavior can be observed in Fig. 6,228

which shows the time-averaged solids fraction field for both codes.229

Figure 4. Solids volume fraction distribution at different times from beginning of the fluidization
using OpenFOAM.

Figure 5. Solids volume fraction distribution at different times from beginning of the fluidization
using MFiX.
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Figure 6. Time-averaged solids volume fraction distribution simulated with: (a) OpenFOAM and
(b) MFiX.

Fig. 7 shows the local heat transfer coefficient at y = 0.1165m above the distributor230

which can be computed as:231

hloc =
(αsκs|∇nTs|+ αgκg|∇nTg|)

(Ts − Tb)
(29)

The results are compared to the experimental observations and numerical predic-232

tions of Yusuf et al. [42]. The numerical results shown here corresponds to the same233

modeling of the thermal conductivity of the phases (as described in Section 2). An argu-234

ment to explain the differences between the experimental and numerical predictions can235

be related to the low sampling frequency during the experiment, which might filter the236

peaks observed numerically. Another reason might be related to the use of a conductivity237

model that is meant for the bulk of the bed. In any case, differences in the heat transfer238

predicted by both codes are to be expected given the different flow patterns shown in239

Figs. 4 and 5.240

Figure 7. Heat transfer coefficient at y = 0.1165 m from the distributor.

Table 4 shows a time-averaged value of the heat transfer coefficient (between t = 1241

and 2 s) where, in spite of the thermal conductivity model adopted, MFiX predicts a heat242

transfer coefficient that is close to the experimental measures. The simulation of Yusuf243

et al. shows much higher time-averaged values of the heat transfer, while OpenFOAM244
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results fall in between. These differences might be correlated to the hydrodynamic245

behavior observed with both codes. It is expected that having a layer of particles in246

contact to the wall, as predicted by OpenFOAM, will increase the effective phase conduc-247

tivity and, therefore, increase the local heat transfer. On the other hand, although MFiX248

instantaneous heat transfer predictions do not agree completely with the experiment,249

the local time-averaged heat transfer coefficient is very similar.250

Table 4. Time-averaged heat transfer coefficients [W/m2 K] at y = 0.1165 m

Exp. (Yusuf et al. [42]) CFD (Yusuf et al. [42]) CFD (OpenFOAM) CFD (MFiX)

169.9 550.4 398.5 165.4

3.3. Test 3: Heat transfer from submerged tubes251

This test is based on the work of Kim et al. [5]. Experiments were carried out in a252

3D fluidized bed (0.48 × 0.6 × 0.34 m). A tube bundle in a triangular arrangement (pitch253

length 0.08 m), with each tube of 0.34 m length and 25.4 mm outside diameter, is located254

within the particulate bed (as shown in Fig. 8a). A central tube wall is set a constant255

temperature of 333 K, where a thermal probe is located to evaluate the heat transfer256

between the tube and the bed. Sand particles are considered for the experiment and the257

simulations, all the numerical and physical parameters are summarized in Tables 1 and258

2.259

A grid sensitivity analysis is performed a-priori for both codes based on a mesh-260

converged fields evaluation (see Table 5). Moreover, the meshing technique of each261

code is different, so it is not possible to evaluate the performance of both codes using262

the same FVM grid. Nevertheless, results are compared using the coarser refinements263

for each code upon which the heat transfer coefficient between the hot tube and the264

bed do not change significantly for a higher level of refinement. For MFiX, a uniform265

structured grid of 3,133,440 hexahedral cells where the boundary cells are truncated so266

that they conform to the boundary surface (cut-cell technique) as shown in Fig. 8b, is267

used. For OpenFOAM, the refinement at which the heat transfer coefficient converged268

to a fixed value consists of 3 levels of refinement around the tubes with cells of 2 mm in269

contact with the tubes (as shown in Fig. 8c and a maximum cell size of 1 cm far from270

the tubes bank region. The mesh is generated with snappyHexMesh and the amount271

of cells is 330,152. Here, it is important to mention that it is not possible to make a272

further refinement close to non-planar surface boundaries with the MFiX mesher. This273

implies that a uniform refined grid in the whole domain will be necessary to accurately274

predict the field gradients of velocity and temperature near the tubes, which increase275

the computational costs relative to OpenFOAM. OpenFOAM required around 1 day of276

overall computational time running in parallel in 4 CPUs, while MFiX required around277

5 days.278

Table 5. Grid refinement analysis for MFiX and OpenFOAM for Test 3

Mesh number Total number of cells Heat transfer coef. [W/m2 K]

MFiX

mesh 1 783,360 155.1
mesh 2 2,176,000 377.3
mesh 3 3,133,440 446.7
mesh 4 4,896,000 451.2

OpenFOAM

mesh 1 96,105 330.3
mesh 2 330,152 461.2
mesh 3 502,240 459.1
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Figure 8. Sketch of the tube bundle and mesh refinement: (a) Fluidized bed domain, (b) Grid
refinement around the hot tube using MFiX and (c) using OpenFOAM.

Fig. 9 shows an instantaneous solids fraction distribution predicted by OpenFOAM279

and MFiX. Here, OpenFOAM shows a more expanded bed with only a few defined280

bubbles. MFiX, unlike OpenFOAM, shows clearly defined bubbles with regions of281

particles at maximum packing. Also, smaller bubbles appear above the distributor and282

larger bubbles move upwards around the tubes bundle.283

Figure 9. Solids fraction distribution in a mid vertical cutting plane using OpenFOAM (a) and
MFiX (b).

The instantaneous local heat transfer coefficient is computed according to Eq. (29).284

Then, a time- and surface-averaged over the surface of the tube is computed. Fig. 10285

shows this result for the experiments and with both CFD codes. Here it can be seen that286

both code seem to moderately overpredict the heat transfer. This might be due to the287

need of a near-wall effective conductivity model. Moreover, while OpenFOAM seems288

to follow the general trend of heat transfer as a function of the fluidization velocity,289

MFiX shows almost no dependence of the heat transfer on velocity. Although a highly290

refined mesh was used for this problem, it is likely that this problem requires an even291

higher refinement near the hot tube for MFiX. This issue becomes relevant considering292

that MFiX mesher does not allow for a selective refinement near curved surfaces and a293

uniform highly refined mesh would be necessary to capture the thermal gradients close294

to the active heat transfer surfaces.295
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Figure 10. Time-averaged heat transfer coefficient around the tube predicted by simulation and
experiments.

4. Conclusions296

This work analyzes the performance of the open-source CFD codes MFiX and297

OpenFOAM for predicting heat transfer and minimum fluidization velocities in bub-298

bling fluidized beds. Both codes use the Two-Fluids Model coupled with the KTGF299

and Frictional theory for the rheological closure and include energy balances for each300

phase. Expressions for particle-to-fluid heat transfer coefficient and for stagnant thermal301

conductivity were implemented in OpenFOAM to simulate the thermal behavior.302

Values of the minimum fluidization velocity and its dependence on the temperature303

are appropriately predicted by both codes. Regarding the wall-to-bed heat transfer304

coefficient estimation, both codes using the same models predict slightly different fluid-305

dynamic patterns which eventually have an impact on the heat transfer. For the case of306

the heat transfer from a lateral wall in a pseudo-2D system, MFiX predicts bubbles that307

erupts above the air jet with little amount of solids within and almost no bubbles in the308

rest of the bed, while OpenFOAM predicts a much more chaotic fluidization with small309

bubbles in the width of the bed above the distributor. Compared to MFiX, OpenFOAM310

predicts a bigger main bubble above the jet with a layer of particles that is in contact to311

the hot wall most of the time. This different behavior affects the heat transfer prediction312

since it modify the instantaneous volumetric distribution of phases and the effective313

conductivities. The MFiX results are in close agreement with the experimental data314

while OpenFOAM requires more refinement near the wall to achieve mesh-converged315

fields and the heat transfer coefficient is overestimated. Nonetheless, these results are316

closer to the experiment values than that of the simulations made by the authors, using317

the same physical models. Regarding the heat transfer from a tube in an immersed318

tube bundle, both codes seems to overpredict the time-averaged heat transfer coefficient319

for different fluidization velocities. This is in agreement with the results of Test 2 and320

suggests the need of a near-wall conductivity model. Nonetheless, OpenFOAM predicts321

the same trend of the experimental observations of heat transfer for a superficial gas322

velocity value around 1.25 times of minimum fluidization velocity. In this regard, MFiX323

is not able to reproduce the same trend. Moreover, the meshing technique available in324

MFiX does not allow for a selective refinement close the curved surfaces (i.e., tube wall)325

where large thermal gradients arise which translates into a need of a very large amount326

of cells in total to be able to capture the high gradients around the hot tubes. This is not327

the case of OpenFOAM, which can reproduce similar results with much less cells than328

MFiX and, therefore, saving a lot of computational cost.329
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In general, both codes are able to predict global hydrodynamic patterns in fluidized330

beds and how they are influenced by thermal effects. Regarding the CFD predictions in331

problems involving wall heat transfer, MFiX results, compared to OpenFOAM, present332

a high level of accuracy with the experimental data for simple geometries involving333

planar boundaries. However, for the simulation of large-scale systems with non-planar334

walls with heat transfer (like tube bundles immersed in a fludized medium where high335

thermal gradients are expected), MFiX becomes hindered by its own meshing tool by336

not allowing a relative refinement in the domain. It should be borne in mind that MFiX337

was originally conceived for this type of applications, involving multiphase flow in338

fluidized conditions, while OpenFOAM is a general CFD multipurpose platform with a339

much broader scope for fluid dynamics. In the context of the present applications, it is340

expected that future developments in MFiX will be directed to the meshing tools, while341

in OpenFOAM, the efforts should be focused in the accuracy of the hydrodynamics in342

bubbling fluidization.343

Nomenclature344

Symbol Description

ρ Phase density [Kg/m3]
α Phase volume fraction [-]

αmax Maximum packing [-]
αmin Minimum volume fraction for frictional effects [-]

u Phase velocity [m/s]
p Pressure [Pa]
τ Shear stress tensor [N/m2]
g Acceleration of gravity [m/s2]

Ksg Drag coefficient [Kg/m3s]
µ Dynamic viscosity [Pa s]
λ Bulk viscosity [Pa s]
dp Particles diameter [m]
Φ Sphericity factor [-]

Rep Particle Reynolds number (Rep = ρgαgdp|us − ug|/µg) [-]
θ Granular temperature [m2/s2]
κk Granular conductivity [Kg/m s]
γs Dissipation of granular energy due to particle collisions [Kg/m s3]
Jv Dissipation of granular energy due to viscous damping [Kg/m s3]
Js Production of granular energy due to slip between phases [Kg/m s3]
e Restitution coefficient [-]

g0 Radial distribution [-]
A f Frictional pressure coefficient (A f = 1025) [Pa]
η Frictional exponent (η = 10) [-]

I2D Second deviatoric of the stress tensor [-]
ϕ Angle of internal friction [-]

Um f Minimum fluidization velocity [m/s]
H Phase enthalpy [J/Kg]
hv Heat transfer coefficient between phases [W/m2 K]
κ0 Thermal conductivity of the material [W/m K]
κ Phase effective thermal conductivity [W/m K]
κb Bulk thermal conductivity [W/m K]
Pr Prandtl number (Pr = µgcp,g/κg,0) [-]
s Subindex for solid phase
g Subindex for gas phase
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