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Autonomous multiagent systems is an area that is currently receiving increasing attention in

the communities of robotics, control systems, and machine learning (ML) and artificial intellig-

-ence (AI). It is evident today, how autonomous robots and vehicles can help us shape our future.

Teams of robots are being used to help identify and rescue survivors in case of a natural disaster

for instance. There we understand that we are talking minutes and seconds that can decide

whether you can save a person’s life or not. This example portrays not only the value of safety

but also the significance of time, in planning complex missions with autonomous agents.

This thesis aims to develop a generic, composable framework for a multiagent system

(of robots or vehicles), which can safely carry out time-critical missions in a distributed and

autonomous fashion. The goal is to provide formal guarantees on both safety and finite-time

mission completion in real time, thus, to answer the question: “how trustworthy is the autonomy

of a multi-robot system in a complex mission?” We refer to this notion of autonomy in multiagent



systems as assured or trusted autonomy, which is currently a very sought-after area of research,

thanks to its enormous applications in autonomous driving for instance.

There are two interconnected components of this thesis. In the first part, using tools from

control theory (optimal control), formal methods (temporal logic and hybrid automata), and

optimization (mixed-integer programming), we propose multiple variants of (almost) realtime

planning algorithms, which provide formal guarantees on safety and finite-time mission complet-

-ion for a multiagent system in a complex mission. Our proposed framework is hybrid, distributed,

and inherently composable, as it uses a divide-and-conquer approach for planning a complex

mission, by breaking it down into several sub-tasks. This approach enables us to implement the

resulting algorithms on robots with limited computational power, while still achieving close to

realtime performance. We validate the efficacy of our methods on multiple use cases such as

autonomous search and rescue with a team of unmanned aerial vehicles (UAVs) and ground

robots, autonomous aerial grasping and navigation, UAV-based surveillance, and UAV-based

inspection tasks in industrial environments.

In the second part, our goal is to translate and adapt these developed algorithms to safely

learn actions and policies for robots in dynamic environments, so that they can accomplish their

mission even in the presence of uncertainty. To accomplish this goal, we introduce the ideas of

self-monitoring and self-correction for agents using hybrid automata theory and model predictive

control (MPC). Self-monitoring and self-correction refer to the problems in autonomy where

the autonomous agents monitor their performance, detect deviations from normal or expected

behavior, and learn to adjust both the description of their mission/task and their performance

online, to maintain the expected behavior and performance. In this setting, we propose a formal

and composable notion of safety and adaptation for autonomous multiagent systems, which we



refer to as safe learning. We revisit one of the earlier use cases to demonstrate the capabilities

of our approach for a team of autonomous UAVs in a surveillance and search and rescue mission

scenario.

Despite portraying results mainly for UAVs in this thesis, we argue that the proposed

planning framework is transferable to any team of autonomous agents, under some realistic

assumptions. We hope that this research will serve several modern applications of public interest,

such as autopilots and flight controllers, autonomous driving systems (ADS), autonomous UAV

missions such as aerial grasping and package delivery with drones etc., by improving upon the

existing safety of their autonomous operation.
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Chapter 1: Introduction

1.1 Background

The primary motivation for this thesis comes from the increasing zeal of modern industry

in employing autonomous robots for complex, and safety and time-critical missions. Robots

are known to outperform humans when it comes to certain difficult and repetitive tasks. These

include but are not limited to supporting search and rescue missions [1, 2], surveillance [3],

and exploration [4], periodic inspection of safety-critical equipment and infrastructure [5], and

numerous civil applications of unmanned aerial vehicles (UAVs) [6], such as aerial grasping

[7] and transport of packages [8], and programmable self-assembly for construction of modular

structures [9, 10], for instance. Figure 1.1 shows some representative applications where autono-

-mous robots have been shown to make a tremendous impact on society.

Often multiple robots are used for these missions to improve both the time efficiency and

Figure 1.1: Some representative applications of autonomous robots where they can be potent in
a multiagent setting. (Photo credits: DARPA and NASA)
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the cost of execution. This is where considering an autonomous team of robots as a multiagent

system comes in quite handy. This way, we can conveniently use the extensive developments

from existing literature and the vast amounts of ongoing research on planning missions (which

may include multiple tasks) for multiagent systems, to provide certain guarantees on the behavior

of the robots involved.

This work builds upon the same line of thought by providing a compositional and hybrid

approach to planning and executing safety and time-critical missions with either a single or

multiple number of autonomous agents (or robots) in a complex environment. The primary

emphasis here is on providing assurances on safety as well as finite-time completion of a given

mission. In addition, a secondary goal is to maintain as close as possible to a realtime performance

capability. Combining these two objectives together in a systematic and scalable way is what

makes this thesis’s contributions both novel and unique.

Unless specified otherwise, throughout this thesis, we primarily use UAVs as a default

model for our multiagent system. That is because multirotor UAVs are highly inexpensive

robots which can be extensively used as testbeds for much of the ongoing research in multiagent

robotics. In addition, these are extremely agile aircraft, capable of much higher maneuverability

in comparison with the other UAV classes, namely fixed-wing and helicopter style UAVs. This

salient feature also edges them as a feasible platform to operate in congested environments, such

as crowded city skies and constrained indoor workspaces.

Despite this heavy lean towards UAVs in this thesis, the planning framework we present

here is quite generic and is applicable to a number of other multiagent systems as well under

some realistic assumptions. We elaborate this idea further towards the end of this thesis.

2



1.2 Main Contributions

This thesis aims to develop a generic, composable framework for a multiagent system

(of robots or vehicles), which can safely carry out time-critical missions in a distributed and

autonomous fashion. The goal is to provide formal guarantees on both safety and finite-time

mission completion in real time, thus, to answer the question: “how trustworthy is the autonomy

of a multi-robot system in a complex mission?” We refer to this notion of autonomy in multiagent

systems as assured or trusted autonomy, which is currently a very sought-after area of research,

thanks to its enormous applications in autonomous driving for instance.

There are two interconnected components of this thesis. In the first part, using tools

from control theory (optimal control), formal methods (temporal logic and hybrid automata),

and optimization (mixed-integer programming), we propose three variants of (almost) realtime

planning algorithms, which provide formal guarantees on safety and finite-time mission complet-

-ion for a multiagent system in a complex mission. Our proposed framework is hybrid and

inherently composable, as it uses a divide-and-conquer approach for planning a complex mission,

by breaking it down into several sub-tasks. This approach enables us to implement the resulting

algorithms on robots with limited computational power, while still achieving close to realtime

performance. We validate the efficacy of our method on three use cases namely an autonomous

search and rescue mission with a team of UAVs as well as with a team of ground robots in a

leader-follower setting, and a UAV-based inspection task in a smart factory environment.

In the second part, our goal is to translate and adapt these developed algorithms to safely

learn actions and policies for robots in dynamic environments, so that they can accomplish their

mission even in the presence of uncertainty. To accomplish this goal, we introduce the ideas of
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Figure 1.2: Visual overview of the proposed approach.

self-monitoring and self-correction for agents using hybrid automata theory and model predictive

control (MPC). Self-monitoring and self-correction refer to the problems in autonomy where

the autonomous agents monitor their performance, detect deviations from normal or expected

behavior, and learn to adjust both the description of their mission/task and their performance

online, to maintain the expected behavior and performance. In this setting, we propose a formal

and composable notion of safety and adaptation for autonomous multiagent systems, which we

refer to as safe learning. We revisit one of the earlier use cases to demonstrate the capabilities

of our approach for a team of autonomous UAVs in a surveillance and search and rescue mission

scenario. Figure 1.2 portrays a visual summary of our proposed approach.

In light of the above discussion, the main contributions of this thesis can be listed as

follows:

• A composable, safe, hybrid, and realtime mission planning method for multiagent systems

with finite-time guarantees. (see Chapter 2)
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• A cooperative mission planning method for multiagent systems with distributed consensus

dynamics in a leader-follower setting. (see Chapter 3)

• A composable, safe, and realtime mission planning method for UAV-based inspection tasks.

(see Chapter 4)

• A safe learning; i.e., self-monitoring and self-correction mechanism for multiagent systems

using hybrid automata and event-triggered MPC, which can be used in conjunction with

any of the above three methods. (see Chapter 5)

1.3 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 details a composable, safe, hybrid,

and realtime mission planning method for multiagent systems with finite-time guarantees using

metric temporal logic (MTL). We use a UAV-based search and rescue scenario as our case

study. In Chapter 3, we describe a cooperative mission planning method for multiagent systems

with distributed consensus dynamics in a leader-follower setting. In this chapter, we utilize the

example of identifying survivors in case of a natural disaster with a team of ground robots, as our

case study. In Chapter 4, we use the example of a pipeline inspection problem in a smart factory

environment, to portray a composable, mission planning method for UAV-based inspection tasks.

In Chapter 5, we describe a safe learning mechanism for multiagent systems and introduce the

ideas of self-monitoring and self-correction. We then revisit one of the earlier use cases to show

case the performance of the proposed approach. Finally, in Chapter 6, we conclude with a brief

summary of the thesis and a short discussion on future directions and prospects.
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Chapter 2: Composable, Safe, Hybrid, and Realtime Mission Planning for Multi

-agent Systems with Finite-Time Guarantees

In this chapter, we propose a hybrid, compositional, optimization-based method for realtime

mission planning for quadrotors in a time-critical search and rescue scenario. Starting with a

known environment, we specify the mission using metric temporal logic (MTL) and use a hybrid

dynamical model to capture the various modes of UAV operation. We then divide the mission

into several sub-tasks, by exploiting the invariant nature of safety and timing constraints along

the way, and the different modes (i.e., dynamics) of the UAV. For each sub-task, we translate

the MTL specifications into linear constraints, and solve the associated optimal control problem

for desired path, using a mixed-integer linear program (MILP) solver. The complete path for the

mission is constructed recursively, by composing the individual, optimal sub-paths. We show by

simulations that the resulting suboptimal trajectories satisfy the mission specifications, and this

approach leads to significant reduction in computational complexity of the problem, making it

possible to implement in real time.

Our proposed method ensures the safety of UAVs at all times and guarantees finite-time

mission completion. It is also shown that our approach scales up nicely for a large number of

UAVs under some realistic assumptions on the environment of operation.

Following are the main contributions of this chapter:
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• A hybrid optimization-based framework for rescue mission planning for UAVs using MTL

specifications under the assumption of known environment, and using a rich, hybrid dynam-

-ical model for the UAVs.

• Decomposition of complex MTL specifications and their translation into linear constraints.

• Fast (i.e., realtime) and recursive computation of safe, composable, suboptimal trajectories

for UAVs with finite-time guarantees.

• Limitations and scalability results for the proposed approach for large number of UAVs in

a constrained environment.

2.1 Related Work

Given any high level task, it is a standard practice in classic motion planning literature

[11], to look for a set of trajectories, which the robot can follow while satisfying the desired task

specifications [12]. This gives rise to the notion of optimal path planning [13], which considers

an optimal path in the sense of optimizing some suitable cost function and finding a control law,

to go from one position to another while satisfying some constraints [14]. Traditionally, methods

such as potential functions [15, 16], have been used for multiagent mission planning. Although

these methods are easy to compute, they often suffer from problems like the agents getting stuck

in local-minima, or their inability to find a feasible path in areas where the density of obstacles is

relatively high [17].

Many trajectory planning methods in literature focus on obstacle and collision avoidance

(between the agents) as their primary objective [18, 19], which is well-suited for applications
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like crowd simulation and robotic swarms [20, 21]. These methods are shown to be efficient in

tackling dynamic environments as well as a large number of agents [22], and they are able to

compute safe trajectories for several agents in a reasonably fast time [23]. However, they are

not suitable for situations where a multiagent mission imposes some finite-time constraints on

the team of robots, and requires them to execute some specific tasks in parallel, in addition to

going from one point to the other while avoiding obstacles and their fellow agents. Cooperative

aerial surveying [24], and multiagent search and rescue mission planning [25] are two examples

of such tasks, where some sort of guarantees are desired on the time that is required to complete

the mission, in addition to the safety of the agents themselves.

Temporal logic (TL) [26] seems to address this problem, since it enables us to specify

complex tasks in compact mathematical form. A bulk of modern motion planning literature is

based on linear temporal logic (LTL) [27], which is useful for specifying tasks such as visiting

certain objectives periodically and surveying areas [28], and and ensuring stability and safety

etc. [29, 30]. These LTL-based mission planners are usually easier to compute and faster to

implement. However, from a control theory perspective, LTL only accounts for timing in the

infinite-horizon sense i.e., it can only guarantee something will eventually happen over an infinite,

discrete sequence of time. Finite LTL or LTLf [31] is a variant of LTL that can be interpreted

over finite, discrete-time sequences, however it is not rich enough to describe finite, realtime

constraints.

On the other hand, metric temporal logic (MTL) [32, 33], can express finite-time require-

-ments between various events of the mission as well as on each event duration. This allows us to

specify safety-critical missions with dynamic task specifications and finite-time constraints. An

optimization-based method for LTL tasks was proposed in [34], and was extended in [35], where
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the authors translate LTL specifications to mixed-integer linear programming (MILP) constraints,

which are then used to solve an optimal control problem for a linear point-robot model. This work

was further extended in [36], where the authors used bounded-time temporal constraints using

extended-LTL, for motion planning with linear system models. However, all these works did not

incorporate a rich dynamical model of the robot, and also illustrated significant computational

complexity issues for the proposed methods in case of planning for multiple robots in 3D space.

Recently, optimization-based methods with MTL specifications for single [37] and multiple

[38] robots, do guarantee safe and finite-time mission completion. However, in both cases, the

computation of the optimal trajectory is very expensive (in the order of ∼500s computation

time or more), and hence cannot be implemented in real time. Moreover, these works put

high constraints on the robot maneuverability, by limiting its dynamics to a simple linear (point-

robot) model, which contradicts with the primary reason for deploying quadrotors in constrained

dynamic environments. More recently, the use of signal temporal logic (STL) for event-triggered

[39], and risk-aware [40] planning and control using very simple robot models has also been

presented. While STL provides a good measure of robustness in space and time for planning

complex tasks, its computational complexity is a lot worse in general than MTL, using any of

the standard planning methods. Therefore, in this thesis, unless specified otherwise, we will stick

with only MTL for planning complex missions and designing control policies for multiagent

systems, because it is a good compromise between LTL and STL, in terms of its capabilities and

performance.

In this chapter, therefore, our intention is to use the rich dynamics of the robots in an

intelligent way to divide and conquer the computationally complex problem of mission planning

for multiple UAVs using finite-time MTL constraints.
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2.2 Notation and Preliminaries

In this section, we describe some mathematical notation and preliminaries that are followed

throughout, in the rest of this chapter and much of this thesis.

2.2.1 System Dynamics

Any dynamical system can be represented in the form:

ẋ(t) = f(t, x, u)

where for all time t continuous

• x(t) ∈ X ⊆ Rn is the state vector of the system

• x0 ≜ x(0) ∈ X0 ⊆ X is the initial condition of the state vector and

• u(t) ∈ U ⊂ Rm is the set of control inputs which is constrained in the control set U .

Given a nonlinear model of the system, a linearization around an operating point or trajectory

(x∗(t), u∗(t)) is expressed as:

˙̂x(t) = A(t)x̂(t) +B(t)û(t)

where for all time t continuous

• x̂(t) = x(t)− x∗(t)

• û(t) = u(t)− u∗(t)

10



• A(t) = ∂f
∂x
(t)

∣∣∣
x=x∗,u=u∗

• B(t) = ∂f
∂u
(t)

∣∣∣
x=x∗,u=u∗

Any discrete time (possibly nonlinear) dynamical system can be represented in the form:

x(t+ 1) = f(t, x(t), u(t)) (2.1)

where x(t) ∈ X is the state vector, x(0) ∈ X0 ⊆ X is the initial condition of the state, and

u(t) ∈ U ⊂ Rm is the set of control inputs for all t = 0, 1, 2, · · · . Let us denote the trajectory for

System (2.1), with initial condition x0 at t0, and input u(t) as: xt0,x0,u(t) = {x(t) | t ≥ t0, x(t +

1) = f(t, x(t), u(t)), x(t0) = x0}. For the sake of convenience, we use the shorthand notation

i.e., xt0 instead of xt0,x0,u(t) to represent system trajectory whenever no explicit information about

u(t) and x0 is required. As is in the usual control literature setting, a linearization of the discrete

time dynamics for System (2.1) about a given trajectory (or operating point) looks like:

x̂(t+ 1) = A(t)x̂(t) +B(t)û(t) (2.2)

for all t = 0, 1, 2, · · · . We use System (2.2) form dynamics in our problem formulation.

2.2.2 Metric Temporal Logic (MTL)

The convention on MTL syntax and semantics followed in this chapter/thesis is the same

as presented in [32].

Definition 1. (Atomic proposition) An atomic proposition is a statement with regard to the state

variables x that is either True (⊤) or False (⊥) for some given values of x.[41]
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Let Π = {π1, π2, · · · πn} be the set of atomic propositions which labels X as a collection

of the areas of interest in some workspace, which can possibly be time varying. Then, we can

define a map L which labels this workspace or environment as follows:

L : X × I → 2Π

where I = {[t1, t2] | t2 > t1 ≥ 0} and 2Π denotes the power set of Π as usual. In general, I

represents an interval of time but it may just also represent a time instance. For each trajectory

of System (2.2) i.e., xt0 as before, the corresponding sequence of atomic propositions, which xt0

satisfies is given as: L(x0) = L(x(0), 0)L(x(1), 1)....

We later specify the tasks formally using MTL formulae, which can incorporate finite

timing constraints. These formulae are built on the stated atomic propositions (Definition 1)

by following some grammar.

Definition 2. (MTL syntax) The syntax of MTL formulas are defined in accordance with the

following rules of grammar:

ϕ ::= ⊤ | π | ¬ϕ | ϕ ∨ ϕ | ϕUIϕ

where I ⊆ [0,∞], π ∈ Π, ⊤ and ¬⊤(= ⊥) are the Boolean constants for true and false

respectively. ∨ represents the disjunction while ¬ represents the negation operator. UI denotes

the Until operator over the time interval I . Similarly, other operators (both boolean and temporal)

can be expressed using the grammar imposed in Definition 2. Some examples are conjunction

(∧), always on I (2I), eventually within I (3I) etc. Further examples of temporal operators can

be found in [34].

12



Definition 3. (MTL semantics) The semantics of any MTL formula ϕ is recursively defined over

a trajectory xt as:

xt |= π iff π ∈ L(x(t), t)

xt |= ¬π iff π /∈ L(x(t), t)

xt |= ϕ1 ∨ ϕ2 iff xt |= ϕ1 or xt |= ϕ2

xt |= ϕ1 ∧ ϕ2 iff xt |= ϕ1 and xt |= ϕ2

xt |= ⃝ϕ iff xt+1 |= ϕ

xt |= ϕ1UIϕ2 iff ∃t′ ∈ I s.t. xt+t′ |= ϕ2 and ∀ t′′ ≤ t′,

xt+t′′ |= ϕ1.

Thus, for instance, the expression ϕ1UIϕ2 means the following: ϕ2 is true within time

interval I , and until ϕ2 is true, ϕ1 must be true. Similarly, the MTL operator ⃝ϕ means that ϕ

is true at next time instance. 2Iϕ means that ϕ is always true for the time duration or during

the interval I , 3Iϕ implies that ϕ eventually becomes true within the interval I . More details on

specifying tasks as MTL formulae can also be found in [33]. Similar to the convention used in

Definition 3, a system trajectory xt0 satisfying an MTL specification ϕ is denoted as xt0 |= ϕ.

This is the general temporal constraint representation, which we use later in our optimal control

formulation.

More complicated formulas can be specified using a variety of compositions of two or more

MTL operators. For example, 3I12I2ϕ suffices to the following: within time interval I1, ϕ will

be eventually true and from that time instance, it will always be true for an interval or duration of

I2. The remaining Boolean operators such as implication (⇒) and equivalence (⇔) can also be

represented using the grammar rules and semantics given in Definition 2 and Definition 3.
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Figure 2.1: CAD model for the workspace used. The environment is a 10x10x3 m3 workspace
which is divided into several 2D regions of interest that are labeled with alphabets and marked
with different colors.

2.2.3 The Workspace

Throughout this chapter, we repeatedly refer to a time-critical rescue mission defined on

the constrained workspace shown in Fig. 2.1. It is a custom built CAD environment, designed

with the intention to closely suit our problem. As shown, various areas of interest are marked on

the workspace using different alphabets. The role of each of these areas will become obvious as

we formulate the problem and specify the mission using MTL specifications later in this chapter.

For now, we briefly describe the mission in a two UAV setting.

Starting from initial positions A and B, two quadrotor UAVs q1 and q2 need to rescue

two objects located at F and G respectively from a constrained environment. The objects are

accessible only through a window E, with dimensions such that it allows only one UAV to pass

at a given time. Therefore, one of the UAVs has to wait at C for the other to pass first. It is

assumed that there are no additional obstacles in the area other than the walls O and the UAVs
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themselves. The task for each UAV is to grasp its respective target object, and transport it to

safety (marked H1 and H2 respectively for q1 and q2) in given finite time. In doing so, the UAVs

need to avoid the obstacles O as well as each other, in particular at the window E. Later on, we

also use prime region notation; e.g., A′ to represent the same 2D region A. There, A′ represents

an altitude (w.r.t. z-axis) variation of the quadrotor while it is in the same 2D region A.

2.3 Quadrotor Dynamics

We adopt the generalized nonlinear model for the quadrotor presented in [42]. We build

a hybrid model for the system with five linear modes, namely Take off, Land, Hover, Steer,

and a task specific Grasp mode. The linearization for each mode is carried out separately

about a different operating point. This enables our system to have rich dynamics with less

maneuverability restrictions, while each mode still being linear. This is an important point and

its significance becomes apparent once we formulate the problem, since it requires all constraints

to be linear.

2.3.1 General Nonlinear Model

The dynamics of a quadrotor can be fully specified using two coordinate frames. One is

a fixed earth (or world) frame, and the second is a moving body frame. Let the homogeneous

transformation matrix from body frame to earth frame be R(t), which is a function of time t.

In state space representation, the quadrotor dynamics are represented as twelve states namely

[x, y, z, vx, vy, vz, ϕ, θ, ψ, ωϕ, ωθ, ωψ]
T , where ξ = [x, y, z]T and v = [vx, vy, vz]

T represent the

position and velocity of the quadrotor respectively with respect to the body frame. [ϕ, θ, ψ]T
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are the angles along the three axes (i.e., roll, pitch, and yaw respectively), and Ω = [ωϕ, ωθ, ωψ]
T

represents the vector containing their respective angular velocities. Under the rigid body assump-

-tions on its airframe, the Newton-Euler formalism for quadrotor in earth frame is given by:

ξ̇ = v

v̇ = −ge3 +
F

m
Re3 (2.3)

Ṙ = RΩ̂

Ω̇ = J−1(−Ω× JΩ + τ)

where J is the moment of inertia matrix for the quadrotor, g is the gravitational acceleration,

e3 = [0, 0, 1]T , F is the total thrust produced by the four rotors, and τ = [τx, τy, τz]
T is the torque

vector, whose components are the torques applied about the three axes. So, F , τx, τy, and τz are

the four control inputs to System (2.3).

2.3.2 Hybrid Model with Linear Modes

System (2.3) serves as a starting point for generating a hybrid model for the quadrotor

with five modes, which are represented by a labeled transition system as shown in Fig. 2.2. As

usual, the states (or modes) denote the action of the UAV, such as Take off and Steer, while the

edges represent the change or switch to another action. The change is governed by some suitable

guard condition. Note, that some edges do not exist; for example, the quadrotor cannot go from

Land to Hover without taking the action Take off. Each state of the transition system follows

certain dynamics, which result from a linearization of System (2.3) around a different operating

point. For example, consider the Hover mode. One possible choice of operating points for the
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Figure 2.2: The simplified hybrid dynamical model for the quadrotor. Some guard conditions
are hidden for readability. We use linearized dynamics around different operating points for each
mode. This makes the model rich in dynamics as well as linear at the same time.

linearization of system dynamics in this mode is ψ = 0. This implies that the two states ψ and ωψ

i.e., the yaw angle and its respective angular velocity are identically zero, and thus can be removed

from the state space representation. Consequently, the state space dimension is reduced to ten,

and the control set is reduced to three inputs as well; i.e., F, τx, and τy. The resulting linearized

model can be written in standard (discrete time) form as: σ(t+ 1) = A(t)σ(t)+B(t)γ(t), where

σ(t) is the state, and γ(t) is the input (in vector notation), with the two system matrices given as:

A =



0 I 0 0

0 0


0 g

−g 0

0 0

 0

0 0 0 I

0 0 0 0



; B =



0 0
0

0

1/m

 0

0 0

0 I2×3J
−1


where I2,3 = [I2,2 02,1], and all zero and identity matrices in A(t) and B(t) are of proper
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Figure 2.3: The Grasp mode expressed as a combination of Hover (H1), Land (L1), and Take off
(TO1) modes (colored cyan), with special guard conditions.

dimensions. We adopt similar procedure to linearize System (2.3) around other operating points

for different modes, and obtain linearized dynamics for the hybrid model. More details about the

selection of these operating points for different modes can be found in [43] and [44].

2.3.3 The Grasp Mode

Grasping in general is a very challenging problem, in particular when dexterity-based

manipulation is involved. Since Grasp is the only task specific dynamical mode of our system,

it was advisable to simplify the grasping routine within the high level task. However, in case

of aerial grasping, some passive mechanisms [45, 46] have been shown to be very reliable in

grasping an object with an instantaneous touchdown onto its surface [47]. Under this reliable

passive aerial grasping assumption (i.e., instantaneous touchdown and grasp), we can express the

Grasp mode as a switching combination of Hover, Land, and Take off dynamics with special

guard conditions. This clearly simplifies the problem of having the need to introduce a complex

gripper and its end-effector dynamics into the Grasp mode of the hybrid model. Figure 2.3 depicts

this representation of the Grasp mode in terms of the Hover, Land, and Take off dynamics.
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2.4 Method: Formulation and Solution

Given the map of the environment, we can write down a mission specification for each

quadrotor as an MTL formula ϕi. For the workspace described earlier in this chapter, a possible

MTL mission specification for the ith quadrotor qi can be written as:

ϕi = 3[0,T1](Object Location) ∧2[0,T2](Object Location)
′

∧3[0,T3]2(Safe Location) ∧2¬(Obstacles) ∧2¬qj

where i, j ∈ {1, 2, ..., N}, i ̸= j, and qj ∈ Ni(t). Ni(t) represents the neighborhood set of

quadrotor qi i.e., all quadrotors qj s.t. ||qi− qj|| ≤ ρ, for some ρ > 0. T3, T2, T1 are discrete time

units, and the prime notation models the grasping action within the same area of the workspace

with some altitude variation of the UAV along the z-axis. Thus, for instance, in the two UAV

setting as shown in Fig. 2.1, a possible MTL specification for quadrotor q1 is:

ϕ1 = 3[0,T1](F ) ∧2[0,T2](F )
′ ∧3[0,T3]2(H1) ∧2¬(O) ∧2¬q2

A similar mission specification ϕ2 can be written for the quadrotor q2 and so on. Now using

the quadrotor dynamics and these MTL formulae ϕi, we can state the rescue mission planning as

an optimal control problem.

2.4.1 Problem Statement and Formulation

We set up the described mission as a standard optimal control problem in discrete time.

Given the system dynamics (2.2), the objective is to find a suitable control law that steers each
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quadrotor through some regions of interest in the workspace within desired time bounds, so that

it evacuates the target safely to a desired location. This control also optimizes some cost function,

while the associated task constraints are specified by an MTL expression.

As before, let ϕi denote the MTL specification, and J(xi(t, ui(t)), ui(t)) be the cost function

to be minimized. Then, the corresponding optimization problem for quadrotor qi, i ∈ {1, 2, ..., N}

is given by:

Problem 1.

min
xi,ui

J(xi(t, ui(t)), ui(t))

s.t. xi(t+ 1) = A(t)xi(t) +B(t)ui(t)

xit0 |= ϕi

Problem 1 is a discrete time optimal control problem with linear dynamics. However, it

includes a complex MTL satisfiability constraint. In addition, notice that in our case, the hybrid

model of the quadrotor has multiple linear modes. Therefore, in its current form, Problem 1

is not directly solvable. So, intuitively it would make sense to break down the problem into

sub-problems for each dynamical mode of the system.

We now describe two methods that transform Problem 1 into a set of readily solvable

mixed-integer linear programs (MILPs). First, we describe a method for translating the MTL

satisfiability constaint into a set of linear constraints. This approach renders Problem 1 solvable as

a MILP for a linear cost and a given dynamical mode of the system. Secondly, we decompose the

complex MTL specifications ϕi into a set of simpler MTL formulae ϕki , i ∈ {1, 2, ..., N} and k ∈

{1, 2, ...,M}. This suffices to breaking down the original problem into M sub-problems, each

with a set of linear constraints and exactly one associated dynamical mode of the hybrid system.

Combining both these methods, the resultingM -MILPs are expected to have significantly reduced
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computational complexity than the parent problem.

2.4.2 MTL Formulae to Linear Constraints

This method is based on the approach presented in [34] where the authors translate LTL

specifications into linear constraints. Along similar lines, we now present an approach to translate

MTL specifications into mixed integer linear constraints using inspiration from the steps presented

in [37]. We start with a simple temporal specification and work through the procedure to convert

it to a set of mixed integer linear constraints. We then use this example as a foundation for

translating the MTL operators into equivalent linear constraints.

Consider the constraint that a trajectory x(t) lies within a convex polytope K at time t.

Since K is convex, it can be represented as an intersection of a finite number of halfspaces. A

halfspace can be represented as set of points, Hi = {x : hTi x ≤ ai}. Thus, x(t) ∈ K is equivalent

to x(t) ∈ ∩ni=1Hi = ∩ni=1{x : hTi x ≤ ai}. So, the constraint x(t) ∈ K ∀ t ∈ {t1, t1+1, · · · t1+n}

can be represented by the set of linear constraints {hTi x(t) ≤ ai}, ∀ i = {1, 2, · · · , n} and

∀t ∈ {t1, t1 + 1, · · · t1 + n}.

In a polytopic environment, atomic propositions (see Definition 2), p, q ∈ Π, are related

to state of the system via conjunction and disjunction of linear halfspaces [34]. Let us consider

the case of a convex polytope and let bti ∈ {0, 1} be some binary variables associated with the

corresponding halfspaces {x(t) : hTi x(t) ≤ ai} at time t = 0, ..., N . We can then force the

constraint: bti = 1 ⇐⇒ hTi x(t) ≤ ai, by introducing the following linear constraints:

hTi x(t) ≤ ai +M(1− bti) (2.4)
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hTi x(t) ≥ ai −Mbti + ϵ

where M and ϵ are some large and small positive numbers respectively. If we denote KK
t =

∧ni=1b
t
i, then KK

t = 1 ⇐⇒ x(t) ∈ K. This approach is extended to the general nonconvex

case by convex decomposition of the polytope. Then, the decomposed convex polytopes are

related using disjunction operators. Similar to conjunction, as is described later in this section,

the disjunction operator can also be translated to mixed integer linear constraints.

Let Sϕ(x, b, u, t) denote the set of all mixed integer linear constraints corresponding to a

temporal expression ϕ. Using the described procedure, once we have obtained Sp(x, b, u, t) for

atomic propositions p ∈ Π, we can formulate Sϕ(x, b, u, t) for any MTL formula ϕ. Now, for

the Boolean MTL operators, such as ¬, ∧, ∨, let t ∈ {0, 1, ..., N}, and as before, let Kϕ
t ∈

[0, 1] be the continuous variables associated with the formula ϕ generated at time t with atomic

propositions p ∈ Π. Then ϕ = ¬p is the negation of an atomic proposition, and it can be modeled

as:

Kϕ
t = 1−Kp

t (2.5)

the conjunction operator, ϕ = ∧mi=1pi, is modeled as:

Kϕ
t ≤ Kpi

t , i = 1, ...,m (2.6)

Kϕ
t ≥ 1−m+

m∑
i=1

Kpi
t
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and the disjunction operator, ϕ = ∨mi=1pi, is modeled as:

Kϕ
t ≥ Kpi

t , i = 1, ...,m (2.7)

Kϕ
t ≤

m∑
i=1

Kpi
t

Similar to binary operators, temporal operators such as 3,2, and U can be modeled using linear

constraints as well. Let t ∈ {0, 1, ..., N − t2}, where [t1, t2] is the time interval used in the MTL

specification ϕ. Then, eventually operator: ϕ = 3[t1,t2]p is modeled as:

Kϕ
t ≥ Kp

τ , τ ∈ {t+ t1, ..., t+ t2} (2.8)

Kϕ
t ≤

t+t2∑
τ=t+t1

Kp
τ

and always operator: ϕ = 2[t1,t2]p is represented as:

Kϕ
t ≤ Kp

τ , τ ∈ {t+ t1, ..., t+ t2} (2.9)

Kϕ
t ≥

t+t2∑
τ=t+t1

Kp
τ − (t2 − t1)

and so on (for more details see [34]).
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and until operator: ϕ = p U[t1,t2] q is equivalent to:

ctj ≤ Kj
q j ∈ {t+ t1, · · · , t+ t2}

ctj ≤ K l
p l ∈ {t, · · · , j − 1}, j ∈ {t+ t1, · · · , t+ t2}

ctj ≥ Kj
q +

j−1∑
l=t

K l
p − (j − t) j ∈ {t+ t1, · · · , t+ t2}

ctt = Kt
q (2.10)

Kϕ
t ≤

t+t2∑
j=t+t1

ctj

Kϕ
t ≥ ctj j ∈ {t+ t1, · · · , t+ t2}

The equivalent linear constraints for until operator (2.10) are constructed using a procedure

similar to [34]. The modification for MTL comes from the following result in [32].

Kϕ
t =

t+t2∨
j=t+t1

(
(∧l=j−1

l=t K l
p) ∧Kj

q

)
.

All other combinations of MTL operators for example, eventually-always operator: ϕ =

3[t1,t2]2[t3,t4]p and always-eventually operator: ϕ = 2[t1,t2]3[t3,t4]p etc., can be translated to

similar linear constraints using (2.5)-(2.10). In addition to the collective operator constraints,

we need another constraint Kϕ
0 = 1 as well, which suffices to the overall satisfaction of a task

specification ϕ.

Using this approach, we can translate an MTL formula ϕ into a set of mixed integer linear

constraints Sϕ(x, b, u, t), which converts the associated optimal control problem (e.g. Problem 1)

to a MILP for some linear cost function.

24



2.4.3 Decomposition of Complex MTL Formulae

Notice that the worst case complexity of the above MILP (Problem 1 with linear constraints

and linear cost) is exponential i.e., O(2mT ), where m is the number of boolean variables or

equivalently the number of halfspaces required to express the MTL formula, and T is the discrete

time horizon. Therefore, it is logical to consider decomposing the task specification ϕi into

several simpler sub-tasks ϕki , where i ∈ {1, 2, ..., N} and k ∈ {1, 2, ...,M}.

In [48], the authors proposed a timed-automata-based approach to decompose a complex

LTL specification into a finite number of simpler LTL specifications. In case of MTL, this method

is not applicable in general, because MTL to Buchi-automata conversion is not always possible.

However, in the special case, where the finite-time constraints are specified as intervals i.e., in

case of metric interval temporal logic (MITL), we can break down a complex MTL specification

(mission) into finite number of simpler MTL specifications (sub-tasks), if the sum of the finite

timing intervals in decomposed MTL specifications does not violate the finite timing interval of

the original MTL specification. We can state this proposition as the following theorem:

Theorem 1. Given an MITL specification ϕi, there exists some finiteM -length decomposition ϕki ,

k ∈ {1, 2, ...,M}, s.t. ∧Mk=1(ϕ
k
i ) =⇒ ϕi, if

∑M
k=1 Tk ≤ Ti, where Ti is the finite timing interval

for ϕi, and Tks are the corresponding finite timing intervals for ϕki , ∀k ∈ {1, 2, ...,M}.

Theorem 1 is based on the work of Schillinger [49], where the authors present a decompos-

-ition method for LTLf specifications. The proof for discrete-time MITL specifications follows

directly from there. For the case of continuous i.e., realtime MITL specifications, it is readily

verified using a timed-automata simulation in UPAAL [50]. For more details on the proof, refer

to [49] and [44].

25



Notice that Theorem 1 does not guarantee an equivalence relationship between ϕi and ϕki .

Moreover, this decomposition is not unique. However, if the mission is specified by an MITL

specification and the system is represented by a hybrid model, which is the case in our problem,

one convenient design choice is to pick such ϕki , for which there is only one associated dynamical

mode of the system. For example, consider again the workspace in Fig. 2.1 and let ϕ1 be given

by:
ϕ1 = 3[0,20](F ) ∧2¬(O)

then, a possible decomposition ϕk1 is given by:

ϕ1
1 = 2(A) ∧3[0,5](A)

′ [mode : Take off]

ϕ2
1 = 3[0,5](C) ∧2¬(O) [mode : Steer]

ϕ3
1 = 3[0,9](F ) ∧2¬(O) [mode : Steer]

which clearly satisfies Theorem 1.

In addition, a closer inspection of ϕi in our case reveals that all safety and timing constraints

specified by ϕi need not be satisfied by the UAV during the whole mission. There are some

critical safety constraints such as ”always avoidO” that need to be satisfied most of the times, but

majority of the constraints are purely local, based on the position of the robot in the workspace.

For example, in the two UAV setting, a timing constraint for quadrotor q1 to grasp the object at

location F within 10 time units is independent from (or invariant of) a timing constraint for it to

reach location C from A within 5 time units, and so on.
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2.4.4 Final Trajectory Generation

By decomposing the mission specification ϕi, and by using the MTL to linear constraints

translation mechanism, we can replace Problem 1 with a collection of smaller optimization

problems, each with a sub-task specification represented as an MTL formula ϕki , and an associated

linear mode of the hybrid model.

Here, the linear cost function of choice is
∑T

t=0 |ui(t)|, where T is the discrete time horizon

for the optimal trajectory. Thus, our final formulation of the problem is given by:

Problem 2.

min
xi,ui

∑T
t=0 |ui(t)|

s.t. xi(t+ 1) = Al(t)xi(t) +Bl(t)ui(t)

xit0 |= ϕki

where ϕki is the MTL specification for the kth sub-task for the ith UAV, Al(t), Bl(t) are the

linear system matrices for the lth mode, and xit0 is the resulting optimal trajectory for the kth

sub-task, with i ∈ {1, 2, 3, ..., N}, k ∈ {1, 2, 3, ...,M}, and l ∈ {1, 2, 3, ..., 5}.

For example, in the two UAV setting, for quadrotor q1, one sub-task is to go from A to C

in 5 time units. The MTL specification for this sub-task is given by ϕsubk1 = 3[0,5](C) ∧ 2¬(O),

and the associated dynamics are selected from the Steer mode.

Problem 2 represents a collection of MILPs, which can be solved recursively and efficiently

using a MILP solver. The resultant trajectories are locally optimal for each individual sub-task,

and their existence inherently guarantees safety and finite-time completion of the respective sub-

tasks. The final trajectory for the complete mission is generated over time, by composing all the

individual optimal sub-task trajectories. The final path is therefore not optimal but suboptimal

27



with respect to the original mission specification ϕi for the ith UAV. However, despite this loss

of global optimality, the advantages achieved in terms of reduction in computational complexity,

and improved scalability with respect to the number of UAVs are far more important, as is shown

by simulation results.

2.5 Simulations and Results

We apply the proposed method for solving Problem 2 in the same workspace as shown in

Fig. 2.1. The experiments are run through YALMIP-CPLEX solver using MATLAB interface

on an Intel NuC. It is portable computer with an Intel core i7 @ 3.7 GHz CPU, an integrated

Intel Iris GPU, and 16 GBs of memory. This setup is directly transferable to a quadrotor as a

companion module for onboard computation.

We use a 2m neighborhood set threshold for the UAVs i.e., ρ = 2m. The discrete time

horizon for simulation is T = 30, and the UAV altitude limit in Hover and Steer modes is set to

1.5m. All dynamics are uniformly discretized at a rate of 5 Hz.

2.5.1 Case Study I: Validation (2 UAVs)

In the two UAV setting, for the mission ϕ1, the sub-tasks for the quadrotor q1 are specified

as follows:

ϕ1
1 = 2(A) ∧3[0,5](A)

′ [mode : Take off]

ϕ2
1 = 3[0,5](C) ∧2¬(O) ∧2¬(q2) [mode : Steer]

ϕ3
1 = 3[0,10](F ) ∧2¬(O) ∧2¬(q2) [mode : Steer]
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ϕ4
1 = 2(F ) ∧3[0,10](F )

′ [mode : Grasp]

ϕ5
1 = 3[0,10](H1) ∧2¬(O) ∧2¬(q2) [mode : Steer]

ϕ6
1 = 2(H1) [mode : Land]

Using the convention defined earlier, the specification ϕ1
1 requires the quadrotor q1 to attain

desired threshold altitude (represented as A′) while staying inside the 2D region marked A. ϕ2
1

requires the quadrotor q1 to reach C within 5 time units, and ϕ3
1 requires it to reach F within 10

time units, while avoiding the obstacle O and the neighboring quadrotor q2. ϕ4
1 requires the UAV

to grasp the object at F within 10 time units while staying in F , whereas ϕ5
1 asks it to reach H1

within 10 time units. Finally ϕ6
1 forces q1 to stay at H1 indefinitely. The sub-tasks for quadrotor

q2 are specified in a similar fashion.

ϕ1
2 = 2(B) ∧3[0,5](B)′ [mode : Take off]

ϕ2
2 = 3[0,5](C) ∧2¬(O) ∧2¬(q1) [mode : Steer]

ϕ3
2 = 3[0,10](G) ∧2¬(O) ∧2¬(q1) [mode : Steer]

ϕ4
2 = 2(G) ∧3[0,10](G)

′ [mode : Grasp]

ϕ5
2 = 3[0,10](H2) ∧2¬(O) ∧2¬(q1) [mode : Steer]

ϕ6
2 = 2(H2) [mode : Land]

Notice, that the constraint 2¬(qj), where j ∈ Ni(t), i ∈ {1, 2}, enforces the quadrotors to avoid
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Figure 2.4: The resultant composed trajectories for the sub-tasks for q1 and q2 operating
simultaneously.

collision when within ρ proximity of its neighbors. In practice, the UAV that is the first to reach

region C and is closest to the window E, gets to go through first. The other UAV has to wait in

the default Hover mode at C.

Each UAV sequentially solves the set of MILPs for its respective sub-task specifications,

and moves along the generated optimal trajectory for the corresponding sub-task. The final

mission trajectory is generated by recursive composition of all these optimal sub-task trajectories.

Figure 2.4 shows the resulting composed trajectories for both the quadrotors operating simultan-

-eously. Both UAVs safely avoid the obstacles and evacuate their respective objects within given

finite-time limits. As expected, quadrotor q2 waits at C. The number of circular rings at C (see

Fig. 2.4) correspond to the waiting time for q2 in terms of discrete time steps.

Table 2.1 provides some insight into the timing analysis of each sub-task for both quadrotors.

A closer look at this data indicates that all timing constraints are indeed satisfied. Moreover,

the computation time for each sub-task indicates that the proposed method can be implemented
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Table 2.1: Timing analysis for the ϕki for N = 2

Task ϕk
i Computation (sec) Execution (steps)

ϕ1
1 (A−A′) 2.7 2 ≤ 5

ϕ2
1 (A− C) 6.3 4 ≤ 5

ϕ3
1 (C − F ) 10.3 7 ≤ 10

ϕ4
1 (F − F ′) 3.0 3 ≤ 10

ϕ5
1 (F −H1) 5.7 6 ≤ 10

ϕ6
1 (H1 −H ′

1) 2.5 2 ≤ 5

ϕ1
2 (B −B′) 2.7 2 ≤ 5

ϕ2
2 (B − C) 5.8 4 ≤ 5

ϕ3
2 (C −G) 11.1 8 ≤ 10

ϕ4
2 (G−G′) 3.0 3 ≤ 10

ϕ5
2 (G−H2) 5.7 6 ≤ 10

ϕ6
2 (H2 −H ′

2) 2.5 2 ≤ 5

in real time. To the best of the authors knowledge, these are one of the fastest computation

times reported in the existing MTL-based planning literature. The secret to this reduction in

computational complexity lies in our divide-and-conquer approach. From an implementation

point of view, the performance can be further improved by using hardware which is optimized

for computation (such as Nvidia Jetson TX2 etc.).

2.5.2 Case Study II: Scalability (N UAVs)

We now consider the case of N number of UAVs to investigate the scalability features of

our method. For this case study, we increase the number of UAVs in the simulation setup, one at

a time until one of the finite-time constraints in any of the sub-task specifications is violated for

at least one of the UAVs. To keep the analysis consistent, we keep the finite timing constraints

for all UAVs the same as before.

It turns out that for N = 7, the sub-task specification ϕ3
7 fails the satisfaction criterion and

hence no solution exists for this sub-task. That is, for N > 6, one of the UAVs fails to reach its
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Figure 2.5: The resultant composed trajectories for the sub-tasks for N = 6 UAVs operating
simultaneously. As before, the number of circular rings at C correspond to the waiting time for
the ith quadrotor in terms of discrete steps.

respective target object within the finite-time limit of 10 units. The reason is that beyond N = 6,

one access point to the environment is not sufficient to meet the specified timing constraints for

all the UAVs, since now the quadrotors have to queue up for longer duration at C in order to

avoid collisions at E.

However, this problem can be solved simply either by increasing the finite-time limits

for this sub-task, or by executing the mission in an environment with multiple access points.

Another way to look at this limitation is to identify that N = 6 is the maximum number of UAVs

that can be deployed successfully under these safety and timing constraints in this particular

workspace, and adding more UAVs does not provide any additional value in terms of the success

of the mission. Therefore, it is more of a limitation of the workspace than our approach itself.

Figure 2.5 shows the resulting composed trajectories for 6 UAVs, in which case all safety and
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timing constraints are satisfied. The computation and execution times for the sub-tasks forN = 6

case, indicating the satisfaction of all timing constraints, can be found in the Table 2.2.

Table 2.2: Timing analysis for the ϕki for N = 6

Task ϕk
i Computation (sec) Execution (steps)

ϕ1
1 (A1 −A′

1) 2.7 2 ≤ 5
ϕ2
1 (A1 − C) 5.3 4 ≤ 5

ϕ3
1 (C − F1) 11.3 9 ≤ 10

ϕ4
1 (F1 − F ′

1) 3.0 3 ≤ 10
ϕ5
1 (F1 −H1) 5.7 6 ≤ 10

ϕ6
1 (H1 −H ′

1) 2.5 2 ≤ 5

ϕ1
2 (A2 −A′

2) 2.7 2 ≤ 5
ϕ2
2 (A2 − C) 5.8 4 ≤ 5

ϕ3
2 (C − F2) 10.7 8 ≤ 10

ϕ4
2 (F2 − F ′

2) 3.0 3 ≤ 10
ϕ5
2 (F2 −H2) 5.7 6 ≤ 10

ϕ6
2 (H2 −H ′

2) 2.5 2 ≤ 5

ϕ1
3 (A3 −A′

3) 2.7 2 ≤ 5
ϕ2
3 (A3 − C) 5.8 4 ≤ 5

ϕ3
3 (C − F3) 9.3 6 ≤ 10

ϕ4
3 (F3 − F ′

3) 3.0 3 ≤ 10
ϕ5
3 (F3 −H3) 7.7 8 ≤ 10

ϕ6
3 (H3 −H ′

3) 2.5 2 ≤ 5

ϕ1
4 (A4 −A′

4) 2.5 2 ≤ 5
ϕ2
4 (A4 − C) 5.8 3 ≤ 5

ϕ3
4 (C − F4) 7.9 5 ≤ 10

ϕ4
4 (F4 − F ′

4) 3.0 3 ≤ 10
ϕ5
4 (F4 −H4) 5.5 6 ≤ 10

ϕ6
4 (H4 −H ′

4) 2.5 2 ≤ 5

ϕ1
5 (A5 −A′

5) 2.7 2 ≤ 5
ϕ2
5 (A5 − C) 5.8 3 ≤ 5

ϕ3
5 (C − F5) 10.1 7 ≤ 10

ϕ4
5 (F5 − F ′

5) 3.0 3 ≤ 10
ϕ5
5 (F5 −H5) 5.7 6 ≤ 10

ϕ6
5 (H5 −H ′

5) 2.5 2 ≤ 5

ϕ1
6 (A6 −A′

6) 2.7 2 ≤ 5
ϕ2
6 (A6 − C) 6.3 5 ≤ 5

ϕ3
6 (C − F6) 9.5 6 ≤ 10

ϕ4
6 (F6 − F ′

6) 3.0 3 ≤ 10
ϕ5
6 (F6 −H6) 5.7 7 ≤ 10

ϕ6
6 (H6 −H ′

6) 2.5 2 ≤ 5
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2.6 Chapter Summary

In this chapter, we have proposed a hybrid compositional approach to rescue mission

planning for quadrotors with MTL specifications, and have presented an optimization-based

method which can be implemented in real time. Using a simple yet realistic search and rescue

test case, we have demonstrated the computational efficiency of our approach, and have shown

that by breaking down the mission into several sub-tasks, and by using a hybrid model for the

system, it is possible to solve the challenging problem of motion planning for multiagent systems

with rich dynamics and finite-time constraints in real time.

The original problem for only two quadrotors, if solved directly without our approach,

results in roughly 3 times more linear-constraints in the MILP formulation, which in turn increases

its computation time to around 9 minutes in total for each UAV. Our approach clearly results in a

massive reduction is computational complexity of the problem by increasing the efficiency of its

solution.

In addition to some promising results, this work also poses many new and interesting

questions as well. For example, given a finite-time constraint for the whole mission, what is the

best or optimal way to divide the timing constraints among various sub-tasks. Of course it is a

scheduling problem, and is dependent on many factors such as robot dynamics, its maximum

attainable speed, and nature of the sub-tasks as well. Here, the individual sub-task timing

constraints were constructed in a relaxed and uniform fashion. However, it is worth noticing

that using a rich dynamical model for the UAV puts less constraints on its maneuverability, and

hence can allow it to tackle more conservative finite-time constraints as well. For example, the

Steer mode in our model allows the quadrotor to achieve speeds as high as 1.5 m/s, which is not
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possible with the usual single mode Hover linearization only.

We anticipate that the scalability features of this approach can be shown with even greater

number of UAVs in an environment with multiple access points for instance. Detailed performance

comparison of this hybrid approach with some decentralized collision avoidance methods will be

beneficial as well. Extension of this work with different tasks, dynamic obstacles other than the

UAVs themselves, conservative time constraints, and studying the time-robustness properties of

MTL can also yield interesting results, and are all great directions for future work.
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Chapter 3: Cooperative Mission Planning for Multiagent Systems with Distri-

-buted Consensus Dynamics in a Leader-Follower Setting

Search and rescue of survivors in an emergency or a natural disaster is a strenuous and

time-critical task. In many cases, a team of robots can be useful as first responders [51], for

identifying and locating target entities before sending in humans or other robots for evacuation

[52]. This not only saves lives by providing the much needed help, but also makes the entire

operation time-efficient and cost-effective [53].

In this chapter, we explore a new planning approach for identifying survivors in a simulated,

hazardous and cluttered environment with a team of ground robots. The main idea is to highlight

the versatile features of our composable, realtime MTL-based planning framework proposed in

Chapter 2, by demonstrating its flexibility to seamlessly incorporate different system dynamics

and controllers alike, while still providing guarantees on safety and finite-time mission completion.

As a result, we develop a hybrid planning method for a multiagent team of robots, which can

cooperate together to accomplish multiple tasks during a single mission. The three tasks selected

in our particular use case are rendezvous, navigation, and persistent coverage, in a leader-follower

setting. Following are the main contributions of this chapter:

• A hybrid, realtime, and composable framework for planning cooperative multi-task missions

using MTL specifications under the assumption of known environment, and using generic
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system dynamics and controls.

• A leader-follower mission planning method with safety and finite-time guarantees for the

leader and the followers1.

• A comparative study of how the (communication) graph-connectivity between the leader

and the individual followers relates to their performance during the multi-task mission.

Before diving into the details, we first describe our use case, that is a multiagent search and

rescue mission in a cluttered environment.

The storyline for this search and rescue operation goes as follows. A team of researchers

were performing experiments in a secret facility located in a remote area, when an accident

occurred and all communication with the base station was lost (see Fig. 3.1). We are tasked with

the deployment of a team of robots to search and flag or identify survivors at the facility so they

can be rescued. The agents are deployed via an air drop in the vicinity of the facility. Outside

the facility, no communication infrastructure is available, so the agents need to ensure that they

somehow remain in contact (i.e., connected) to exchange information while navigating through a

cluttered environment.
1* The guarantees on followers are soft in comparison to the leader by design. More details on this later on in

this chapter.
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Figure 3.1: Simulation environment: The facility is represented by a red rectangle on top right.
Orange polygons represent the survivors whose locations are unknown. A team of robots (shown
as blue polygons) is tasked to reach the facility by navigating the cluttered environment safely
and flag the survivors in given, finite time.

For security reasons, only one of the senior agents (i.e., the leader) is made privy of the

location of the facility. While inside the facility, agents are able to use the existing communication

infrastructure to search for the missing researchers. A survivor can be flagged for rescue if an

agent is sufficiently close. It is required for this team to safely complete this mission in a given,

finite time. To detect obstacles, each agent is equipped with multiple range sensors, uniformly

spaced around the body of the robots (i.e., in the directions away from the center of the robot).

Each sensor returns the distance to any object detected in the range. If no objects are detected,

the sensors return a value of infinity (this is to keep our setup inline with the Robotarium [54], for

simulation and implementation needs, which we use to validate our method later in this chapter).
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To solve the stated problem, we propose a hybrid decision-making strategy, which is based

on a multiagent leader-follower network. For the leader (selected at random), the mission is

modeled as a metric temporal logic (MTL) specification, whereas the followers use weighted

consensus dynamics to follow the leader. We formulate the mission as a minimum time-optimal

control problem, and convert it to a set of readily solvable mixed-integer linear programs (MILPs)

using techniques of decomposition and translation for MTL specifications from Chapter 2. Our

method comprises of three distinct steps:

• In the first step, a team of robots is deployed as a connected network near the rescue site,

and the agents rendezvous in order to establish a fully-connected communication graph

using distributed consensus-based dynamics with obstacle avoidance.

• In the second step, using only local sensing information, the agents navigate through the

cluttered environment in a leader-follower configuration to safely reach the target facility.

• Finally, in the third step, we model the searching for survivors as a persistent coverage

problem with centroidal voronoi tessellations (CVT), using a modified version of Lloyd’s

algorithm [55], with Gaussian density functions.

We demonstrate the efficacy of our method using a Robotarium [54] simulation in MATLAB

with five agents. Our proposed approach is hybrid, composable, exhibits realtime performance,

and provides inherent guarantees on safety and finite-time mission completion.
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3.1 Related Work

As discussed earlier, planning search and rescue missions is one of the most time-critical

applications for autonomous multiagent systems. For this reason, over the last few decades,

it has been a well-studied topic in the planning literature [56, 57]. Both centralized [58], and

decentralized [59] approaches have been studied, using teams of unmanned ground [60], and

aerial [61, 62] vehicles to facilitate in the search and rescue of survivors in case of a natural

disaster, for instance [63]. However, autonomy, mobility, and reliability still remain three of

the biggest challenges with designing such multiagent systems and their planning frameworks

[64]. A bulk of the discussion on these existing multiagent planning methods can be simply

carried over from Chapter 2. However, in addition to the safety of the humans, the robots,

and the infrastructure involved, there is still room for more emphasis to be put on the realtime

computation needs, and finite-time execution guarantees, for the majority of these methods.

Therefore, in this chapter, with this particular multi-task search and rescue problem, we

aim to bring together several additional concepts from the fields of classical control theory and

algebraic graph theory. As will be clear from the problem formulation and the solution approach

later on, we intend to combine the guarantees of finite-time mission completion using metric

temporal logic [44] with several key ideas in distributed control of networks [65]. These ideas

include consensus-enabled rendezvous [66], formation control of leader-follower networks [67,

68], safe navigation design with edge-tension functions [55], and persistent area coverage with

voronoi tessellations [69, 70]. While there is an abundance of existing works for each of these

individual topics, a hybrid strategy of combining them together for an efficient mission planning

algorithm with MTL specifications, has not been studied before. Now we have briefly discussed
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some key problems with potential functions already in Chapter 2. Voronoi tessellations can be

hard to compute and their convergence is usually slow as well, especially in higher dimensions

(i.e., >2). However, the purpose of using these methods here in conjunction with the MTL-based

planning, is to showcase the versatile capabilities of our proposed framework using a simple yet

effective case study.

3.2 Notation and Preliminaries

In this section, we describe some essential mathematical notation and preliminaries which

we follow throughout, in the rest of this chapter.

3.2.1 Robot Dynamics

We consider the following general, point-robot model dynamics.

ẋ(t) = u(t)

where for all time t continuous

• x(t) ∈ X ⊆ Rn is the state vector of the system, which in our case is the position of the

robots in R2

• x0 ≜ x(0) ∈ X0 ⊆ X is the initial condition of the state vector and

• u(t) ∈ U ⊂ Rm is the set of control inputs which is constrained in the control set U .

For the sake of convenience, we use the shorthand notation i.e., simply x instead of x(t) to
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represent the system trajectory, and u instead of u(t) to represent the control inputs, whenever

there is no need to indicate their explicit dependence on time t.

3.2.2 Edge-Tension Functions

In graph theory, edge-tension functions, as the name suggests, represent tension (either

attraction or repulsion) between various edges in a connected graph. In case of a connected

network consisting of mobile agents, edge-tension functions are useful in representing the graph

energy in terms of the interaction between the various agents. These functions are designed to

blow up at the undesired behavior of the agents, similar to a control-barrier function [71]. For

example, in case of a ∆-disk connectivity graph, an edge-tension function between the ith and

jth agents with collision avoidance can be expressed as follows:

Eij(x) = k

(
∥xi − xj∥

(∆− ∥xi − xj∥)(∥xi − xj∥ − δ)

)2

where k is a scalar, xi and xj are the positions for the ith and jth agents respectively, ∆ is the

maximum connectivity range, and δ is the minimum safety separation for collision avoidance.

Notice that this edge-tension function blows up if the graph becomes disconnected or if the agents

tend to collide with each other. Notice that the edge tension function above is differentiable by

design. We use similar edge-tension functions for inducing weighted consensus-based dynamics

for agents in this chapter, where the weights wij between the ith and jth agents are defined as

follows.

wij(z) =
1

z

(
∂Eij(z)
∂z

)
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where z = ∥xi − xj∥. These weights can then be used for distributed consensus-based control

of the leader-follower network. We provide further details and examples on this topic later on in

this chapter.

3.3 Problem Formulation

As stated before, we use a leader-follower network approach for the multiagent search and

rescue mission planning problem at hand. Our goal is to develop a hybrid and realtime algorithm

using the MTL-based mission planning for the leader, and a distributed consensus-based control

architecture for the followers. Therefore, the MTL specification for the leader agent is given as

follows:

ϕ = 32[0,T ](H) ∧3[0,T ]2[0,T ](xT ) ∧2¬(O) ∧2¬xj

where H is the rendezvous location as shown in Fig. 3.1, O represents the obstacles in the

environment, xj represents the location of a follower agent for all i ̸= j, xT is the location

of the facility which is known to the leader agent only, and T is total time allowed for the mission

completion with T <∞. Essentially, the MTL specification ϕ asks the leader agent i to complete

the whole mission and flag all survivors within the given, finite-time limit T .

The planning problem for the leader agent can now be set up as a minimum time-optimal

control problem.
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Problem 3.

min
xi,t

∫ t
0
1 dτ

s.t. ẋi = uleader

xi |= ϕ

where t ∈ [0, T ], uleader is any control input that drives the leader to xT safely (i.e., while

avoiding obstacles), and xi |= ϕi represents a satisfiability constraint on the resulting robot

trajectory xi to satisfy the MTL specification ϕ.

Now, under the assumption that the network stays at least simply-connected at all times,

no optimization is needed for the follower agents, and the following dynamics can be used to

accomplish the mission for the follower agents.

ẋi = ufollower

where ufollower is any control input that keeps the followers connected to the leader safely (i.e.,

while avoiding obstacles, and hence drives them to the target facility as well). Notice that this

is what we can call a soft constraint on the followers, regarding the finite-time limit T for the

mission. This is by design, as we want to study the affect of connectivity between the leader and

the followers on the performance of various agents during the mission. We will elaborate this

point further later on in simulations.

Therefore, in this setup, if we can solve Problem 3 and come up with feasible control

laws for the agents, we can inherently guarantee safety and finite-time mission completion using

properties of MTL. We now describe our solution approach for the stated problem formulation.
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3.4 Solution Approach

As stated before, there are three distinct and inherent parts of the stated problem, namely:

deployment, navigation, and search and rescue. In our solution approach, first of all, using

Theorem 1 from Chapter 2, we decompose the MTL specification ϕ for the leader agent into

three sub-tasks, each corresponding to one of the three parts of the mission respectively. The

resulting sub-task MTL specifications are given as follows.

ϕ1 = 32[0,T1](H) ∧2¬(O) ∧2¬xj

ϕ2 = 3[0,T2](xT ) ∧2¬(O) ∧2¬xj

ϕ3 = 2[0,T3](xT ) ∧2¬(O) ∧2¬xj

where T1, T2 and T3 are feasible time-limits such that their sum is less than T (See [44] for

details). ϕ1 models deployment, ϕ2 models navigation and ϕ3 models search and rescue. Now,

instead of solving Problem 3, we are left with three sub-problems, one corresponding to each

distinct part of the mission. We now describe the agent dynamics used for solving each of these

parts separately. By default, we consider the case where all agents are fully-connected during the

mission. We will point out any differences for the simply-connected case as we go along.

3.4.1 Deployment

Part one is deployment, which can be considered a consensus-enabled rendezvous problem

for all the agents landing at the drop zone H . The agents are initially deployed in the outskirts of
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the search area, and are equipped with short-range communication equipment, and their interact-

-ions can be modeled using a ∆-disk graph [55]. Assuming that the agents are initially connected,

their first objective is to rendezvous and ensure that all agents can communicate with each other

while avoiding collisions. We can write the resulting optimization problem for the leader agent

as follows:

Problem 4.

min
xi,ui,t

∫ t
0
1 dτ

s.t. ẋi =
∑
j∈Ni

wij(xj − xi) + ui

xi |= ϕ1

where t ∈ [0, T1], Ni is the neighborhood set for the ith agent with state xi, for all i ̸= j,

and wij are scalar weights designed using the edge-tension function (from Section 3.4.2), for

maintaining ∆-disk connectivity between the ith and jth agents and are given as follows:

wij = 10−3

(
∥xi − xj∥2 − δ∆

(∆− ∥xi − xj∥)3(∥xi − xj∥ − δ)3

)

Notice that same dynamics also work for the follower agents in the deployment part of the mission

i.e.,

ẋi =
∑
j∈Ni

wij(xj − xi)

This phase is accomplished when the graph becomes fully-connected. In the simply-connected

case, rendezvous is not required.
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3.4.2 Navigation

Part two is navigation. Upon successful rendezvous (in the fully-connected case only),

the agents switch their objective to enter the search area while avoiding debris. To do this task,

the agents enter into a leader-follower formation mode. All agents have access to data from

eight range sensors located uniformly around the body of the robots (this is to keep our agents

consistent with the Robotarium framework for simulation and testing [54]), which will allow

them to sense obstacles, but only one agent i.e., the leader (which is chosen at random) has

access to the target facility location xT . We model this navigation phase separately as well for the

leader and the follower agents. Let xobs denote an obstacle location as inferred locally using the

distance sensors on each agent. It is not explicitly known or will be used but we introduce it here

just for the sake of useful notation. The planning problem for the leader agent for the navigation

phase is given as follows:

Problem 5.

min
xi,ui,t

∫ t
0
1 dτ

s.t. ẋi =
∑
j∈Ni

(wij(xj − xi) + wobs(xobs − xi)) + α (xT−xi)
∥xT−xi∥ + ui

xi |= ϕ2

where t ∈ [0, T2], α is a scalar, and wobs and wij are weights designed using edge-tension

functions for the obstacles and the agents respectively. These edge-tension functions are given as
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follows:

Eobs = 20−3 ∥xi − xobs∥5/2

(∥xi − xobs∥ − δobs)2

Eij = 50−2

(
(∥xi − xj∥ − dij)

(∆− ∥xi − xj∥)(∥xi − xj∥ − δ)

)2

where δobs < δ, and dij is the desired edge length (i.e., distance) between the ith and jth agents

such that δ ≤ dij ≤ ∆ for all i,j.

For the follower agents, no optimization is needed, and the following agent dynamics can

be used to accomplish the navigation phase.

ẋi =
∑
j∈Ni

(wij(xj − xi) + wobs(xobs − xi))

This phase is completed when all agents are inside the target facility. As we will see in the

experiments, the connectivity and the selection of the leader contribute to how long all agents

take to reach the target facility.

3.4.3 Search and Rescue

Part three is search and rescue. Once at the facility, the agents switch to exploration mode

to search for survivors. All agents now have access to the four corner beacons, that denote the

boundary of the search space. While inside the facility, the network connectivity is given by a

Delaunay graph [72]. Survivors are identified and marked when an agent is sufficiently close. We
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model this phase as a persistent coverage control problem using centroidal voronoi tessellations

(CVT). We use a modified version of Lloyd’s algorithm with Gaussian density functions. This

method provides exponential convergence guarantees to CVT for time-varying coverage in a

static environment [70].

The coverage problem for the leader agent can be modeled as follows:

Problem 6.

min
xi,ui,t

∫ t
0
1 dτ

s.t. ẋi = K(Ci(xi, t)− xi) + ϵ (xB−xi)
∥xB−xi∥ + ui

xi |= ϕ3

where t ∈ [0, T3], K is a scalar, ϵ > 0 is a very small positive number, and xB is one of the

four beacon locations in the rescue site, chosen at random after some finite time t < T3. Ci(xi, t)

represents the next centroid location of a voronoi tessellation computed for the ith agent at time

t, and is given by the following expression:

Ci(xi, t) =

∫
Vi(x)

q
f(q, t)

mi(x, t)
dq

with

mi(xi, t) =

∫
Vi(x)

f(q, t)dq

where Vi(x) is the voronoi cell for the ith agent and f(q, t) is the standard bivariate Gaussian
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density function i.e.,

f(q, t) = exp

(
−1

2
(q2x + q2y)

)

where qx and qy are obtained using mesh from the four beacon locations of the search area.

Similar to the leader, the general dynamics for the follower-agents in this coverage setting look

like following:

ẋi = K(Ci(xi, t)− xi)

This phase and the mission is accomplished when all survivors are flagged or identified for rescue.

3.4.4 Final Trajectory Generation

In order to generate the final trajectories, we solve the set of Problems 4-6 using a MILP-

based approach presented in Chapter 2. Here we omit the details of this method, but the key

idea is that, each MTL sub-task satisfiability constraint i.e., xi |= ϕi for i = 1, 2, 3, .., can be

translated to a set of mixed-integer linear constraints using convex geometrical arguments (see

[44] for details). This converts each of the Problems 4-6, to a readily solvable mixed-integer linear

program, with linear cost function and linear constraints, which can be solved recursively and

efficiently using a MILP solver. Notice that the worst-case complexity of these MILPs (Problem

4-6 after translation to linear constraints) is still exponential i.e., O(2mT ), where m is the number

of boolean variables needed to represent xi |= ϕi as a set of linear constraints (or equivalently the

number of halfspaces required to express an MTL formula), and T is the time-horizon. Therefore,
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it is logical to consider decomposing the task specification ϕ into simpler sub-tasks as before.

The resultant trajectories for the leader, which are obtained by solving these MILPs, are

locally optimal for each individual sub-task, and their existence inherently guarantees safety and

finite-time completion of the respective sub-tasks. The final trajectory for the complete mission

is generated over time, by composing all the individual optimal sub-task trajectories for the

leader. The final path is therefore not optimal but suboptimal with respect to the original mission

specification ϕ. However, as we have argued before, despite this loss of global optimality, the

advantages achieved in terms of reduction in computational complexity, and improved performa-

-nce can be far more important (as is shown in [44]). The results for followers are rather

interesting as given the hybrid nature of our approach, they are dependent on the graph configurat-

-ion and connectivity with the leader, as we will see in the following section.

3.5 Simulations and Results

We apply the proposed method in the same workspace as shown in Fig. 3.1. We use the

Robotarium template for MATLAB to write our controller for the mission, and use the YALMIP-

CPLEX optimization solver for the MILPs. Several parameters such as ∆, δ etc. are set to their

default values as for the actual robots in Robotarium [54].

The experiments are run on an Intel NuC hades canyon. It is a portable computer with an

Intel core i7 @ 3.7 GHz CPU, an integrated AMD Vega RX64 GPU, and 32 GBs of memory.

In our simulations, we use five agents i.e., N = 5 which are deployed as a connected network

at the start of the mission. The leader is picked at random from the five agents at the beginning

of the navigation phase. We also use five survivors, who are randomly placed within the rescue
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site. The time-horizon as well as the finite-time limit on the mission is set to be T = 6 minutes2.

For simplicity, this time-limit is uniformly distributed among the three sub-tasks. As described

before, we consider two case studies: a fully-connected case, and a simply-connected case with

two sub-categories, in regards to the connectivity between the leader and the followers, and its

impact on the performance of various agents during the mission.

3.5.1 Case Study I: Fully-Connected Network

Figure 3.2 shows various screenshots from a successful simulation run for the complete

mission in the fully-connected case. Table 3.1 shows both the computation and execution times

of the three sub-tasks for the leader. Notice that our approach leads to realtime computation of

safe trajectories, and all finite-time constraints are satisfied for the leader as well as for all the

followers. Table 3.2 shows the execution times for the navigation sub-task for the followers.

Notice that in the fully-connected case, the maximum difference between the time it takes for

the leader and the followers respectively, to accomplish this sub-task is only 0.6 seconds. As

discussed earlier, this difference is expected by design, because of the soft nature of timing-

constraints imposed on the followers. This results in reducing the complexity of the planning

problem at the expense of providing only soft finite-time guarantees for the followers.

Table 3.1: Fully-connected: Leader-timing analysis for the sub-tasks ϕi for N = 5

Sub-task ϕi Computation (sec) Execution (min)

ϕ1 (deployment) 0.7 0.1 ≤ 2
ϕ2 (navigation) 3.3 1.7 ≤ 2
ϕ3 (search and rescue) 1.7 0.2 ≤ 2

2Notice that it is another strength of using MTL when specifying missions and tasks, that we can use realtime
constraints as well. Although, most of the times, it is convenient to discretize them when dealing with hybrid
systems, as was the case in Chapter 2.
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Figure 3.2: Screenshots from a successful simulation run for the fully-connected case, showing:
(a) deployment, (b) rendezvous, (c) navigation through cluttered environment, (d) obstacle
avoidance while staying fully-connected as a leader-follower network, (e) entering the rescue
site, and (f) search and rescue by persistent coverage and identifying the survivors.

Table 3.2: Fully-connected: Followers-timing analysis for the sub-task ϕ2 i.e., navigation
Follower Execution time (min)

1 1.70 ≤ 2
2 1.71 ≤ 2
3 1.71 ≤ 2
4 1.71 ≤ 2

3.5.2 Case Study II: Simply-Connected Network

As mentioned before, since the leader is selected at random in the beginning of the mission,

it can lead to some interesting network configurations in the simply-connected case. Figure 3.3

shows two such possible network configurations namely line and fork, which can result from

different selection of the leader during the navigation sub-task. Tables 3.3 and 3.4 report the

computation and execution times of the three sub-tasks for the leader in both configurations

respectively.
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Figure 3.3: Screenshots from a successful simulation run for the simply-connected cases,
showing the navigation sub-task for: (a) the line configuration, and (b) the fork configuration.

Table 3.3: Simply-connected (line): Leader-timing analysis for the sub-tasks ϕi for N = 5

Sub-task ϕi Computation (sec) Execution (min)

ϕ1 (deployment) N/A N/A
ϕ2 (navigation) 3.2 1.4 ≤ 2
ϕ3 (search and rescue) 1.8 0.2 ≤ 2

Table 3.4: Simply-connected (fork): Leader-timing analysis for the sub-tasks ϕi for N = 5

Sub-task ϕi Computation (sec) Execution (min)

ϕ1 (deployment) N/A N/A
ϕ2 (navigation) 3.3 1.6 ≤ 2
ϕ3 (search and rescue) 1.9 0.2 ≤ 2

The key results for both the simply-connected cases remain the same. That is, the leader

and the followers satisfy all the safety and timing constraints for the mission, and are successful

in safely navigating to the rescue site, and identify all survivors within given, finite-time limits.

However, there is one key difference from the fully-connected case. And that is in the execution

times for the leader for the navigation sub-task. Notice that in comparison with the fully-

connected case, the execution time for the leader is now smaller for both the simply-connected

cases. It is the smallest for the line-configuration of the network, which makes sense, since it is

easier for the team of robots to navigate the narrow corridor of the cluttered environment while
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moving in a single-file.

Tables 3.5 and 3.6 further show the execution times for the followers in both network

configurations respectively. Notice that while the total time of execution for the navigation sub-

task has decreased for all agents, the maximum difference between the time it takes for the leader

and the followers respectively, to accomplish this sub-task has increased to 3 seconds in the

simply-connected case. These results show an interesting trade-off between the different network

configurations used, and the resulting performance of different agents in terms of satisfying the

finite-time limits of the mission.

Table 3.5: Simply-connected (line): Followers-timing analysis for navigation
Follower Execution time (min)

1 1.40 ≤ 2
2 1.41 ≤ 2
3 1.43 ≤ 2
4 1.45 ≤ 2

Table 3.6: Simply-connected (fork): Followers-timing analysis for navigation
Follower Execution time (min)

1 1.61 ≤ 2
2 1.61 ≤ 2
3 1.62 ≤ 2
4 1.62 ≤ 2

3.6 Chapter Summary

In this chapter, we developed a hybrid and realtime planning method using the MTL-based

mission planning for the leader and a distributed graph-theoretic, networked-control architec-

-ture for the followers, in order to accomplish a multiagent search and rescue mission. The

intention was to enforce the finite-time mission completion guarantees in this leader-follower
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network setting using MTL and optimization. Using a relatively simple planning problem as a

use case, we have shown some of the strengths of our proposed method. It is hybrid, distributed,

composable, exhibits realtime performance, and provides inherent guarantees on safety and finite-

time mission completion. While the guarantees for followers are inherently soft, the method

showcases the flexibility and versatility of our MTL-based planning framework, that it can be

seamlessly integrated with different system dynamics and controllers. It also shows that our

proposed method can be used in conjunction with other well-known planning methods to produce

a hybrid multiagent planner with both centralized and distributed components.

This work also poses many new and interesting questions as well. A plethora of variants of

this method can be produced by introducing minor changes. An immediate step moving forward

will be to implement this setup with a large number of agents in a simulated environment such as

Robotarium. Further options for persistent coverage control methods can also be explored, since

CVT-based methods have well-known issues as we have discussed earlier. In addition, instead of

merely enforcing finite-time constraints using MTL specifications on the leader with predefined

dynamics, we can formulate this problem as an explicit planning problem where we compute the

optimal control law instead, as was done in Chapter 2. The upper-bound on finite-time constraints

satisfaction for the followers can also be formally specified. It exists in the literature for fully-

connected networks [70], but for simply-connected networks it is configuration dependent as

well, which makes it a somewhat, cumbersome task. Finally, risk-aware, resilient versions of

this method can be studied as well, where instead of a static network of agents, intermittent-

disconnections are permitted, where one or more agents can recover from a lost connection, and

still continue the mission successfully. All these directions could be good pathways for future

work.

56



Chapter 4: Composable, Safe, and Realtime Mission Planning for UAV-Based

Inspection Tasks

Periodic inspection of safety-critical equipment contributes to a significant percentage of

all maintenance tasks in a complex industrial environment. Among these tasks, many are not

suitable to be performed by humans for either safety or accessibility concerns, and because of

the associated cost, both in terms of time and labor. Modern industry has therefore shown an

expanding urgency to replace humans with autonomous robots for many safety and time-critical

inspection assignments.

In competition with various other robotic platforms, UAVs have undoubtedly seen a rapid

increase in demand for monitoring and inspecting sophisticated equipment, facilities, and infrastr-

-ucture in recent years. This is partly because of the versatility of the multirotor UAV platforms,

which can be easily deployed either indoors or outdoors on land, and even above water. The

increasing demand for UAVs is also resulting from a number of relevant applications that they

find, in a number of industries. In addition to inspection tasks which we have just pointed

out, some other highlights include assistance in disaster relief [73], search and rescue [74],

aerial transport and package delivery [75], and enhanced wireless coverage with adhoc UAV

networks[76], etc.

Over the past two decades, UAV-based inspection problems in the power sector have gained
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massive attention from the experts, for tasks such as high altitude power-line detection and

tracking [77], visual inspection of wind-turbine blades [78], and for inspecting large-scale photo-

-voltaic systems [79]. UAVs have also been used extensively for detecting faults in sizable

outdoor structures such as railway tracks [80], pipelines [81], and bridges [82, 83, 84], etc.

It is apparent that UAV-based inspection is a well studied problem in certain outdoor

environments where the path planning is rather trivial, and the emphasis is on the visual detection

of features in an outdoor structure, rather than the mission planning aspect for UAVs. However,

inspecting a complex structure in an industrial workspace is a different challenge altogether. In

such cluttered indoor environments, safe and time-critical mission planning becomes a necessity

for carrying out UAV-based inspection tasks. Therefore, in this chapter, our focus is not on fault-

detection or visual recognition of features on the structure itself. Instead, we consider the problem

of inspecting a complicated structure i.e., a pipeline inside an industrial manufacturing facility

from a mission planning perspective.

In this chapter, we will utilize some background directly from Chapter 2 because of the

significant overlap between the two planning methods for different tasks. Starting with a known

environment map, we specify the UAV-based inspection as a metric temporal logic (MTL) specifi-

-cation and formulate this mission as an optimal control problem with spatio-temporal constraints.

We present a systematic way to decompose the mission into several simpler sub-tasks, and

consequently represent each sub-problem as a mixed integer linear program (MILP). These

MILPs can be solved quite efficiently resulting in an optimal sub-path for the UAV. As shown

in Chapter 2, the full path for the mission is generated by composing all the individual optimal

sub-paths. Our method can also be extended to using multiple UAVs or other robots for similar

inspection tasks. The main contributions of this chapter can be listed as follows:
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• A systematic method for representation of inspection tasks in a known environment with

MTL specifications.

• An efficient, optimization-based method of composable mission planning for UAV-based

inspection tasks in an industrial environment, with guarantees on safety and finite-time

mission completion.

• Validation of the proposed method in a simulation environment and discussion on limitations

and prospects.

4.1 Related Work

We distinguish four families of existing relevant methods. Majority of the discussion of

related work in this section is carried over directly from Chapters 2 and 3.

4.1.1 Optimal Path Planning Methods

The notion of optimal path planning for robots is well-established in classic motion planning

literature [85]. The general idea is to optimize over some cost function and compute a control

law for the robot such that it goes from one point to another, while satisfying some constraints

[11]. Depending on the cost function, constraints, and system dynamics, several variations of

optimal path planning for mobile robots have been historically studied [13]. While majority of

these methods consider minimizing the control effort [12], some also consider reaching the goal

in minimum time [86]. In this chapter, we aim to minimize the control effort as well, however,

we also consider spatio-temporal constraints which are best represented using temporal logic.
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4.1.2 Linear Temporal Logic-Based Methods

As discussed before, temporal logic [26] can be used to specify complex missions in

compact mathematical form. An excess of modern planning literature is based on linear temporal

logic (LTL) [27], which is useful for applications where a sequential execution is desired for

a number of simple tasks [87], or a team of robots is desired to accomplish multiple tasks in

parallel [28]. A MILP-based method using LTL was proposed in [34] and [35] for optimal

mission planning using a linear point-robot model. However, LTL, in general cannot incorporate

finite-time constraints, and can only guarantee mission completion in the sense of an infinite time-

horizon. This makes LTL (including LTLf) not suitable for specifying and planning time-critical

missions which require realtime guarantees on their completion.

4.1.3 Metric Temporal Logic-Based Methods

Metric temporal logic (MTL) [32] can be used to specify safety and time-critical missions

with dynamic task specifications and realtime constraints. A MILP-based optimal mission plann-

-ing approach using MTL specifications was presented in [36] and [88]. However, in these works,

very simple linear dynamics and task specifications were used respectively. Other optimization-

based planning methods with MTL specifications for single as well as multiple robots have also

been presented in [38, 89]. However, the computation of an optimal trajectory is very expensive

(computation time is in the order of 100s of seconds and more). Since the computational complex-

-ity of an optimization problem with MTL specifications is exponential, it is therefore very

important to consider computational tractability of the solution.
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4.1.4 Composable Temporal Logic-Based Methods

The solution to the computational complexity problem with MTL is to use a divide-and-

conquer approach. In some recent works such as [90] and [44], the authors have presented

some efficient compositional methods for planning missions with finite-time LTL (or LTLf) and

MITL specifications respectively. The former uses composable binary decision diagrams for

realtime planning of manipulation tasks for a robotic arm. Whereas in the latter, a fast and hybrid

optimization-based approach for rescue mission planning with UAVs is proposed. Our work is

closely related to, and can be classified into this particular category of planning problems as well,

with the primary focus being the composable, MTL-based planning for UAV-inspection tasks.

4.2 Notation and Preliminaries

In this section, we describe some essential notation and preliminaries such as the workspace

and the system dynamics for UAV-based inspection tasks. Most of the general notation, for

example the MTL syntax etc. is carried over directly from the previous chapters.

4.2.1 The Workspace

Figure 4.1 shows the workspace and simulation environment used in this chapter. It is a

custom designed CAD model of a smart factory, which is built using Autodesk Inventor Pro. It

can be imported and interfaced directly with several simulation software including MATLAB. As

shown in Fig. 4.1, the workspace consists of various static and dynamic industrial components

such as power units, cooling towers, storage shelves, assembly robots, conveyor belts, and ground

carts. Several areas of interest are marked on the map using magenta-colored spots.
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Figure 4.1: CAD model for the workspace used. It is a custom designed simulation environment
for a smart factory with several static and dynamic components. The objective for the UAV is to
safely inspect the pipeline at the back of the facility within given, finite time.

As will become apparent in our problem formulation later in this chapter, these areas are

useful for representing and decomposing MTL specifications for the pipeline-inspection mission.

For now, we briefly describe the mission in terms of notation of the workspace. Starting from the

home location H , the quadrotor q1 needs to visit all points of interest Pi on the pipeline P (where

i ∈ {1, 2, ..., N}) in order to collect the desired inspection data from its camera. The quadrotor

needs to visit all these areas within finite-time limit Tm, while avoiding the static obstacles O as

well as the dynamic obstacles D at all times. Notice that the pipeline P is also a static obstacle

(i.e., O) for the quadrotor. Finally, the quadrotor needs to return to home location H , and land

before it exceeds its flight-time limit Tf . Later on, similar to Chapter 2, we also use prime area

notation; e.g., P ′
i to represent the same 2D area Pi. For example, P ′

i and P ′′
i represent two

different altitudes (w.r.t. z-axis) of the quadrotor while it is inside the same 2D area Pi.
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4.2.2 System Dynamics

System dynamics here are very similar to what we have described earlier in Chapter 2, with

the exception of a few extra modes in the hybrid model for the quadrotor.

4.2.2.1 Quadrotor Model

We build a hybrid system model for the quadrotor UAV with seven linear modes, namely

Take off, Land, Hover, Steer, Ascend, Descend, and a task specific Inspect mode (see Fig. 4.2).

As before, the linearization for each mode is carried out separately about a different operating

point [42]. This enables our system to have rich dynamics with less maneuverability restrictions,

while each mode still being linear. Some modes have the exact same dynamics, and are built in to

the hybrid model just for the sake of convenience of implementation. For example, Take off and

Ascend modes have the exact same dynamics with different guard conditions. As in Chapter 2,

we will be using discrete-time linear dynamics for each mode in our problem formulation.

Figure 4.2: The modified hybrid dynamical model for the quadrotor for inspection tasks.
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4.2.2.2 The Inspect Mode

Similar to the simplification of Grasp mode in Chapter 2, here we represent the Inspect

mode as a switching combination of Hover, Ascend, Descend, and Steer dynamics with special

guard conditions (see Fig. 4.3). For this simplified representation of the inspection dynamics, the

underlying assumption is that the sensing mechanism i.e., the UAV camera in this particular case,

is always facing the object under inspection. This assumption is realistic and is easy to implement

in practice, using a 3-axis gimbal-assembly for mounting the camera on to the UAV (as in [74]

for example).

Figure 4.3: The Inspect mode expressed as a combination of Hover, Steer, Land, and Take off
modes (colored green), with special guard conditions.

4.3 Method

Given the map of the environment, we come up with a systematic strategy to divide the

workspace along one of three axes, to be able to write down a mission specification for the

inspection problem. A convenient and rather straight-forward choice is to simply divide the
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workspace with three slices along the z-axis as shown in Fig 4.4. This particular sectioning of the

workspace is intuitive as well as useful because it suits the geometry of the pipeline and covers

most of the points of interest Pi on it.

Figure 4.4: The workspace sectioning along the z-axis to model the inspection problem with an
MTL specification.

Under this sectioning scheme for the workspace, we can write down a mission specification

for the UAV-based inspection task as an MTL formula ϕ which is given as follows:

ϕ = ∧
i
(3[0,Tm](Pi) ∨3[0,Tm](Pi)

′ ∨3[0,Tm](Pi)
′′)

∧2¬(O) ∧2¬(D) ∧3[0,Tf ]2(H)

for all i ∈ {1, 2, ...,M} and usually Tm ≤ Tf ; where Pi are the M -points on interest on the

pipeline (see Fig. 4.1), and the prime notation models the same 2D area of the workspace with

an altitude variation of the UAV along the z-axis. Tm is the finite-time mission specification in

discrete steps and Tf defines the maximum flight-time limit of the UAV. Having specified the

mission, we can now formulate this inspection task as an optimal control problem.
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4.3.1 Problem Formulation

Given the MTL specification ϕ for the mission, let J(x(t, u(t)), u(t)) be the cost function

to be minimized. Then the corresponding optimal control problem for the UAV-based inspection

task for quadrotor q1, is given by:

Problem 7.

min
x,u

J(x(t, u(t)), u(t))

s.t. x(t+ 1) = A(t)x(t) +B(t)u(t)

xt0 |= ϕ

x(t) ∈ Xc

Problem 7 is a discrete-time optimal control problem with linear dynamics, which includes

a complex MTL satisfiability constraint xt0 |= ϕ, as well an optional coverage constraint i.e.,

x(t) ∈ Xc. These coverage constraint sets Xc can be useful in restricting the UAV to a particular

set of trajectories to improve visual coverage, depending on the geometry of the structure under

inspection. For example, as we will see in the simulation results, in our use case, it can be useful

to restrict the UAV to a 3D-spiral or helix-like trajectories around the pipeline to improve the

overall inspection coverage.

Now, when it comes to inspection tasks, there could be several additional constraints put

in place depending on the object under inspection, the environment around it, the objective of

the mission, or depending on what kind of data and post-processing is desired afterwards. For

example, one constraint could be to prioritize certain parts of the map over others. Preference

could also be placed on what points the robot visits first, and how long or thorough the inspection

has to be done for one particular part of the map, and so on. These priority-based, and scene-
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awareness constraints are easy to model within the MTL framework, especially with our composit-

-ional approach. It boils down to the order of scheduling a particular sub-task, and setting its

finite-time limit accordingly.

Another interesting constraint for instance, could be a scene-brightness invariance constraint

which takes into account the illumination changes in the environment and tries to minimize

its effect on the inspection data collected by the UAV sensor i.e., the camera. We can model

this constraint using the standard image-brightness equation for a pin-hole camera [91]. The

linearized model for image brightness can be stated as follows:

β(t) = kFOV + λ(t) + ω(t) + v(t)

where β(t) is logarithm of the image-brightness at time t, kFOV is a constant depending on the

field-of-view (FOV) of the camera, λ(t) is logarithm of the scene illumination at time t, ω(t)

is logarithm of the reflectivity of the object under inspection at time t, and v(t) represents the

camera controls namely the sum of aperture area, shutter speed, and the ISO sensitivity at time t.

Here, the goal is to optimize the camera controls v(t) such that over time, the change in image-

brightness i.e., β(t) is kept to a minimum (ideally zero). In this chapter, we do not use any

scene-aware constraints in our formulation, since it is difficult to model cameras and sensors in

low-fidelity simulation environments like the one used for our simulations. But it can be a useful

way to make the mission planning approach more perception-aware, if a high-fidelity simulation

or a real-world implementation is desired.

We now describe our solution approach to Problem 7, using the composable, MTL-based

planning method presented in Chapter 2.
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4.3.2 Summary of the Solution Approach

The rest of the steps in the formulation and the solution of Problem 7 follow closely the

solution approach described in Chapter 2. We first set up the described inspection mission as

a standard optimal control problem in discrete time. Then, we decompose this optimization

problem into M -sub problems, each corresponding to one sub-task of the original inspection

mission. In the next step, we translate the MTL specifications for each sub-task into linear

constraints (see Chapter 2).

By decomposing the mission specification ϕ, and by using the MTL to linear constraints

translation mechanism, we replace Problem 7 with a collection of smaller optimization problems,

each with a sub-task specification represented as an MTL formula ϕi, and an associated linear

mode of the hybrid model.

Here, the linear cost function of choice is again
∑T

t=0 |u(t)|, where T is the discrete time-

horizon for the optimal trajectory. Thus, our final formulation of the problem is given by:

Problem 8.

min
x,u

∑T
t=0 |u(t)|

s.t. x(t+ 1) = Al(t)x(t) +Bl(t)u(t)

xt0 |= ϕi

x(t) ∈ Xc

where ϕi is the MTL specification for the ith sub-task for the UAV, Al(t), Bl(t) are the

linear system matrices for the lth dynamical mode, and xt0 is the resulting optimal trajectory

for the ith sub-task, and Xc denotes the coverage constraint set, with i ∈ {1, 2, 3, ...,M}, and

l ∈ {1, 2, 3, ..., 7}.
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Consequently, we end up with a collection of M -MILPs, which can be solved recursively

and efficiently using a MILP solver. The resultant trajectories are locally optimal for each

individual sub-task, and their existence inherently guarantees safety and finite-time completion of

the respective sub-tasks. The final trajectory for the complete inspection mission is generated over

time, by composing all the individual optimal sub-task trajectories. The final path is therefore not

optimal but suboptimal with respect to the original mission specification ϕ. However, despite this

loss of global optimality, as discussed in results, the advantages achieved are very significant in

terms of realtime computation and fast execution.

4.4 Simulations and Results

We apply the proposed method for solving the UAV-based inspection problem (i.e., Problem

8) in the same workspace as shown in Fig. 4.1. The experiments are run through YALMIP-

CPLEX solver using MATLAB interface on an Intel NuC hades canyon. It is a portable computer

with an Intel core i7 @ 3.7 GHz CPU, an integrated AMD Vega RX64 GPU, and 32 GBs of

memory. This setup is transferable to a full-size quadrotor as a companion module for onboard

computation. We use a discrete time-horizon for simulation as T = 50 units. All dynamics are

uniformly discretized at a rate of 5 Hz.

4.4.1 Case Study I: Validation

For the validation case study using a single UAV, we end up with 16 sub-tasks in total,

which suffices to solving 16 MILPs recursively. Some examples of these sub-task specifications

are given as follows:
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ϕ1 = 3[0,T1](H) ∧2¬(O) ∧2¬(D)

ϕ2 = 3[0,T2](P1) ∧2¬(O) ∧2¬(D)

ϕ3 = 3[0,T3](P
′
1) ∧2¬(O) ∧2¬(D)

ϕ4 = 3[0,T4](P
′
2) ∧2¬(O) ∧2¬(D)

ϕ5 = 3[0,T5](P
′
3) ∧2¬(O) ∧2¬(D)

and so on, until the last two sub-tasks:

ϕ15 = 3[0,T15](H
′) ∧2¬(O) ∧2¬(D)

ϕ16 = 3[0,T16]2(H)

For this simulation run, we chose the parameters Tm and Tf to be 320 and 350 steps respectively.

Similar to Chapter 2, we use a uniform allocation of the finite-time limits between the sub-tasks.

The trajectories for the dynamic obstacles D are assumed to be deterministic, and are known at

the time of planning the mission. In addition, for the validation case study, we do not use any

coverage constraints in the optimization problem. Therefore, a key assumption for this validation

run is that one pass over an area of interest is sufficient to collect the desired inspection data (i.e.,

images) of that area. In practice, this is not a very good assumption to make, since it requires

essentially a 360 degrees field-of-view around the pipeline. However, it is certainly possible to

achieve with a specialized gimbal arrangement for the camera mount on to the UAV. Therefore,

for a proof of concept for our planning algorithm, this assumption is acceptable.
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Figure 4.5: The resultant composed trajectories from a successful validation run for all the sub-
tasks for quadrotor q1 during the inspection mission.

Figure 4.5 shows the resulting composed trajectories for the quadrotor operating during the

whole inspection mission. The computation and execution times for all the sub-tasks are shown in

Fig. 4.6. The UAV safely avoids the obstacles and completes the whole mission within the finite-

time limits. The minimum and maximum computation times for all individual sub-tasks were

observed to be 0.3 and 3.1 seconds respectively, thus achieving close to realtime performance.

Figure 4.6: The computation and execution times for all the sub-tasks of the inspection mission
for the validation run. The blue-plot shows the computation time, while the green-plot presents
the execution time for each sub-task ϕi respectively.
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4.4.2 Case Study II: Coverage

For the second case study, we use a piecewise-parameterization of a helix (or a 3D-spiral)

[92], as the coverage constraint set Xc in the optimization problem (i.e., Problem 8), for more

realistic coverage of the pipeline (see Fig. 4.7).

Figure 4.7: Graphic representation of the piecewise parameterization of a helix (or 3D-spiral)
used as the coverage constraint set Xc.

For this simulation run, all the sub-task specifications ϕi remain the same as in the earlier

run. However, we update the parameters T , Tm, and Tf to 60, 480, and 500 steps respectively.

These are increased to account for an increase in number of constraints in Problem 8, with the

newly added coverage constraints. To keep the results consistent, we use the same uniform

allocation of the finite-time limits between the sub-tasks. The trajectories for the dynamic obsta-

-cles D are assumed to be deterministic, and are known at the time of planning the mission.
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Figure 4.8: The resultant composed trajectories from a successful coverage run for all the sub-
tasks for quadrotor q1 during the inspection mission.

Figure 4.8 shows the resulting composed trajectories for the quadrotor operating during the

whole inspection mission with coverage constraints. The computation and execution times for

all the sub-tasks are shown in Fig. 4.9. The UAV safely avoids the obstacles and completes the

whole mission within the finite-time limits. The minimum and maximum computation times for

all individual sub-tasks were observed to be 0.3 and 10.9 seconds respectively.

Figure 4.9: The computation and execution times for all the sub-tasks of the inspection mission
for the coverage run. The blue-plot shows the computation time, while the green-plot presents
the execution time for each sub-task ϕi respectively.
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Notice that the addition of coverage constraints significantly increases the computation and

execution times for the UAV for certain sub-tasks, which is expected, since the robot now needs

to tackle a lot more obstacles along the way, than before. However, we are still able to achieve

close to realtime performance, even in the presence of coverage constraints due to the recursive

computation of the optimal sub-task trajectories [44]. To provide a quick comparison of how

our method is significantly better than the general TL-based planning methods such as LTLf and

MITL-based optimal planners (e.g., [37]): Solving Problem 7 directly i.e., without using our

hybrid approach, leads to computation times of approximately 5.5 minutes and 7.2 minutes for

LTLf and MITL-based optimal planners respectively. Additionally, note that these computation

times are merely for the validation case study i.e., without any special coverage constraints.

4.5 Chapter Summary

In this chapter, we have proposed a hybrid, compositional approach to mission planning for

UAV-based inspection tasks using MTL specifications, and have presented an optimization-based

method which can be implemented in almost real time. Using a simple but relevant use case for

modern industry, we have demonstrated the computational efficiency of our approach, and have

shown that by breaking down the mission into several sub-tasks, and by using a hybrid model

for the system, it is possible to solve the challenging problem of mission planning in cluttered

environments, with relatively rich system dynamics and realtime constraints.

An important thing to notice in our case studies is that so far we have used only one UAV

under the assumption that Tm ≤ Tf . This condition does not need to be satisfied all the time

because of the composable nature of the proposed approach. Therefore, it is possible to design
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a simple scheduling scheme for a multi-UAV inspection mission as well, where we have Tm ≤

Tf1 + Tf2 + ... + TfN , for N number of UAVs for instance. The UAVs can then be deployed

either sequentially until each runs out of their flight-time respectively, or they can be deployed in

parallel, to inspect different parts of the map simultaneously, with additional collision-avoidance

constraints, such as the ones presented in Chapters 2 and 3.

We would also like to point out some of the limitations of the work we have presented in this

chapter. As a proof of concept for extending our composable MTL-based planning framework

to inspection-oriented tasks, it is indeed a good start. However, there is a lot more that can

be done here. The proposed method may not be a good fit for planning inspection tasks in an

unstructured outdoor environment for instance, since it requires some workspace information

to begin with. This prerequisite of a know environment map is however valid for most of the

indoor and structured environments like a smart factory or a power plant etc., since majority of

the components there are either static or their behavior is usually well-understood.

The knowledge of the geometry of an inspection surface is also useful, since we can

introduce different 3D-coverage constraints in the formulation to improve the overall quality

of the inspection mission. This quality of inspection metric can also be quantified in the objective

function. Scalability features of this approach for inspection of multiple objects with multiple

robots in the same environment needs to be studied as well. Currently, we are looking at all these

extensions of this work, and we expect to see more promising results in future.
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Chapter 5: Safe Learning: Self-Monitoring and Self-Correction

Due to uncertainty in the environment or the system (i.e., the robot) itself, the spatio-

temporal guarantees obtained at design-time may not correspond to system behavior at runtime.

As is emphasized throughout this thesis, for autonomous systems operating in dynamic environm-

-ents, safety in terms of both space and time are critical requirements for assured autonomy.

Therefore, in this chapter, we propose an online adaptation mechanism for safe execution of a

complex mission by an autonomous multiagent system. We introduce the ideas of self-monitoring

and self-correction for agents using hybrid automata theory and event-triggered model predictive

control (MPC). In this setting, we propose a formal, composable notion of safety and adaptation

for autonomous multiagent systems, which we refer to as safe learning. We propose a two-phase

approach for our safe learning problem. In the monitoring phase, using the hybrid system model,

we build a model monitor to check whether the execution sequence at runtime matches the desired

execution sequence, and also a safety monitor to check the runtime safety specifications for the

system. In the correction phase, using the difference between the predicted and reference system

trajectories at runtime, we propose an event-triggered MPC mechanism to drive the system back

to the reference trajectory, so as to maintain the initial guarantees on safety and finite-time mission

completion. We demonstrate the realtime performance of our proposed approach on a UAV-based

surveillance and search and rescue mission, similar to the one discussed in Chapter 2.
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5.1 Related Work

Self-monitoring and self-correction refer to the problems in autonomy where the autonom-

-ous agents monitor their performance, detect deviations from normal or expected behavior, and

learn to adjust both the description of their mission/task and their performance online, to maintain

the expected behavior and performance [93]. The authors in [94] used differential dynamic logic

(DDL) to verify safe obstacle avoidance for autonomous vehicles (AVs) with a dynamic window

algorithm. They also proposed the passive-safety and passive-friendly safety properties for the

system, which are verified with in a dynamic environment containing both stationary and mobile

obstacles. The AVs are modeled as hybrid systems, which fully describe their continuous physical

motion as well as their discrete control policies.

Similarly, in [95], the authors proposed a hybrid monitoring framework called ModelPlex,

which combines offline verification of cyber-physical systems (CPS) with an online validation

mechanism, in order to provide various correctness guarantees for the system at runtime. This

method uses theorem-proving with sound-proof rules to synthesize three runtime monitors, i.e.,

a model monitor, a controller monitor, and a prediction monitor, all from the same hybrid model

of the system. The model monitor checks the system execution for deviations from the hybrid

model. The controller monitor tests the current controller decisions for compliance with the

system model, while the prediction monitor evaluates the worst-case safety impact of the current

controller decisions, based on the predictions of a bounded-deviation system model. Monitors

like these can be constructed at design-time, and they can operate and hence provide a realtime

assessment of the state and performance of a hybrid system.

3-valued linear temporal logic or LTL3, is designed for reasoning about LTL properties
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for finite-executions, which has been used for runtime verification of LTL specifications in [96].

These LTL3 specifications can be transformed into a monitor automaton, where the transitions

of the states are based on runtime sensory information called guard conditions. If the monitor

automaton transitions to some bad state during the execution of a mission, it implies that a

fault is detected at runtime, and the execution should be stopped, or a corrective measure be

applied. Therefore, along the same lines, in this chapter, we present a composable framework for

monitoring and correcting such runtime faults, that may arise due to uncertainty during a complex

mission, which is being carried out by an autonomous multiagent system of robots or vehicles.

An optimization-based method for STL task-specifications, with runtime monitoring and

correction was presented in [97]. However, this method is computationally very expensive, with

reported computation times of around 100 minutes for tasks involving only a single agent. An

MTL-based reinforcement learning (RL) method, with runtime monitoring and correction was

also presented in [98]. In this work, the authors used a monitor-guided, modular-RL algorithm,

and a timed-automata-based approach to learn the bad states in the monitor automaton. This

way the agent can successfully and efficiently avoid such states during the execution of the task.

While this method is relatively fast to compute and implement for single-agent MTL-tasks, it is

not clear how it can be translated to a multiagent setting for a team of autonomous robots, while

still keeping intact, its modular structure. Unfortunately, this approach is also not transferable

to optimization-based planning methods for more complex MTL-tasks, which is the primary

focus of this thesis. Despite key differences, this chapter closely relates to both these works,

since we propose a composable and realtime, self-monitoring and correction mechanism for the

optimization-based MTL planning framework.
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5.2 Preliminaries

Before jumping into the design of monitors, we first discuss some essential notation for

hybrid automata and the modified new workspace (in comparison to the one from Chapter 2),

which we use to validate our approach, later on in this chapter.

5.2.1 Hybrid Automaton

We have already seen multiple hybrid models for UAVs and robots in the earlier chapters.

Here, we formally define a hybrid model as an automaton, for a general dynamical system [41].

Definition 4. A hybrid automaton H is described by a tuple (Loc, Edge,
∑

, X , Init, Inv, Flow,

Jump) where the symbols have the following definitions.

• Loc is a finite set l1, l2, ..., ln of (control) locations that represent control modes of a hybrid

system.

•
∑

is a finite set of event names or labels.

• Edge ⊆ Loc ×
∑

× Loc is a finite set of labeled edges which represents discrete changes

of control modes in the hybrid system. These changes are labeled by event names taken

from the finite set of labels
∑

.

• X is a finite set {x1, x2, ..., xm} of real-valued variables. We write Ẋ for the set of dotted

variables {ẋ1, ẋ2, ..., ẋm} which are used to represent first derivatives of the variables

during continuous evolution (inside a mode), and we write X ′ for the primed variables

{x′1, x′2, ..., x′m} that are used to represent updates at the conclusion of discrete changes
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(from one control mode to another).

• Init, Inv, Flow are functions that assign three predicates to each control location. Init(l)

is a predicate whose free variables are fromX and it states the possible valuations for those

variables, when the hybrid system starts from location l. Inv(l) is a predicate whose free

variables are fromX and it constrains the possible valuations for those variables, when the

control of the hybrid system is in location l. Flow(l) is a predicate whose free variables

are from X ∪ Ẋ and it states the possible continuous evolution when the control of the

hybrid system is in location l.

• Jump is a function that assigns to each labeled edge, a predicate whose free variables

are from X ∪X ′. Jump(e) states when the discrete change modeled by e is possible, and

what the possible updates of the variables are, when the hybrid system makes this discrete

change.

As we will see later on in this chapter, this formal definition for a hybrid automaton is

useful in designing various TL-based monitors for hybrid systems. We will use a similar hybrid

model for the UAVs for our case studies in this chapter, as in Chapter 4.

5.2.2 The Workspace

In this chapter, we will refer to a simulated, surveillance and search and rescue mission

defined on the constrained workspace shown in Fig. 5.1. It is a custom-built CAD environment,

designed in Autodesk Inventor Pro, with the intention to validate our safe learning (i.e., self-

monitoring and self-correction) mechanism, in conjunction with the composable MTL-based

planning framework. The reason for using this modified workspace is to mitigate some of the
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physical limitations of the environment, observed in Chapter 2. Therefore, in this workspace, we

can easily deploy N number of UAVs simultaneously in a complex multiagent mission, without

any problems. Moreover, this modified workspace offers several new obstacles thus making the

overall experiments and results more interesting.

Figure 5.1: CAD model for the modified workspace used. The environment is a 19x19x3 m3

workspace which is divided into several 2D regions of interest that are labeled with alphabets and
marked with different colors.

As shown, various areas of interest are marked on the workspace using different alphabets

and colors. The role of each of these areas is similar as before in terms of defining the mission

with MTL specifications. It will become obvious as we formally define the problems for our case

studies later in this chapter. For now, we briefly describe a surveillance mission using a single

UAV for our validation case study.
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Starting from anywhere on the safe region H , a quadrotor UAV q1 needs to periodically

visit certain areas of the map located at A, B, C, and D respectively, in a confined environment.

These locations are accessible to the UAV only through a number of window openings Ei, with

dimensions such that they allow only one UAV to pass at a given time. Therefore, if we were to

use more than one UAVs for a mission, they will also need to avoid collisions among themselves,

in addition to avoiding any obstacles O in the environment. The task for the UAV is to safely

visit the respective target areas, and return to the safe zone H in given, finite time. Similar to

Chapter 2 and 4, the use of prime region notation, for example H ′ simply represents an altitude

(w.r.t. z-axis) variation of the quadrotor while it is in the same 2D region H .

5.3 Self-Monitoring

Self-monitoring (also referred to as runtime monitoring) can mitigate the problem of reality

gap between a model and the real system, especially when used in conjunction with the offline-

planning and verification-routines for CPS. Given that autonomous robots and vehicles are cyber-

physical in nature, and that any malfunctions can have serious safety consequences, monitoring

the system behavior at runtime is critical for their safe operation. In this section, we propose

a two-phase process for our self-monitoring problem. In the first phase, we model the robot as

a hybrid system, and build a model monitor to check whether the execution sequence for the

system at runtime matches the desired execution sequence. In the second phase, we propose

a safety monitor design for MTL sub-tasks to check the runtime safety specifications for the

system.
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5.3.1 Model Monitor

Model monitors can be thought of as logical observers, which are useful for monitoring

the runtime system execution for robots during a mission. There is a whole area of research

devoted to dealing with errors detected by model monitors for CPS [99], which focuses on

designing resilient and risk-aware controllers [100], which can deal with such system failures

autonomously, during the execution of a mission [101]. In this thesis, however, we do not

address such corrective action-design for the individual system failures, and are only interested

in detecting such faults to prevent accidents or collisions between agents in a multiagent setting.

In order to design the model monitor, we need to construct a hybrid system model for

the robots, where the transitions are based on sensory information called guard conditions. For

instance, consider the hybrid system model for a quadrotor UAV in Fig. 5.2. The construction of

the model monitor is then straight forward. In each state si of the hybrid automaton H, we simply

test the previous state si−1, and check whether the transition follows the desired system-trace, as

planned in the design phase of the mission. If an error is detected, the execution is stopped.

For example, a desired execution trace for the system model in Fig. 5.2 is given as follows:

Take off→Hover→Steer→Hover→Ascend→Hover

→Steer→Hover→Descend→Hover→Land

Figure 5.3 shows a two-state hybrid model monitor for monitoring this system execution. Since

there are no problems with the transitions of this system trace, the model monitor will not go to

the Bad state, and hence no error is detected.
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Figure 5.2: A simplified hybrid model for a quadrotor UAV. Some guard conditions are hidden
for readability. As before, we use linearized dynamics around different operating points for each
mode (see Chapter 2). This makes the model rich in dynamics while still being linear. Notice
that it is identical to the hybrid model used in Chapter 4, except for the absence of inspect mode,
which was specific to inspection tasks only.

Figure 5.3: A two-state hybrid model monitor for monitoring the system execution at runtime.
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Now consider a scenario, where some internal fault within the quadrotor (for example, a

broken propeller or some other sensor failure), results in the following system trace:

Take off→Hover→Ascend→Descend

In this case, immediately after the third transition of the system, the model monitor will detect an

error and go to the Bad state. This is because the system is not supposed to transition from the

Ascend mode directly to the Descend mode, without passing through the Hover mode. As soon

as the model monitor goes to the Bad state, it implies that the system is not behaving as expected

and the execution of the task must be stopped. In our case, we simply give a Land command to a

UAV, if the model monitor detects an error during the execution of a task.

5.3.2 Safety Monitor

Safety or task monitors (as the name suggests) are used for monitoring the system execution

with respect to the satisfaction of logical and realtime properties, which are represented by

a complex mission specification. For designing a safety monitor, instead of specifying and

verifying the entire mission specification, we only extract and specify the safety properties that

the system must exhibit for a particular sub-task. As we will see in later parts of this chapter,

we can also specify additional runtime specifications in safety monitors, which are represented

by the MTL sub-task specifications for the mission. However, we first need to go through some

formal steps in order to be able to design a safety monitor for MTL sub-tasks.

We start with the LTL specifications first, and gradually build our way up to MTL sub-

task monitors. As discussed before, LTL semantics are defined over infinite traces or execution
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sequences of a system. In order to formalize the runtime satisfaction of LTL specifications for

finite system traces, the authors in [96] proposed new semantics for 3-valued LTL or LTL3, where

an LTL formula can evaluate to three different values {⊤,⊥, ?}, instead of the traditional two.

The value “?” suggests that it is not possible to conclude a satisfaction or violation of an LTL

specification, given the current, finite system trace. We denote the set of all finite words in the

execution sequences over
∑

by
∑∗, and the set of all infinite words by

∑ω. For any finite words

u and w, the expression u · w represents the concatenation sequence.

Definition 5. (LTL3 semantics) Let α ∈
∑∗ be a finite system trace. The valuation of an LTL3

formula ϕ with respect to α, denoted by α |= ϕ, is defined as follows:

α |= ϕ =



⊤ if ∀ω ∈
∑ω : α · ω |= ϕ

⊥ if ∀ω ∈
∑ω : α · ω ̸|= ϕ

? o.w.

Note that the expression α |= ϕ in LTL3 semantics is defined over finite words of the system

trace, as opposed to the same expression in LTL semantics, which is defined over the sequences

of infinite words. For example, given a finite system trace σ = a0a1...an, the property 3p holds

true if ai |= p, for some i, 0 ≤ i ≤ n. Otherwise, the said property evaluates to “?”.

LTL3 specifications can be transformed into a monitor automaton where the transitions

between the states are based on some guard conditions [96]. If the monitor automaton transitions

to some Bad state, we should stop the execution or perform some correction maneuver. For

instance, in the aerial grasping and rescue with UAVs example in Chapter 2, the UAV should not

proceed to the next sub-task in the mission, unless a successful grasping confirmation of the target
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object is received. During runtime, a safety (i.e., a sub-task) monitor will detect this problem (if

applicable), by transitioning to a Bad state. We now formally define an LTL3 task monitor.

Definition 6. (LTL3 monitor) Let ϕ be an LTL formula which takes on the predicates P . The

monitor automaton Mϕ of ϕ is the unique deterministic finite-state automaton (DFA) Mϕ =

(P,Q, q0, δ, λ), where Q is the set of states, q0 is the initial state, δ ⊆ Q×P ×Q is the transition

relation, and λ is a function that maps each state in Q to a value in {⊤,⊥, ?}, such that for any

finite trace α ∈
∑∗, α |= ϕ = λ(δ(q0, α)).

However, there is still a big set of properties for which this LTL3 monitor fails to provide a

conclusive evaluation. For example, consider the following LTL specification: ϕ = 2(a → 3b)

(thanks to [102] for this example), which states that: “once a has been visited, b will always

be visited, eventually”. For this specification, there does not exist any finite sequence of words

which we can use as a good or bad prefix for ϕ, and therefore, this specification always evaluates

to a “?′′ value. There is a workaround for this problem to some extent, which is done by defining

“presumably false” and “presumably true” states, wherever a conclusive evaluation is not possible

using LTL3 [103]. However, in our case, this evaluation is still not good enough to be able to

monitor finite-time properties of realtime systems (i.e., the MTL specifications). Therefore, we

need a few more pieces before we can construct an MTL sub-task monitor.

Definition 7. (LTL3 sub-task monitor) Given an LTL3 monitor automaton Mϕ = (P,Q, q0, δ, λ),

a sub-task monitor Mϕ
LTL3sub is defined as a transition system starting from q0, ending in q′ such

that λ(q′) = ⊤, and has the following properties: (1) each edge in Mϕ has been visited at most

once, (2) transition to good or neutral state accepts exactly one atomic proposition and all other

propositions lead to bad states, and (3) there is only one good state in a given sub-task monitor.
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Given an LTL3 specification, we can generate its corresponding safety monitor automati-

-cally using the LTL3Tools1. From there, the LTL3 sub-task monitors can be constructed using

Definition 7. The corresponding MTL sub-task monitors can then be generated by augmenting

finite-time constraints according to the atomic propositions and their respective root tasks.

Definition 8. (Root task) An MTL (more precisely MITL) specification ϕ with the structure ϕ =

(ϕ1 ∨ ϕ2... ∨ ϕm) ∧ ϕs is equivalent to ϕ = (ϕ1 ∧ ϕs) ∨ (ϕ1 ∧ ϕs)... ∨ (ϕm ∧ ϕs). We denote

each Fi = (ϕi ∧ ϕs) as the root task of the original specification ϕ. The MTL specification ϕ is

satisfied by satisfying any of its root tasks Fi.

It turns out that our decomposition strategy for MTL specifications from Chapter 2 results

in sub-tasks that satisfy Definition 8. This is not just a coincidence but comes down to the fact

that we decompose the MTL specifications for the mission in such a way that there is only one

dynamical mode of the hybrid system associated with each sub-task. By doing so, we ensure that

at any given time, it is not possible for a finite system trace α to accomplish two root tasks Fi and

Fj simultaneously. Mathematically, it means that at any given time, it is not possible that α |= Fi

and α |= Fj for any i ̸= j. Under this assumption, we can now associate an MTL sub-task

monitor to its corresponding root task.

Definition 9. (MTL sub-task monitor) Given an LTL3 sub-task monitorMϕ
LTL3sub, and its corresp-

-onding root task Fi, let Ω denote the set of atomic propositions for root task Fi. If Fi contains

temporal operators such as U[t1,t2]p, 3[t1,t2]p, or 2[t1,t2]p, for p ∈ Ω, then an MTL sub-task

monitor Mϕ
MTLsub can be constructed by adding a clock constraint t1 ≤ t ≤ t2 to the transition

that exacts only p on Mϕ
LTL3sub.

1http://ltl3tools.sourceforge.net/
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Simply put, using Definitions 5-9, we can construct a safety monitor for each MTL sub-

task specification by adding finite-time (clock) constraints to the LTL3 sub-task monitor. Note

that in this construction, we only consider atomic propositions which are attached to at most one

finite-time (clock) constraint; i.e., we do not consider MTL specifications such as 3[t1,t2]2[t3,t4]p

etc. Notice that all MTL specifications, in particular, the sub-task specifications used throughout

this thesis, satisfy this assumption.

Figure 5.4: Abstract graphical representation of an MTL safety/task monitor as an automaton.

Figure 5.4 shows an abstract graphical representation of an MTL safety monitor. The 4

yellow states are the neutral states with their respective clock-constraints shown on the transitions,

the green state is the Good or the acceptance state where we want to end up going. The red state

(multiple of these are possible) is a Bad state. We provide more concrete examples of MTL

sub-task monitors later in this chapter when we discuss the validation and performance case

studies for a UAV-based surveillance mission. We encode all, whether model or safety monitors

in MATLAB using the Stateflow module.
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5.4 Self-Correction

Once a safety monitor is designed for each sub-task of the mission, it checks for any wrong

execution sequences for its corresponding sub-task, and transitions to a Bad state of the monitor

automaton, if an error is found. This brings us to the next part of this chapter, which deals with

self-correction, once an error in the execution sequence of a sub-task is detected.

5.4.1 Runtime Monitoring and Correction Criteria

Recall from Chapter 2, that MTL takes on boolean (or binary) predicates but allows finite,

realtime constraints in its task specifications. This means that while MTL sub-task monitors

can monitor finite-time constraints in real time, they can only provide a binary decision on

the satisfaction of a sub-task specification by the system trajectory, at any point during the

execution. Therefore, unlike STL-based planning methods [97], when designing a self-correction

mechanism with MTL sub-tasks, we can only talk about realtime tolerance and robustness in

terms of time but not in terms of space. In some recent works, such as in [104], the authors

studied the time-robustness properties of STL tasks. Many of these properties for STL also hold

for MTL, since the difference between the two only lies in the kind of predicates they can take

on. STL allows real predicates as well as realtime constraints in its task specifications, while

as discussed before, MTL only takes on boolean predicates. However, this limitation of the

MTL semantics does not hinder us from using MTL sub-task monitors to design a self-correction

mechanism using a time-tolerance criterion. The reason why this works is that the space and

time-robustness properties of STL and MTL tasks are not independent of each other [105]. To

understand this idea, consider this simple example where a robot needs to go from location A
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to location B in some finite-time limit, as specified by an MTL specification. Note that if the

robot somehow deviates from its desired path (in terms of space), it is also likely to violate its

finite-time limits for this task, since it is going to take a path that is longer than the optimal

one. Using similar arguments, we now design a runtime monitoring and correction criteria for

MTL sub-tasks, using in conjunction, a binary space-tolerance condition and a real time-tolerance

condition.

Let T denote the time-horizon of trajectory planning for a given MTL sub-task, and let

xr(t) and ur(t) denote the reference states and the control inputs respectively for t ∈ [1, T ].

Notice that xr(t) and ur(t) for each sub-task are obtained by solving their respective MILPs

(see Chapter 2). During runtime, we define three parameters θtime(trig), θtime(max), and θspace, to

monitor the execution of each sub-task. θtime(trig) and θtime(max) are the triggering and maximum

time-tolerances for the sub-task respectively, with θtime(trig) ≤ θtime(max). θspace represents the

desired space-tolerance which is a binary variable set to 0 by default, and is introduced here only

for the sake of notation. We will shortly explain what we mean by the triggering time-tolerance

θtime(trig). At time t′, let us denote the observed robot states as xo(t), where t ∈ [1, t′]. Then

the predicted states xp(t) for the robot can be generated using the observed states xo(t), and the

reference inputs ur(t), until the end of the execution i.e., when t = T , as follows:

xp(τ + 1) = f(xp(τ), ur(τ)), τ = t′, ..., T − 1 (5.1)

xp(τ) = xo(τ), τ = 1, ..., t′

As usual, the (linear) system dynamics are chosen appropriately for the given sub-task, from the

hybrid model H of the robot. Let xtp denote the predicted system trajectory at time t. Then we
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can evaluate the deviations rtime(xtp) and rspace(xtp) for the predicted trajectory. Notice that the

space-deviation for the predicted trajectory i.e., rspace(xtp), just like θspace, is a binary variable

which is either 0 or 1. Therefore, realistically, we need a set of conditions on time-tolerances

to define an appropriate criteria for triggering the self-correction mechanism. This is where the

triggering time-tolerance θtime(trig), and the time-robustness properties of MTL come in handy.

We summarize six possible conditions for runtime monitoring and correction-triggering criteria

in Table 5.1.

Table 5.1: Event-triggering criteria for self-correction
Condition Result

rtime(x
t
p) ≤ θtime(trig) ≤ θtime(max) and rspace(x

t
p) = θspace No event

rtime(x
t
p) ≤ θtime(trig) ≤ θtime(max) and rspace(x

t
p) ̸= θspace No event

θtime(trig) ≤ rtime(x
t
p) ≤ θtime(max) and rspace(x

t
p) = θspace No event

θtime(trig) ≤ rtime(x
t
p) ≤ θtime(max) and rspace(x

t
p) ̸= θspace Event

θtime(trig) ≤ θtime(max) ≤ rtime(x
t
p) and rspace(x

t
p) = θspace Event

θtime(trig) ≤ θtime(max) ≤ rtime(x
t
p) and rspace(x

t
p) ̸= θspace Event

Notice that θtime(trig) serves as the threshold time-tolerance for the given sub-task after

which a correction mechanism is required. A No event entry indicates that the execution sequence

still satisfies the sub-task specification within the desired tolerance levels, and there is no need

for self-correction. When that is the case, we simply use ur(t) as the control input for the system

at time t. For the cases which result in an event, we need a self-correction mechanism to drive

the system back towards the reference trajectory.

5.4.2 Event-Triggered Model Predictive Control

We now present an event-triggered MPC scheme for runtime self-correction, where we

constantly evaluate if the predicted system trajectory satisfies the sub-task specification. In other
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words, whether or not it still maintains a specific space/time-tolerance in comparison with the

reference trajectory. The three event-triggering conditions for the MPC module are listed in

Table 5.1. At any given time t, if any of the three conditions are met, it indicates possible

violations of the given sub-task specification in the near future, and thus the MPC module is

triggered. We formulate the MPC problem as follows:

Problem 9.

min
x(t),u(t)

∑τ=t+T ′

τ=t (xr(τ)− x(τ))TQ((xr(τ)− x(τ))

s.t. x(τ + 1) = f(x(τ), u(τ), τ ∈ [t, t+ T ′ − 1]

xr(t+ T ′) = x(t+ T ′)

where T ′ is the time-horizon for the MPC problem with T ′ < T . By solving Problem 9,

the goal is to bring the robot back towards the reference trajectory within the acceptable tolerance

range. An important detail to note here is that only the first-step of the newly computed optimal

control (denoted as u∗(t)) is implemented at a time, i.e., at any given time t, when an MTL sub-

task monitor detects a tolerance failure, we use u∗(t) instead of ur(t) as the control input for next

time step t+1. After that the system goes back to using the pre-computed reference control input

ur(t) again. We then continue to evaluate the predicted trajectory deviations at each next time-

step in an iterative fashion until the end of the sub-task planning horizon T . This method proved

to be more efficient than using the newly computed optimal control i.e., u∗(t) for the whole MPC

time-horizon T ′.

Combining MTL sub-task monitors with this event-triggered MPC mechanism, we propose

that it is possible to accomplish the goal of safe learning i.e., self-monitoring and self-correction

for a multiagent system in a complex mission.
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5.5 Simulations and Results

We now demonstrate the capabilities and performance of our proposed approach, in conjun-

-ction with the composable MTL-based mission planning method for single and multiagent

systems, which we described in detail in Chapter 2. We use two case studies in this chapter; the

first one is a validation case study, where we use a single UAV in a surveillance mission scenario

to showcase the various safety features of the proposed safe learning mechanism. The second

one is a performance case study, where 16 UAVs are used for a multiagent surveillance mission

in a compact space. The results demonstrate the efficacy of our approach in accomplishing safe

and time-critical autonomy, for a team of robots that is engaged in a complex mission, with close

to realtime performance. For both case studies, we use the same workspace as shown in Fig. 5.1.

The experiments are run through YALMIP-CPLEX solver using MATLAB interface on an Intel

NuC hades canyon. It is a portable computer with an Intel core i7 @ 3.7 GHz CPU, an integrated

AMD Vega RX64 GPU, and 32 GBs of memory. This setup is transferable to a full-size quadrotor

as a companion module for onboard computation. All dynamics throughout these experiments,

are uniformly discretized at a rate of 2 Hz. All MTL sub-task monitors are encoded in MATLAB

using the Flowstate module.

5.5.1 Case Study I: Validation

For this case study, we specify a time-critical surveillance mission for a single UAV in the

workspace shown in Fig. 5.1. The MTL specification ϕ for quadrotor q1 is given as:

ϕ = 3[0,15](A) ∧3[0,25](B) ∧3[0,35](C) ∧3[0,45](D) ∧3[0,60]2(H) ∧2¬(O)
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The mission can be summarized as follows: Starting from anywhere on the safe region H , the

quadrotor q1 needs to periodically visit certain areas of the map located at A, B, C, and D

respectively, in a confined environment. These locations are accessible to the UAV only through

a number of window openings Ei. The task for the UAV is to safely visit the respective target

areas within allocated time limits, and return to the safe zone H . Similar to Chapter 2 and 4, the

use of prime region notation, for exampleH ′ simply represents an altitude (w.r.t. z-axis) variation

of the quadrotor while it is in the same 2D region H .

Following the steps presented in Chapter 2, we decompose this mission specification ϕ into

M sub-tasks ϕk, where k ∈ {1, 2, ...,M}. In this particular case study, M = 7. Some of these

sub-task specifications alongside their associated dynamical mode from the hybrid model (see

Fig. 5.2), are listed below:

ϕ1 = 2(H) ∧3[0,5](H
′) [mode : Take off]

ϕ2 = 3[0,10](A
′) ∧2¬(O) [mode : Steer]

ϕ3 = 3[0,10](B
′) ∧2¬(O) [mode : Steer]

ϕ4 = 3[0,10](C
′) ∧2¬(O) [mode : Steer]

ϕ5 = 3[0,10](D
′) ∧2¬(O) [mode : Steer]

and so on.

It is important to note that for this surveillance mission to succeed, the UAV needs only to

pass through the desired areas of interest once at any altitude. This makes sense because notice

that the UAV stays in the Steer mode throughout the surveillance part of the mission.
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Figure 5.5 shows the MTL sub-task monitors Mϕ1

MTLsub and Mϕ2

MTLsub, for the sub-tasks

ϕ1 and ϕ2 respectively. We build similar monitors for all the sub-task specifications ϕk, where

k ∈ {1, 2, ...,M}, which are then used for runtime monitoring of the respective sub-tasks during

execution of the mission.

Figure 5.5: MTL sub-task monitors for the sub-tasks ϕ1 (left) and ϕ2 (right), respectively.

In the next step, we solve the resulting M -MILPs corresponding to each sub-task, and

generate the optimal reference trajectory points xr(t) and controls ur(t) for the UAV, for all

the sub-tasks in the mission (see Chapter 2 for details). We use a discrete time-horizon for the

simulation as T = 60 units. As before, during the computation of reference trajectories, we

assume perfect system and environment conditions with no presence of uncertainty. However, at

the time of execution, we now introduce a white-noise deviation [102] to the system model, so as

to model uncertainty during runtime. For the mission execution, we use the MPC time-horizon

as T ′ = 10 units, and θtime(trig) as 4, and θtime(max) as 8 units respectively.

Figure 5.6 shows the resulting composed trajectories for the whole mission. The blue

plot represents the reference trajectories for all the sub-tasks, while the red plot represents the
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Figure 5.6: The resultant composed trajectories for the UAV-based surveillance mission with the
safe learning (i.e., the self-monitoring and correction) mechanism. The blue plot represents the
reference trajectory, while the red plot represents the self-corrected trajectory at runtime. The
red dashed plots indicate the predicted trajectories generated at 4 different points along the way.
These points represent the triggering events for the MPC module.
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Figure 5.7: Triggering instances for the MPC module. During the complete mission the MPC
module is activated 4 times, for a total duration of 8 steps.

corrected trajectories at runtime. The red dashed plots indicate the predicted trajectories at 4

different points along the way. These points represent the triggering events for the MPC module.

Figure 5.7 shows the triggering instances for the MPC module over the course of the complete

mission. Notice that even in the presence of added disturbance to the system, with our proposed

monitoring and correction mechanism, the UAV is still able to successfully and safely visit all

areas of interest while avoiding any obstacles in the environment. A closer look at the timing

analysis of all the sub-tasks in Table 5.2, reveals that all timing constraints for the respective

sub-tasks are also satisfied.

Notice that during the complete mission, the MPC module is turned on only 4 times, with

a total duration of 8 steps. This event-triggered use of the self-correction mechanism is the

key in achieving close to realtime performance. The average computation time for the optimal

(reference) sub-task trajectories was recorded as approximately 4.7 seconds, while the average

computation times for the predicted trajectories and for the event-triggered MPC module were
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Table 5.2: Timing analysis for the sub-tasks ϕk for the whole mission
Sub− task ϕk Execution time without safe

learning (steps)
Execution time with safe
learning (steps)

ϕ1 (H −H ′) 2 ≤ 5 2 ≤ 5
ϕ2 (H ′ −A′) 7 ≤ 10 9 ≤ 10
ϕ3 (A′ −B′) 5 ≤ 10 7 ≤ 10
ϕ4 (B′ − C ′) 5 ≤ 10 6 ≤ 10
ϕ5 (C ′ −D′) 5 ≤ 10 6 ≤ 10
ϕ6 (D′ −H ′) 7 ≤ 10 9 ≤ 10
ϕ7 (H ′ −H) 2 ≤ 5 2 ≤ 5

recorded as approximately 950 milliseconds and 780 milliseconds respectively. Since, all safety

monitors are constructed at design-time as well, this makes the whole self-monitoing and self-

correction (i.e., the safe learning) mechanism realtime implementable.

From the results of this case study, it can be observed that if the added disturbance or noise

to the system at runtime is very small, the UAV can still manage to satisfy all safety and finite-

time constraints within the desired tolerance levels, and self-correction is not required. However,

whenever the disturbance is large enough for the system to violate the time-tolerance criteria, the

MPC module is triggered, and it drives the UAV back towards the reference trajectory. Notice that

due to the primary dependence of our self-correction criteria on time-tolerances, during runtime

it is expected for the UAV to significantly deviate from the reference trajectory in terms of space,

before the MPC module is triggered. In compact spaces with a larger number of operating agents,

this can be problematic. However, this issue can be addressed to some extent by using tighter

time-tolerances, which will result in more frequent triggering of the MPC module to keep the

system’s space-deviations in check. This idea is further portrayed in our next case study, which

uses a multiagent system with the proposed safe learning mechanism in another surveillance-

scenario mission.
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5.5.2 Case Study II: Performance

We now aim to showcase the performance of our proposed approach in a multiagent setting

with 16 UAVs, which are simultaneously involved in a surveillance mission in a compact space.

For this case study, we do slight modifications to the mission specification and the workspace in

comparison with the validation case study.

Figure 5.8: CAD model for the updated workspace used for the multiagent case study. The
environment is a 19x19x3 m3 workspace with a 5x5 m3 area of interest A at the center. 16 UAVs
need to safely visit the area and return to safe zone within given, finite-time limits while operating
simultaneously.

As shown in Fig. 5.8, 16 quadrotors qi, where i ∈ {1, 2, ..., 16}, are tasked to survey

an area A at the center of the map, by visiting it through their respective windows Ei, where

i ∈ {1, 2, ..., 16}. The UAVs start at their respective locations at the safe zone H , and they are
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asked to visit the area of interestA and return to (anywhere on) the safe zoneH , safely and within

finite-time limits. While doing so, the UAVs need to avoid any obstacles O, as well as the other

UAVs around them. For this case study, we ignore the use of prime region notation for brevity

and convenience. Therefore, for the mission to succeed, the UAVs only need to pass through the

area of interestA once at any altitude, as well as they can return to the safe zoneH , at any altitude

as well. For safety reasons, we limit the minimum and maximum flying altitude for all the UAVs

in the Steer mode, to 0.5 and 2.5m respectively, and the maximum flight speed to 0.5m/s.

Given the updated workspace in Fig. 5.8, and the above description of the mission, we can

write down an MTL specification ϕi for the ith quadrotor qi as follows:

ϕi = 3[0,20](A) ∧3[0,50]2(H) ∧2¬(O) ∧2¬qj

where i, j ∈ {1, 2, ..., 16}, i ̸= j, and qj ∈ Ni(t). Ni(t) represents the neighborhood set of

quadrotor qi i.e., all quadrotors qj s.t. ||qi − qj|| ≤ ρ, for some ρ > 0. For our experiments, we

set ρ = 0.5m when generating the reference trajectories.

Next, we follow once more, the same steps as discussed in the first case study, to decompose

the mission specification ϕi into M sub-tasks ϕki , where k ∈ {1, 2, ...,M}. In this particular case

study, by design, we have M = 2. These two sub-task specifications alongside their associated

dynamical mode from the hybrid model (see Fig. 5.2), are listed below:

ϕ1
i = 3[0,20](A) ∧2¬(O) ∧2¬qj [mode : Steer]

ϕ2
i = 3[0,30](H) ∧2¬(O) ∧2¬qj [mode : Steer]
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Figure 5.9 shows the MTL sub-task monitors Mϕ1i
MTLsub and Mϕ2i

MTLsub, for the sub-tasks

ϕ1
i and ϕ2

i respectively, for the ith quadrotor qi. We build similar monitors for the sub-task

specifications ϕki , where k ∈ {1, 2}, for all the 16 UAVs, which are then used for runtime

monitoring of the respective sub-tasks during execution of the mission.

Figure 5.9: MTL sub-task monitors for the sub-tasks ϕ1
i (left) and ϕ2

i (right), respectively.

As was done in the validation case study, in the next step, we solve the resulting M -MILPs

corresponding to each sub-task, and generate the optimal reference trajectory points xr(t) and

controls ur(t) for all the UAVs (see Chapter 2 for details). We use a discrete time-horizon for

the simulation as T = 50 units. As before, during the computation of reference trajectories, we

assume perfect system and environment conditions with no presence of uncertainty. However, at

the time of execution, we now introduce a white-noise deviation [102] to the system model of

half the agents selected at random, so as to model uncertainty during runtime. For the mission

execution, we use the MPC time-horizon as T ′ = 10 units, and θtime(trig) as 1, and θtime(max) as

4 units respectively. Notice that the time-tolerances are now selected to be much more tighter.

This is due to the fact, that given the large number of agents in a close vicinity, we need to ensure
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Figure 5.10: The resultant composed trajectories for the multiagent UAV-based surveillance
mission with the safe learning (i.e., the self-monitoring and correction) mechanism. The various
colored plots represent the collision-free, self-corrected trajectories for the UAVs at runtime.

the safety of all agents, by limiting their space-deviation from their reference trajectories, which

was the case as seen earlier in validation case study. However, this trade-off comes at the expense

of relatively higher number of triggering-events and respective computation times for the MPC

module.

Figure 5.10 shows the resulting composed, and corrected trajectories for the 16 UAVs

over the whole mission. The reference and predicted trajectories are not shown to maintain

readability. For the simulation run shown in Fig. 5.10, the UAVs: q2, q5, q7, q8, q10, q11, q12, and

q16 had a small white-noise disturbance added to their linear velocities. The rest of the agents

did not have any external or internal disturbance. As discussed in the simulation design, due to
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Figure 5.11: Triggering instances for the MPC module for the quadrotor q11. During the complete
mission i.e., the two sub-tasks, the MPC module is activated 6 times, for a total duration of 9 steps.
This is a significant increase from the validation case study which had only 4 activations for its 7
sub-tasks in total.

the presence of tighter time-tolerances, we observe relatively high numbers of triggering events

for self-correction mechanism across all agents. For example, Figure 5.11 shows the triggering

instances for the MPC module over the course of the complete mission for the quadrotor q11.

Notice that even in the presence of added disturbance to the multiagent system, with our proposed

monitoring and correction mechanism, the UAVs are still able to successfully and safely visit the

area of interest A, while avoiding any obstacles and other UAVs in the environment. A closer

look at the timing analysis of all the sub-tasks in Table 5.3, reveals that all timing constraints for

the respective sub-tasks for all UAVs are also satisfied.

The average computation time for the optimal (reference) sub-task trajectories across all

agents was recorded as approximately 12.7 seconds, while the average computation times for the

predicted trajectories and for the event-triggered MPC module were recorded as approximately

2.1 and 3.5 seconds respectively. This shows a significant increase in the complexity of the
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Table 5.3: Timing analysis for the sub-tasks ϕki for the whole mission
Sub− task ϕk

i Execution time without safe
learning (steps)

Execution time with safe
learning (steps)

ϕ1
1 (H −A) 15 ≤ 20 16 ≤ 20

ϕ2
1 (A−H) 22 ≤ 30 24 ≤ 30

ϕ1
2 (H −A) 12 ≤ 20 12 ≤ 20

ϕ2
2 (A−H) 12 ≤ 30 13 ≤ 30

ϕ1
3 (H −A) 12 ≤ 20 12 ≤ 20

ϕ2
3 (A−H) 12 ≤ 30 13 ≤ 30

ϕ1
4 (H −A) 18 ≤ 20 19 ≤ 20

ϕ2
4 (A−H) 24 ≤ 30 26 ≤ 30

ϕ1
5 (H −A) 15 ≤ 20 17 ≤ 20

ϕ2
5 (A−H) 12 ≤ 30 13 ≤ 30

ϕ1
6 (H −A) 13 ≤ 20 14 ≤ 20

ϕ2
6 (A−H) 24 ≤ 30 26 ≤ 30

ϕ1
7 (H −A) 13 ≤ 20 13 ≤ 20

ϕ2
7 (A−H) 15 ≤ 30 17 ≤ 30

ϕ1
8 (H −A) 18 ≤ 20 18 ≤ 20

ϕ2
8 (A−H) 22 ≤ 30 25 ≤ 30

ϕ1
9 (H −A) 16 ≤ 20 16 ≤ 20

ϕ2
9 (A−H) 18 ≤ 30 19 ≤ 30

ϕ1
10 (H −A) 13 ≤ 20 15 ≤ 20

ϕ2
10 (A−H) 20 ≤ 30 22 ≤ 30

ϕ1
11 (H −A) 15 ≤ 20 16 ≤ 20

ϕ2
11 (A−H) 21 ≤ 30 24 ≤ 30

ϕ1
12 (H −A) 18 ≤ 20 18 ≤ 20

ϕ2
12 (A−H) 23 ≤ 30 24 ≤ 30

ϕ1
13 (H −A) 16 ≤ 20 19 ≤ 20

ϕ2
13 (A−H) 26 ≤ 30 27 ≤ 30

ϕ1
14 (H −A) 13 ≤ 20 13 ≤ 20

ϕ2
14 (A−H) 13 ≤ 30 14 ≤ 30

ϕ1
15 (H −A) 12 ≤ 20 12 ≤ 20

ϕ2
15 (A−H) 12 ≤ 30 13 ≤ 30

ϕ1
16 (H −A) 19 ≤ 20 20 ≤ 20

ϕ2
16 (A−H) 15 ≤ 30 18 ≤ 30
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problem as compared with the earlier case studies, which is expected in light of our earlier

discussion. However, the computation and the execution performance of our method is still very

competitive in its class of methods, and in all cases much better than the STL-based planning

methods. The only compromise is the lack of explicit space-robustness control with MTL tasks.

But this is something we knew and stated at the start of this chapter. In most cases, when the goal

is to accomplish a complex and time-critical mission with a team of autonomous robots, we have

shown with our approach that using MTL and its time-robustness properties is certainly enough

to get the job done. As an added benefit, you can achieve close to realtime performance, which

is yet to be seen with the STL-based planning methods. But if the goal is to deploy hundreds of

autonomous robots at a time, such as a swarm of UAVs for instance, then our proposed approach

may not be the best way to go in that case.

5.6 Chapter Summary

In this chapter, we have proposed an online safety and adaptation mechanism to deal with

uncertainty in the environment or the system (i.e., the robot) itself, in order to maintain the spatio-

temporal guarantees obtained using our MTL-based planning framework at design-time. For

autonomous systems operating in dynamic environments, safety in terms of both space and time

are critical requirements for assured autonomy. Therefore, in this chapter, we have proposed

an online adaptation mechanism for safe execution of a complex mission by an autonomous

multiagent system. We have introduced the ideas of self-monitoring and self-correction for agents

using hybrid automata theory and event-triggered model predictive control (MPC). In this setting,

we have proposed a composable notion of safety and adaptation for autonomous multiagent
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systems, which we refer to as safe learning. We have developed a two-phase approach for our

safe learning problem. In the monitoring phase, using the hybrid system model, we have built a

model monitor to check whether the execution sequence at runtime matches the desired execution

sequence, and also a safety monitor to check the runtime safety specifications for the system. In

the correction phase, using the difference between the predicted and reference system trajectories

at runtime, we have proposed an event-triggered MPC mechanism to drive the system back to

the reference trajectory, so as to maintain the initial guarantees on safety and finite-time mission

completion. Using two simple yet effective case studies for single and multiple agents, we have

shown almost realtime performance of the proposed approach in a UAV-based surveillance and

search and rescue scenario.

Based on the discussion and the results presented in this chapter, we believe that our safe

learning mechanism can be used in conjunction with all three variants of the MTL-based planning

framework, presented through Chapters 2-4. As an immediate direction for future work, we

will continue to integrate and validate this proposed safe learning i.e., self-monitoring and self-

correction mechanism with the already developed mission planning methods using MTL and

STL specifications. We are also interested in the application of our approach to the problem of

collaborative and aggressive flight of UAVs through a narrow passage. There, the key idea is

to use the collaboration of information between two or more UAVs to help them pass through a

narrow passage safely and at high speeds. For this application, we plan to use results from both

Chapter 2 and Chapter 3 for the planning phase. For the runtime adaptation or learning phase,

we plan to use MTL sub-task monitors for prediction. We also intend to do a comparative study

between the event-triggered MPC, and the RL-based self-correction approaches.
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Chapter 6: Conclusions and Future Work

We have proposed a composable approach for planning complex missions for autonomous

multiagent systems with safety and finite-time guarantees using MTL specifications. We have

also proposed a safe learning or online adaptation mechanism for monitoring and correcting

system behavior in a modular fashion during execution. With multiple use cases such as search

and rescue, inspection tasks, cooperative navigation in a leader-follower network, and surveillance

missions, we have shown the efficacy of our planning, monitoring, and correcting methods while

demonstrating their close to real-time performance. Broadly speaking, we have tried to answer

the question, which we set out to answer in the beginning of this thesis: “how trustworthy is the

autonomy of a multi-robot system in a complex mission?” We have done so by providing formal

guarantees on both safety and finite-time mission completion, for a team of autonomous UAVs

and robots in almost real time.

We are currently also investigating the applications of this work to improve the safety and

performance of the autonomous driving systems (ADS). Despite portraying results mostly for

UAVs so far, we believe that our proposed framework is transferable to any team of autonomous

agents, under some realistic assumptions. The main assumptions for this transfer are: (1) being

able to represent the mission or the task as an MTL specification, and (2) having a hybrid model

to represent the system dynamics. In practice, these two assumptions are very easy to satisfy for
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most single and multiagent systems including the ADS. Therefore, we hope that this dissertation

research will serve several modern applications of public interest, such as autonomous driving,

autopilots and flight controllers, autonomous aerial grasping, and package delivery with drones

etc., by improving upon the existing safety of their autonomous operation.

Throughout this thesis, we have also discussed several ideas for future directions on each

of the problems that we have discussed. For example, given a finite-time constraint for the whole

mission, what is the best way to divide the timing constraints among various sub-tasks. Of

course it is a scheduling problem, and is dependent on many factors such as robot dynamics,

its maximum attainable speed, and nature of the sub-tasks as well as the environment. For

most of the work in this thesis, the individual sub-task timing constraints were constructed in

a uniform fashion. An optimal way to distribute timing constraints will be a nice addition to

have. Risk-aware, resilient versions of the proposed planning methods can be explored as well.

Extension of this work with different tasks, dynamic obstacles other than the agents themselves,

conservative time-constraints, and further studying the time-robustness properties of MTL can

also yield interesting results, and are all great directions for future work.

109



Bibliography

[1] Sonia Waharte and Niki Trigoni. Supporting search and rescue operations with uavs. In

2010 International Conference on Emerging Security Technologies, pages 142–147. IEEE,

2010.

[2] Usman A Fiaz and John S Baras. A hybrid compositional approach to optimal

mission planning for multi-rotor uavs using metric temporal logic. arXiv preprint

arXiv:1904.03830, 2019.

[3] Paul E Rybski, Sascha A Stoeter, Michael D Erickson, Maria Gini, Dean F Hougen, and

Nikolaos Papanikolopoulos. A team of robotic agents for surveillance. In Proceedings of

the fourth international conference on autonomous agents, pages 9–16, 2000.

[4] Cyrill Stachniss. Robotic mapping and exploration, volume 55. Springer, 2009.

[5] David Lattanzi and Gregory Miller. Review of robotic infrastructure inspection systems.

Journal of Infrastructure Systems, 23(3):04017004, 2017.

110



[6] Alena Otto, Niels Agatz, James Campbell, Bruce Golden, and Erwin Pesch. Optimization

approaches for civil applications of unmanned aerial vehicles (uavs) or aerial drones: A

survey. Networks, 72(4):411–458, 2018.

[7] Usman A Fiaz, Noureddine Toumi, and Jeff S Shamma. Passive aerial grasping of ferrous

objects. IFAC-PapersOnLine, 50(1):10299–10304, 2017.

[8] Usman A Fiaz, M Abdelkader, and Jeff S Shamma. An intelligent gripper design for

autonomous aerial transport with passive magnetic grasping and dual-impulsive release.

In AIM 2018, pages 1027–1032. IEEE, 2018.

[9] Usman A Fiaz and Jeff S Shamma. The usbot and programmable self-assembly. In

2018 IEEE International Conference on Robotics and Automation (ICRA) Workshop on

Swarms: From Biology to Robotics and Back. IEEE, 2018.

[10] Usman A Fiaz and Jeff S Shamma. Usbot: A modular robotic testbed for programmable

self-assembly. IFAC-PapersOnLine, 52(15):121–126, 2019.

[11] Steven M LaValle. Planning algorithms. Cambridge university press, 2006.

[12] Howie M Choset. Principles of robot motion: theory, algorithms, and implementation.

MIT press, 2005.

[13] Purushothaman Raja and Sivagurunathan Pugazhenthi. Optimal path planning of mobile

robots: A review. International journal of physical sciences, 7(9):1314–1320, 2012.

[14] Dustin J Webb and Jur van den Berg. Kinodynamic rrt*: Asymptotically optimal motion

111



planning for robots with linear dynamics. In 2013 IEEE International Conference on

Robotics and Automation (ICRA), pages 5054–5061. IEEE, 2013.

[15] Yong Koo Hwang, Narendra Ahuja, et al. A potential field approach to path planning.

IEEE transactions on robotics and automation, 8(1):23–32, 1992.

[16] Shuzhi Sam Ge and Yan Juan Cui. New potential functions for mobile robot path planning.

IEEE Transactions on robotics and automation, 16(5):615–620, 2000.

[17] Wei Xi, Xiaobo Tan, and John S Baras. A hybrid scheme for distributed control of

autonomous swarms. In ACC 2005, pages 3486–3491. IEEE, 2005.

[18] Jur van den Berg, Stephen J Guy, Ming Lin, and Dinesh Manocha. Reciprocal n-body

collision avoidance. In Robotics research, pages 3–19. Springer, 2011.

[19] Hai Zhu and Javier Alonso-Mora. Chance-constrained collision avoidance for mavs in

dynamic environments. IEEE Robotics and Automation Letters, 4(2):776–783, 2019.

[20] Wolfgang Hönig, James A Preiss, TK Satish Kumar, Gaurav S Sukhatme, and Nora

Ayanian. Trajectory planning for quadrotor swarms. IEEE Transactions on Robotics,

34(4):856–869, 2018.

[21] Senthil Hariharan Arul and Dinesh Manocha. Swarmcco: Probabilistic reactive collision

avoidance for quadrotor swarms under uncertainty. IEEE Robotics and Automation Letters,

6(2):2437–2444, 2021.

[22] Jesus Tordesillas and Jonathan P How. Mader: Trajectory planner in multiagent and

dynamic environments. IEEE Transactions on Robotics, 38(1):463–476, 2021.

112



[23] Jesus Tordesillas, Brett T Lopez, and Jonathan P How. Faster: Fast and safe trajectory

planner for flights in unknown environments. In 2019 IEEE/RSJ international conference

on intelligent robots and systems (IROS), pages 1934–1940. IEEE, 2019.

[24] Konstantinos Kanistras, Goncalo Martins, Matthew J Rutherford, and Kimon P Valavanis.

A survey of unmanned aerial vehicles (uavs) for traffic monitoring. In 2013 International

Conference on Unmanned Aircraft Systems (ICUAS), pages 221–234. IEEE, 2013.
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