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Abstract. We consider a one-dimensional McKean—Vlasov SDE on a domain and the associated
mean-field interacting particle system. The peculiarity of this system is the combination of the
interaction, which keeps the average position prescribed, and the reflection at the boundaries; these
two factors make the effect of reflection nonlocal. We show pathwise well-posedness for the McKean—
Vlasov SDE and convergence for the particle system in the limit of large particle number.
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1. Introduction. In this paper, we consider a system of N interacting one-
dimensional diffusions, with the following two main features: (a) they are confined in
a bounded domain with reflecting boundaries; (b) their empirical average is prescribed.
We show that, as the number of particles N goes to infinity, the system converges to
the unique solution to a suitable McKean—Vlasov SDE on the domain.

The model and the results. The propotypical example is the following one:

dXpN = awy +dK)Y — dkp™,
XpMe (o1, diy™ = n(XpM)dESN e AR = 1w

1,
y X =a
=1

Here W' are independent real Brownian motions, g is the given average in (0, 1), n is
the outer normal on 9]0, 1] = {0, 1}, and the solution is a triple XWN) = (Xi’N),»zLH_N,
EN) = (k*N),—1. N, KV satisfying the above system; |k | denotes the total vari-
ation process of k. We will sometimes omit the superscript N from the notation.

i, N
e{0,1}d|k1 I

(1.1)
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The term —k® represents the reflection of the process X* at the boundary of [0, 1]
and the term K (independent of i) represents the interaction between the particles,
which keeps the average equal to q. More generally, for modeling purposes, we con-
sider also the case with a given drift p : [0,1] — R, a given time-dependent average
q:[0,7] — (0,1), and a constant noise intensity o € R, namely we take the system

dXZ’N = _N(XZ’N)dt + ade + dKfV - dki’N’

1.9 XM e (0,1, dky™ = (XM AR AR = 1 g dEN
’ N
1 i
N ZXt’N = q(t).
i=1

The last line of the above system can be easily converted into an expression for KV
in terms of X) and &), namely

N N N
1 , 1 1 ,
N _ ; .
(1.3) KN = (N > (X)) + q(t)> dt — o §4_1 AW} + ;_1 dkl.

i=1

The main novelty of this work is the peculiar combination of the reflecting boundary
and the condition on the average of the particles. This combination is reflected in
formula (1.3), where the interaction dK depends also on the empirical average of dk.
To guess the limiting behavior (as N — oo) of the system (1.2), we can replace the
average over particles N ! Zf\;l with the average over the probability space E. In
this way, we get the following McKean—Vlasov SDE on the domain [0, 1]:

dX; = —pu(X,)dt + odW; + dK; — dky,
(1.4) X: €[0,1], dk; =n(Xy)d[kl, d]k|: = 1xt€{071}d|7€|t,
EXt = Q(t)a

where W is a real Brownian motion and the solution is a triple X, k, K satisfying the
above SDE. As in the particle system, the last line of (1.4) can be converted into an
expression for K:

(1.5) dK; = (Eu(Xy) + ¢(t))dt + Edk,.

Our main results, Theorems 3.9 and 3.10 and Proposition 3.12, state roughly speak-
ing that the McKean—Vlasov SDE (1.4) is well-posed in the pathwise sense and the
empirical measure 4 vazl dxin from the system (1.2) converges in probability, as
N — o0, to the law of the unique solution to (1.4), with its time marginals converging
in L.

Motivation. Our motivation to study this system comes from a specific model
for charging and discharging in a lithium-ion battery, introduced in [DGH11] and
further studied and expanded, for example, in [DHM*15, GGM*18]. In this model,
roughly speaking, the lithium atoms enter and exit iron phosphate particles in the
cathode. The Y}’ represents the filling degree of the ith iron phosphate particle at
time ¢ (for example, Y = 1, resp., = 0, stands for the ith particle fully filled with
lithium atoms, resp. fully empty,); by this definition of Y¢, Y has to stay in [0, 1].
The prescribed average q(t) of Y, represents the current in the battery, which is given
and is proportional to the percentage of lithium atoms inside the ensemble of particles.
The reason to consider reflecting boundaries Y* € {0,1} comes from the boundary
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conditions in the Fokker-Planck equation in [DHM™15]; this choice of boundary condi-
tions is convenient mathematically, though the physical motivation is less clear. From
a mathematical perspective, [DHM™15] shows global well-posedness for the nonlin-
ear nonlocal Fokker—Planck equation associated with the McKean—Vlasov SDE (1.4),
namely

Opult, z) + Ou[(—p(x) + Kp)u(t, z)] = %agu(t,x), t>0,2€(0,1),

2 =

(1.6) %&;u(t,x) + () — Ku(t,z) =0, t>0,z€d(0,1),

1
/ zu(t,x)de = q(t), t>0.
0

The paper [GGM 18] considers the particle system (1.6), associated with (1.2), even
in a more general version (to take into account variations in the radius of iron phos-
phate particles), but removes the boundaries: without boundaries, the particle system
(1.2) is reduced to a classical system of mean-field interacting diffusions, for which con-
vergence to the corresponding McKean—Vlasov SDE is well-known. Hence the current
paper arises from the natural (from a mathematical viewpoint) question of whether
convergence of the particle system for the model (1.6) holds. We also point out that
interacting diffusions with constraints both on the domain and on the empirical mea-
sure of the diffusions appear in several contexts; see, e.g., [BCdRGL20, Jab17, Bar20]
below.

Background. McKean—Vlasov SDEs are SDEs where the drift depends also on
the law of the solution, namely SDEs of the form

(1.7) dX; = b (X;, Law(X,)) dt + dW,,

where W is a given Brownian motion (we do not consider here the case of general
diffusion coefficients). McKean-Vlasov SDEs are related to the mean-field interacting
diffusions, namely systems of the form

N
. 1 .
dXZ:b<X§,N§ 6X;->dt+dW§7 i=1,...N,
=1

where W' are independent Brownian motions. By classical resuls, e.g., [Szn91, M96,
Tan84], if b is bounded and smooth (smoothness with respect to the measure variable is
understood in the sense of Wasserstein distance), then the McKean—Vlasov SDE (1.7)
is pathwise well-posed and, as N — oo, the empirical measure % Zf\il dxi converges
to the law of the solution X to the McKean—Vlasov SDE. This convergence result
is a law of large numbers type result and is related to the asymptotic independence
of the particles, the so-called propagation of chaos; see, e.g., [Szn84]. The Fokker—
Planck equation associated with the McKean—Vlasov SDE (1.7), namely the equation
for Law(X), is nonlinear; see section 2.3.
SDEs on a domain D C R™ with reflecting boundaries take the form

(1.8) AX; = b(X;)dt + AW, — dky,
Xt S D, dkit = n(Xt)d|k|t, d‘kﬁ|t = 1X¢€8Dd|k|t;

where W is a Brownian motion (we do not consider general diffusion coefficients)
and n(z) is the outer normal to D at x; |k| represents the total variation process
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associated with k. The solution is a couple (X, k) and —dk represents a “kick,” in
the inward normal direction —n(X), that the diffusion X receives anytime it reaches
the boundary, and that makes X stay in the domain D. Pathwise well-posedness
for the SDE (1.8) has been proved under quite general conditions; see, e.g., [LS84,
Tan79]. The Fokker—Planck equation associated with the SDE (1.8) has Neumann-
type boundary conditions; see section 2.2.

To our knowledge, the first work to deal with both McKean—Vlasov SDEs and
reflecting boundaries is [Szn84]: there pathwise well-posedness is proved for the SDE

dXt = b(Xt, Law()_(t))dt + th — d];it,
Xt € D, dEt = n(Xt)d|l;:|t, d‘]g|t = 1)2,,68Dd|]7€|t7

and convergence is shown for the particle system

N

) 1 ) )

dXZb<XZ,N§ 6X§>dt+dW§dk§, i=1,...N,
=1

X;eD, dki=n(X})d[K'|;, dlk'li =1xicopdlkls, i=1,...N.

Other works have studied McKean—Vlasov SDEs with reflecting boundaries, in more
general contexts, especially in the context of backward SDEs; see, e.g., [Lil4]. How-
ever, in [Szn84] and in many of these works, the reflection is local, that is, at the level
of the McKean-Vlasov SDE, Law(dk;) does not appear in the SDE; at the level of
the particle system, dk’ acts only on the ith particle X?.

Closer to our work are the mean reflected (possibly backward) SDEs and related
particle systems, introduced in [BEH18, BCARGL20], and their generalization, namely
the SDEs with a constraint on the law and related particle systems, introduced in
[BCCARH20]. Roughly speaking, in these SDEs a reflecting boundary is imposed on
the law of the process. The typical example of this type of SDE is the following;:

(1.10)
dXt = b(Xt, La,W(Xt))dt + th - dKﬁ
Law(X;) € D, dK; deterministic, “nonzero only when X; is on the boundary of D.”

For such systems, under suitable conditions, [BCCdRH20] proves well-posedness and
particle approximation. As a particular case, taking D = {p | [zp(dz) > ¢} for a
given ¢ € R, the constraint becomes E[X;] > ¢, which is essentially comparable to
our constraint E[X;] = ¢(¢) in the last line of (1.4). Due to the assumptions on D
(which must have a nonempty “interior”), the condition E[X;] = ¢(#) is not covered
by [BCCARH20], but this is not a big limitation: the condition E[X;] > ¢ is actually
more difficult to take into account than E[X;] = q(¢), which gives an explicit form
for K and makes the SDE a classical McKean-Vlasov SDE. However, compared to
our equation (1.4), the restriction to deterministic K; in [BCCdRH20] does not allow
one to consider reflecting boundaries for the process X (for reflecting boundaries on
X, the reflection dk is not deterministic). When one adds reflecting boundaries in
[BCCdRH20], additional difficulties come into play; see Remark 4.1.

Probably the closest work to ours is [Jab17]. This paper considers a more general
case than [BCCARH20], in particular removing from (1.10) the requirement that K
is deterministic. In particular, taking

(1.11) D= {p | /xp(da?) > q, supp(p) < [0, 1]}
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the constraint on X in (1.10) becomes
EXt Z q, Xt € [O’ 1]7

which is essentially similar to our constraints EX; = ¢(t), X; € [0,1] in (1.4). The
work [Jab17] constructs a weak solution to the SDE (1.10) (without the requirement of
deterministic K, in particular including condition (1.11)) by a penalization approach.
However, it does not show uniqueness, nor does it consider the related particle system.

The work [Bar20] studies a system of N Brownian particles X hitting a Newto-
nian moving barrier Y. For this system the paper proves the convergence, as N — oo,
to a McKean—Vlasov type SDE, whose associated Fokker—Planck equation solves a
free-boundary problem. Now, in the frame of the moving barrier, that is taking
Z} = X} —Y,, the system in [Bar20] is similar to our model (1.2), without the drift
u, but with one important difference: in the expression (1.3) for dK, the term
LSV dk? is replaced in [Bar20] by & SN | kidt (times some constant). In partic-
ular, unlike here, the term dK* becomes of bounded variation in time in [Bar20].

The paper [DEH19] studies the case of backward SDEs with reflecting bound-
aries depending both on the diffusion process X and on the law of X, showing well-
posedness for this type of SDE and convergence for the corresponding penalization
scheme. However, by the precise assumptions in [DEH19], a condition of the form
E[X;] > g or = q cannot be taken in [DEH19).

Finally, we mention the works [CCP11, DIRT15] and [HLSj19]: they deal with
systems of interacting diffusions, which arise respectively in neuroscience and in fi-
nance, and include also a nonlocal effect of boundaries, though the boundaries are
not reflecting. More precisely, when one or more particles hit the boundary, the other
particles make a jump proportional to the number of particles hitting the boundary.

Novelty of our work. The main feature of our model is the combination of
reflecting boundaries and nonlocal interaction. At the level of the McKean—Vlasov
SDE (1.4), this combination appears in the formula (1.5) for the interacting term
dK, which contains the term dk. At the level of the particle system (1.2), this fact
corresponds to an oblique reflection for X(N) = (XN XN:N) where the direction
of reflection depends on the empirical measure % vazl § XiN- As explained before,
to our knowledge, this kind of systems is studied only in ’[Jab17] (which shows an
existence result for the McKean-Vlasov SDE).

More specifically, in our model (1.2), the nonlocal interaction comes from the

condition % Zi\il XN = ¢(t) and keeps the direction of reflection for X™) on the

iperplane {x | % ZZI\LI 2" = 0}. Intuitively, when a particle X hits the boundary and

receives a “kick” —dk?, then the other particles receive a kick %dkj in the opposite
direction, so that the average of the particles remains ¢(t).

As we will explain below, our proof relies strongly on the constraint % ZZI\; XZ’N =
¢q(t) and so on the specific form of the interaction. The question of well-posedness and
particle approximation for a more general dependence of dK on dk, or equivalently,
of the direction of reflection of X™) on the empirical measure, remains open.

Method of proof. The main idea of the proof is that both dk and dK in
(1.4) act as projectors. Precisely, dk acts as projector on the set of paths staying
in [0,1]: indeed, if (X,k%, KX) and (X,k%, KX) are two solutions to (1.4), then
(X —Y)-dk* <0. The term dK acts as projector in L2(Q) (where (£, A, P) is the
underlying probability space) on the space of processes Z with average E[Z;] = ¢(¢):
indeed, if (X,k%,KX), (X,k%, KX) are two solutions, then E[(X — Y)dK*] = 0.
This idea of projectors allows us to show uniqueness for the McKean—Vlasov SDE
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(1.4) easily. This idea is also behind the proof of convergence of the particle system
(1.2).

Concerning the convergence of the particle system (1.2), we use a pathwise ap-
proach introduced by Tanaka in [Tan84] and revisited in [CDFM20] (and further de-
veloped in [CL15, BCD20] in the rough path context): for any fixed w € 2, the particle
system (1.2) can also be viewed as a McKean—Vlasov equation (1.4), where, however,
the law on the driving signal W is not the Wiener measure, but the random empirical
measure L'V (w) = & Zi\il Swi(w)- Under this viewpoint, the term dK¥ is also a
projector in L? on the space of processes with average q(t), but where the underlying
measure is the empirical measure LV (w) instead of the Wiener measure. Intuitively
then, since L""(w) converges P-a.s. to the Wiener measure, we expect that dK™
should converge to the projector under the Wiener measure, that is, dK; this should
imply the convergence of the particle system to the McKean—Vlasov SDE (1.4).

However, a direct proof based only on this pathwise approach seems not easy.
Indeed, to make this argument work, one needs to create an optimal coupling (in the
sense of Wasserstein distance) between the Wiener measure and the random empirical
measure L™V (w), and such coupling does not have a Gaussian structure. Having a
Gaussian measure on the driving signal allows us to use classical stochastic analysis
tools like the It6 formula; such tools give in turn uniform BV estimates on dK?¥,
which are also needed in the proof. Moreover, the pathwise argument gives a conver-
gence only of the one-time marginals, that is, convergence of % Zf;l ) XN () (as a
random measure on [0, 1]) to the law of X, for every fixed X;, and not convergence of
+ Zf\il 0.5 () as a measure on the path space C([0,T7; [0, 1]).

For these reasons, we use first a tightness argument. Namely we show uniform
(in N) BV and Holder type bounds on the solution to the particle system (1.2),
which give a tightness result; we show then that any limit point of (1.2) satisfies
the McKean—Vlasov SDE (1.4), obtaining at once convergence of the particle system
and existence for the McKean—Vlasov SDE itself. Once we have these uniform BV
bounds and the existence for the McKean—Vlasov SDE, we can then use the pathwise
argument explained before. From tIJl\}s pathwise argument, we also get the rate of
convergence O(l/«/lc_)g(N)) for &>, 6X;,N(w).

The fact that dk acts like a projector is classical and has been used since at
least [L.S84]. However, combining this fact with standard fixed-point arguments for
McKean—Vlasov SDEs, as in [Szn91, Szn84], seems not easy in the presence of nonlocal
effects of boundaries as here. The reason in our model is that E[dk] is just a BV and
continuous term in time (not Lipschitz-continuous) without a distinguished sign. Even
the use of the Lipschitz bounds from [DI91], on the sup norm of the reflecting term
k in terms of the driving signal, seems not too helpful. For our model, the fact that
dK acts also as projector allows us to overcome this difficulty.

We remark that the action of dK as projector on the processes with prescribed
average, as well as some tricks used in the proof of uniform Holder bounds for the
particle system, are quite specific to our model. For extension to more general nonlo-
cal effects of the reflecting boundary, other methods may be useful, which we do not
explore here, for example, the penalization method (e.g., [Men83], used in [Jabl7]),
the approach based on Lions’ derivative (e.g., [Lio08, CD18], used in [BCCdRH20]),
pathwise approaches (e.g., [DGHT19, Aid16, FR13]), and PDE-based or singular in-
teraction methods (see the paragraph below).

The PDE and singular interaction viewpoint. The Fokker—Planck equation
(1.6) associated with the McKean—Vlasov SDE (1.4), that is, the equation for the

© 2022 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license



Downloaded 08/01/22 to 131.114.71.212 . Redistribution subject to CCBY license

MCKEAN-VLASOV SDE WITH INTERACTION FROM BOUNDARIES 2257

probability density function (pdf) wu(t,-) of Xy, is a nonlinear nonlocal PDE. From
this PDE (1.6), we can get another expression for dK in terms of u:

. 1 2

K= i)+ [ ua)u(t.a)de -+ (1) = u(o)).
The nonlocal effects of the reflecting boundary appear as an additional drift term
(here u(1) — u(0)) depending on the values of the pdf u at the boundary. Hence our
model can be interpreted as a McKean—Vlasov SDE with reflecting boundaries and
singular interaction at the boundary, and one may try to use PDE methods or an
approach to singular interaction to deal with our model.

The literature about McKean—Vlasov SDEs with singular interaction and about
a PDE-based approach to McKean—Vlasov SDEs is large, though we are not aware of
a work which can easily cover our model. We only mention some references related to
our model. We mention [Szn91, Chapter II], which deals with viscous Burgers equa-
tion as a McKean—Vlasov SDE with Dirac delta interaction (without boundaries),
in particular the McKean—Vlasov SDE is also driven by the pdf of the solution. We
also mention [BJ11, BJ15, BJ18], which study systems of interacting second-order
diffusions (that is, SDEs for the acceleration of the particles) in a domain. Such sys-
tems contain a form of singular interaction and a form of reflection at the boundaries,
though both interaction and reflection are of different types than in our model. Finally
we mention [Kol07] for an approach based on semigroup theory to McKean—Vlasov
SDEs and particle approximation.

In this paper we do not explore the PDE viewpoint and we give in section 2.2 a
formal argument, without any rigorous proof, to show that (1.6) is indeed the Fokker—
Planck equation for the SDE (1.4).

Organization of the paper. The paper is organized as follows. In section 2
we show the formal link, without rigorous proofs, between SDEs and Fokker—Planck
equations, in presence of boundaries and mean-field interaction. In section 3 we give
the precise setting and the main results. The proofs of these results are given in section
4. Finally, in the appendix we show well-posedness for the particle systems (1.2).

2. Review of PDEs and diffusion processes. In this section we revisit the
link between second-order PDEs and associated SDEs, both in presence of boundary
and with nonlinearity, as the PDE (1.6) we consider here; we took inspiration from
[Son07]. Our aim here is not to give rigorous results but to provide an easy yet clear
“translator” between SDEs and PDEs, which applies, but is not restricted, to our
case and shows in particular why (1.4) is the SDE corresponding to (1.6). For this
reason, we keep all the computations at a formal level, without any rigorous proof.

In the following we focus our attention on the one-dimensional case, mostly for
simplicity. We take b : I — R a given vector field on R or on an interval I of R
when specified, and o > 0 positive constant; W is a real Brownian motion. For two
functions f,g: I — R, we call

<ﬁm:jfwmwm

their L? scalar product.

2.1. Diffusion, forward and backward PDEs. It is well-known that the
(forward) PDE

Bp = (0/2)02p — 0, (bp) for t > s,
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with time-s initial data §,, models the evolution of the transition density function
p = p(s,x;t,y) of the diffusion process X, given by

AX, = odW, + b(t, X;)dt, X, =z .

More generally, if u is the solution to this forward PDE with time-s initial data wus,
which is assumed to be a pdf, then u is the pdf of the solution of the same SDE but
initial law wug(x)dz.

The dual viewpoint will be important. Consider the (backward) PDE

—0,v = (02/2)0%v + bOyv

with terminal data v(t,.) = ¥. Assuming v to be regular enough, Itd’s formula gives
a representation of the backward PDE solution v as follows:

(2.1) v(s,x) = E[V(X})|Xs = 2.

By a simple formal computation, one shows that

d

&<p(37 €, T, ')a U(Ta )> - 0;
which implies
(2.2) o(s.2) = [ V(s ot )y

At last, comparing (2.1) and (2.2) shows that p(s,z,t,y)dy is indeed the law of X,
started at X5 = x, as claimed in the beginning of this subsection.

2.2. Reflected diffusion and PDEs with boundary. We now discuss the
case of a spatial domain, with a focus on the simple case I = [0, 1]. A reflected SDE
on the domain [0, 1] is an SDE of the form

AX? = odW, + b(X0)dt — dk, , X° =,
X el Vt>s,
dlk] = Ixpeqo3dlk], dk =n(X7)d|k].

Here, n(0) = —1,n(1) = 41 are the outer normals of our domain [0, 1]. The solution
is a couple (X, k) satisfying the above condition (it is implicitly assumed that k& has
BV paths). The last condition means that &k acts only when X is on the boundary,
giving a small “kick” so that X does not leave the domain 1.

From the PDE viewpoint, the transition density function p°(s,x;t,y) associated
with X is a solution to the following forward equation:

Op° = (02/2)85 © — 0y (bp°) in I° for t > s,
(02/2)0,p° — bp° = 0 at II for t > s,
pO(S,Q]‘,S, ) = 5Ia

More generally, if u is the solution to this forward PDE with time-s initial data ws,
assumed to be a pdf, then u is the pdf of the solution of the same SDE but initial law
us(x)da. We show this fact formally using the dual viewpoint.

© 2022 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license



Downloaded 08/01/22 to 131.114.71.212 . Redistribution subject to CCBY license

MCKEAN-VLASOV SDE WITH INTERACTION FROM BOUNDARIES 2259

First step. Let v° be a regular solution to the dual backward equation, i.e., the
time-t terminal value probelm with Neumann (no-flux) boundary data,

— 0,0° = (02/2)020° + bO,0° in I° for s < t |

0,0°(8,0) = 0,v°(s,1) =0at I Vs <t,

v(t,.) =V
with some (regular) time-¢ terminal data U. Then necessarily v° has the representa-
tion

(2.3) v°(s,z) = B[V (X))|X] = z].
Indeed, the It6 formula gives
d[v(s, Xs)] = 9sv(X)ds + 8,v(X)dX + ";aiu(x)ds
= Kas + b8y + %aﬁ) U] (X)ds + 08,v(X)dW — 8,v(X)dk = 08,v(X)dW,

where we have used the equation for v to kill the first addend in the second line and
the boundary conditions on v to kill the term with dk. Taking expectation, we get
that E[v(s, X,)] is constant in s, which implies (2.3).

Second step. Again with simple formal computation, one shows

d o o _
5@9 (S,:E,T‘,'),'U (7", )> _07

which implies
(2.4) v°(s,x) = (pt, ¥).
From (2.3) and (2.4) we conclude
(P°(s,2,1,-), W) = E[U(X])[XJ = a] .

Since this is true for every regular W, then p° is the law of X° conditional to X7 = .

If w° is a solution to the same forward equation as above, but with generic initial
condition ug, integrating p in us(x) shows that u is the pdf of the law of X%, the
process satisfying the same SDE but with initial law us(x)dz.

2.3. McKean—Vlasov diffusion, nonlinear mean-field PDEs. Here we in-
troduce the McKean—Vlasov setting. For a given drift b : R x P(R) — R, where P(R)
is the space of probability measures on R, we consider

dX; = odW; + b(X;, Law(X;))dt, Law(X,) given.

Existence and uniqueness for regular bounded b (regularity with respect to the mea-
sure variable is usually in terms of the Wasserstein distance) are proved via a fixed-
point argument on the map (my)i>s — (Law(X["))¢>s, where X™ is the solution to
the (classical) SDE

AXT" = odW, + b[X[™, m]dt, Law(X™) = ms.

See Sznitman [Szn91, Theorem 1.1] for the classical case of b linear in the measure
argument or, for instance, [CDFM20] for a more general b.
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The corresponding forward Fokker—Planck equation now takes the form

(2.5) 0t = (0% /2) 0 — 0y by, ()l

with time-s initial data 4, = Law(X,) (for notational reasons, we blur the difference
between u(t,.) and u(t,y)dy). Note that this is a nonlinear nonlocal PDE.

We again outline why @(t,.) is indeed the law of X;. Fix the family @ := {u(t,.) :
t > s} and consider the (linear!) backward PDE

—0,v = (62/2)0%v + blz, u(s, )]0z

with terminal data v; = ¥. As in section 2.1, we see that the corresponding forward
PDE (which by construction coincides with (2.5)) yields the law of a diffusion process
X, that is, Law(X}") = a(t,-). But then X" solves the McKean—Vlasov SDE, there-
fore (by uniqueness for the McKean—Vlasov SDE) X% = X and so @, is the pdf of the
marginal X, at time ¢.

2.4. Reflected McKean—Vlasov diffusion, mean-field PDE with bound-
ary. We can consider the simplest case of reflected McKean—Vlasov SDE on I, as in
[Szn84], namely

dX; = odW; + b[ X, Law(X;)]dt — dk;, Law(X,) given,
Xt S j Vit 2 S,
dlk| = 1x,cq01ydlk], dk = n(Xy)d]k|.

_ Adapting the arguments in the two previous sections, one shows that the pdf of
X, is given via the following nonlinear nonlocal forward PDE:

Oytiy = (02/2)8§’ — Oy [bly, 1, (.)]a] in I° for t > s ,
(02/2)0y@ — bl (.)]a = 0 at 91 for t > s,

with time-s initial data @, = Law(X,).

2.5. Interaction coming from the boundaries. As explained in the intro-
duction, the SDE (1.4) does not fall in the previous class. Indeed, the drift depends
not only on the law of X; but also on the law of dk;. We will not treat here the
general case of drifts depending on the law of dk, but we focus our attention on our
model.

We claim that the forward Fokker—Planck equation associated with (1.4) is (1.6):
we show formally that if « satisfies the PDE (1.6), with initial condition wg, then
u(t, ) is the pdf of the random variable X; solving (1.4), with initial law ug. The
formal proof puts together the arguments for boundary problems and McKean—Vlasov
SDEs with the additional difficulty of interaction coming from the boundary, for which
we will use the constraint on the average in (1.6).

Take K as in the PDE (1.6), and call (X%, k%) the solution of the reflecting SDE

AXE = cdW, + (—pu(X5) + K())dt — d&®, Law(XX) = uj,
XKel vt>o,
dRR| = Tyg ey dlk™l, db™ = n(X[)d|k"|.

As a consequence of section 2.2 (applied with given K ), the law of th( must be given
by u(t,-), i.e., the PDE solution to (1.6). It remains to show that X* = X, the solution
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to the McKean—Vlasov (1.4). To this end, note that ELX?] = [zu(t,z)dz = q(t),
using the basic constraint in (1.6). This shows that X¥ is a solution to (1.4) and,

by uniqueness of this equation (formally, see also Theorem 3.9), we conclude that
XK =X.

3. The setting and the main results.

3.1. The particle system. In the following, we consider a probability space
(€2, A, P) and independent Brownian motions W¢ i = 1... N, on a filtration (F),
(satisfying the standard assumption). We are given a function of space p : [0,1] = R
and a function of time ¢ : [0,7] — [0,1]. The assumptions on p and ¢ will be given
later. The noise intensity o is assumed to be constant (possibly 0).

We consider the system of NV interacting particles:

(3.1)

N N
. 4 1 4 | , ,
XN = | —u(X) + 5 Y n (Xf’N) dt + (t)dt +0dW' — 3" odW} —diy ™
j=1

Jj=1
1 N
PN .
+NE dk‘g 5 Z:L...]\/v7

XN e ¢([0,T);[0,1]), k' € C([0,T);R) a.s., i=1,...N,

RN = yan oy dkoN]s, dkiN =n (XZ’N> d[k"N|,, i=1,...N.

Here n is the outer normal vector of the domain ]0,1[ and |k*"] is the total
variation process associated with k%" (note that it is not the modulus of k*V). A
solution is a couple (X V), k(V)) = (X&N, k4N),—1 N of an (JF;),-progressively mea-
surable continuous semimartingale X ™) and an (F;);-progressively measurable BV
process k(N) | satysfying the above system. Without loss of generality, we can assume
kéN) = 0. We will often omit the second superscript N (which denotes the number of
particles) when not needed.

This system is the exact formulation of the interacting particle system (1.2), with
the term dK™ in (1.2) given by

N
dxN = Z (X7) tfiaZdWJ deﬂ
j=1 j=1

2

The term —dk? represents the reflection at the boundary of [0, 1], while the term dK*
is independent of i and ensures that the empirical average N ! Efil X} stays equal
to q(t).

The system (3.1) can be interpreted as an SDE for X on [0,1]Y with oblique
reflecting boundary conditions, where the direction of reflection keeps X) in the
moving hyperplane H, = {z € RY | & Zfil xt = q(t)}. Another interpretation of
this system is as an SDE on H; N[0, 1]V with normal boundary condition, where the
domain, in the frame of Hy, is a moving convex polygon and the normal reflection is
in the frame of H;. This interpretation is used in the proof of well-posedness of the
system (3.1) (Proposition 3.5).

We work under the following assumptions on p and ¢ (and X((,N)).
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ConpITION 3.1. (i) The function —u is C% on ]0,1] and one-side Lipschitz-
continuous, namely, there exists ¢ > 0 such that, for every x, y in ]0,1],

(3:2) —(u(@) = p(y))(@ —y) < clz —yl* Va,y €]0,1[.
(ii) The function u satisfies

sup |z|lp(z)] + sup |1 —zllu(@)] < +oc.
z€]0,1/2[ z€]1/2,1]

(iii) There exists 0 < p < 1/2 such that
(3.3) sign(z — 1/2)p(x) > 0 VY €]0, p[U]1 — p, p[;

moreover p(0) = p(1) =0.

CONDITION 3.2. The map q is a Lipschitz-continuous function of time (in par-
ticular (t) exists for a.e. t) and there exists 0 < & < 1 such that £ < q(t) <1—¢ for
every t.

CONDITION 3.3. The (possibly random) initial datum X(gN) s Fo-measurable and

verifies 0 < XN <1 fori=1,...N and + vazl XN = q(0) P-a.s.

The typical example we have in mind for p is the derivative of a double-well
potential, with logarithmic divergence at the boundary, and the typical example for ¢
is a piecewise linear continuous function which does not touch 0 or 1. These examples
are used in the battery model from [GGMT18].

While Condition 3.1(i) on p and Condition 3.2 on ¢ are structural assumptions
of our model, Condition 3.1(ii) seems not really necessary: if, for example, p diverges
like 1/2 for some a > 1, we would expect that the system does not even touch the
boundary, hence the classical McKean—Vlasov approach should apply, but for technical
reasons our proof does not apply to this situation; see Remark 4.11. Condition 3.1(iii)
is also technical and we expect that it can be removed without too much effort; see
Remark 4.24.

Actually we do not work directly with the system (3.1) but, to avoid possible
singularity of y at the boundary, we take a regularization 1€, C? on the closed domain
[0,1], with u® = g on [e,1 — €] and |u¢| < |u| on |0, 1] and verifying both the one-side
Lipschitz condition (3.2) and the condition (3.3) uniformly in e. We then consider the
system

(3.4)
. 1 X , 1 X , _
AXj = |~ (X)) + S p (XY | dt+ G(t)dt + od W — ~ > odWi — dk;
j=1 j=1
1L
+Nde;, i=1,...N,
Jj=1
Xt e c(0,1);[0,1]), k' € C([0,T);R) a.s., i=1,...N,
Akl = 1xicroy Ik, ki = n(X)d[E'];, i=1,...N.

When we want to stress the dependence on N and ¢, we write X“N:¢ and X(V:6) =

(X', ... XN) and similarly for k5No€, k(NV€),
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Remark 3.4. Here and in the following, when we talk about pathwise uniqueness,
resp., uniqueness in law, we refer to pathwise uniqueness of X9 resp., of the law
of X(V+¢) Uniqueness of X V¢ implies in turn uniqueness of k™9 — EEV:€) but we
do not make any uniqueness statement on k(V-¢) itself.

ProroSITION 3.5. Assume Conditions 3.2 and 3.3 and assume that p° is Lipschitz-
continuous on [0,1]. Then there exists a solution to the particle system (3.4) and this
solution is pathwise unique in X N-©)

The basic idea of the proof is simple: namely the SDE above is an SDE on the
moving domain H; N[0, 1] with normal boundary conditions. However, the proof is
slightly technical and postponed to the appendix.

Remark 3.6. Similarly to (3.1), any solution to (3.4) satisfies Zfil X} =q(t)
for every t.

3.2. The McKean—Vlasov SDE. In the following, we consider again a prob-
ability space (2, A4, P) and a Brownian motion W on a filtration (F;); (satisfying the
standard assumption); E denotes the expectation with respect to P. The functions

1, q, and o are as in the previous subsection.
We consider the McKean—Vlasov SDE

(3.5)
dX; = —pu(X,)dt + odW; + dK; — dky,

/0 Ellu(X,)dr < co, E / d[f], < co, AR, = (E[u(X)] + d(t))dt + E[dR],

X € C([0,T};[0,1)), k € C([0, T;R) as.,
d|]%|t = IXtE{O,l}dUat’ dl?:t = n(XQdUQ\t

Here again n is the outer normal vector of the domain ]0,1[ and |k| is the total
variation process associated with k (not the modulus of k). A solution is a cou-
ple (X, k) of an (F;)s-progressively measurable continuous semimartingale X and an
(Fi)s-progressively measurable BV process k, satisfying the above equation. Without
loss of generality, we can assume ko = 0. We sometimes say that X is a solution if
there exists a process k such that (X, k) is a solution.

The assumptions on p and ¢ remain unchanged with respect to the particle system.
In the assumption on Xy, here the empirical average is replaced by the average with
respect to P.

CONDITION 3.7. The Cpossibly random) initial datum Xo is Fo-measurable and
verifies 0 < Xo < 1 and EXy = ¢(0).

Remark 3.8. As for the particle system, it is easy to see that (under Condition
3.7) any solution to (3.5) satisfies EX, = ¢(t) for every t¢.

In view of the proof of convergence of the particle system, it is convenient to write
(3.5) in the following equivalent way:

dX, = §(t)dt + cdW, + dZ, — EdZ,,

T - T . i i
(3.6) /0 E[|p(X;)[Jdr < oo, E/O d|k|, < 00, dZ; = —p(Xy)dt — dky,
X € C([0,7];[0,1]), k € C([0,T];R) as.,

d|]_€‘t = 1Xt€{0,1}d|]_€|t7 d]_ft = n(Xt)d“;Zh
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3.3. The main results. Our main results are well-posedness of the McKean—
Vlasov SDE (3.5) and convergence of the particle system (3.4) to the McKean—Vlasov
SDE as N — oo and € — 0.

THEOREM 3.9. Take a probability space (2, A, P), a Brownian motion W on a
filtration (F}); (satistying the standard assumption), and an initial condition X,
assume Conditions 3.1, 3.2, and 3.7. Then there exists a unique solution (X, k) to
the McKean—Viasov SDE (3.5).

Let X be the solution to the McKean-Vlasov SDE (3.5) with initial datum X
and, for € > 0, N in N, let (X1N€, ... XN:V:€) be the solution to the particle system
(3.4) with initial datum (X{¢, ... XJ). For E Polish space and Y* E-valued random
variables, we consider the empirical measures % ZZ\; Y? as a P(E)-valued random
variable, where P(E) is the space of probability measures on F, endowed with the
Borel o-algebra with respect to the weak convergence (convergence against Cy(E) test
functions).

THEOREM 3.10. Assume Conditions 3.1 and 3.2, Condition 3.7 on Xy, and Con-
dition 3.3 on (X§,...X{). Assume also that & Zf\il dyi.n converges in probability
0

to Law(Xy) as N — co. Then the sequence of empirical measures % Zf\;l dxiN.c ON

P(C([0,T])) converges in probability to Law(X), as € = 0 and N — co.

Note that the convergence result of the particle system (3.4) holds as N — oo,
€ — 0 with no further restriction. In particular, one could send first € to 0 and then
N to oo to show the convergence of the original particle system (3.1).

Remark 3.11. The assumptions on the initial conditions may sound a bit rigid, in
particular they cannot be satisfied taking (X{,... X{") independent and identically
distributed (i.i.d.) copies of X (the empirical average is not ¢(0) for a.e. w). However,

e an easy example of (X}, ... X{V) satisfying this constraint is given by taking
Y?iid. copies of a variable Xy with mean ¢(0) and X§ =Y"'— % Zjvzl Y+
q(0): by the law of large number 3 Zjvzl Y7 tends to ¢(0) = EX( and so the
empirical measure of X{ tends to the law of X in probability;

e the assumptions can easily be relaxed allowing ¢(0) = ¢™(0) to be random
and dependent on N, but keeping deterministic increments ¢™ () — ¢~ (0),
with ¢™(0) tending to ¢(0) in probability as N — oo. This allows us to
include the case of (X¢,... X{") i.i.d. copies of Xj.

Finally, we give another convergence result and exhibit a rate of convergence for
the time marginals. We denote by W g 1] the 2-Wasserstein distance on [0,1].

PROPOSITION 3.12. Assume that p is C? on [0, 1] so that we can take u¢ = u for
every € > 0. Assume the conditions of Theorem 3.10 and assume also that Xé’N =
Yi+ Z;il Y7 +q(0), where (Y%);en is a sequence of i.i.d. random variables with law
Law(Xy) (see Remark 3.11). Then we have the following rate of convergence:

N
= 1
E | sup Wyjoq | Law(Xy), = Y dyin || =O0(1/y/log(N))  as N — oo,
tejo, 1] Ni:l ¢
4. The proof.

4.1. The strategy. The strategy of the proof is as follows:
e We first prove uniqueness for the McKean—Vlasov SDE. For later use, we
prove uniqueness among a larger class of solutions, namely possibly
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non-adapted processes. We also give a stability result with respect to the
drift p.

e For convergence of the particle system and existence of the McKean—Vlasov
SDE, we prove uniform (in N and ¢) BV and Hélder estimates for k%V-
and uniform Holder estimates for X ™€, These estimates in turn imply
tightness for the empirical measures % Zf\il dxi.n,e and more generally for

% Zf\; (S(Wi,Xi’N»G,— Sy e (XPN ) dr— ki Ny

e We then prove that any limit point of the empirical measures % ZZ\; Oxi,N,e
is the law of a (possibly nonadapted) solution to the McKean—Vlasov SDE.
Uniqueness of the McKean—Vlasov SDE implies that the whole sequence of
empirical measure converges to the law of the unique solution and that this
solution is actually adapted.

e Finally, we prove the rate of convergence using a pathwise approach. We first
show that particle system (3.4) can be interpreted as the McKean—Vlasov
equation with a different measure on the inputs. The core of the proof is
then a stability result of the McKean—Vlasov equation with respect to the
inputs.

In the following subsections, we will use the letter C' to denote a positive constant,
whose value may change from line to line; we will sometimes use C), to stress the
dependence on p.

Remark 4.1. Here we comment about a possible alternative strategy, taken from
[BEH18, BCARGL20]. One could try to apply the penalization method used in those
works to (1.4), where in this case the penalized equation is a reflected equation.
Reducing the problem to its bare bones and in order to make it as similar as possible
to [BEH18, BCARGL20], we can look at the following equation:

dX, = dW; + dK; — dk;,
(41) Xt S ]., dl_ft = ’I’L(Xt)d“;h, d|l_€|t = 1Xf,:1d|]_€|t’
_ 1 _
EX; > > K deterministic.

The penalized version of (4.1) is the following:
dX}" = dW; + dK;" — dk]',
Xt S 1, dEt = n(Xt)d|E|t, d|E|t = 1Xt:1d|1%|t’

_ t _ 1
Kp o= [ (X0 - ) as
0

where ¢, (2) =11, _1—nrzl_i_,.oandr > 0is to be choose accordingly. Equation

(4.2)

(4.2) is well-posed for every n because of [Szn84].

The goal is now to construct a solution to (4.1) as a limit, for n — oo, of a
sequence of solutions X™ to (4.2). When proving that X" is a Cauchy sequence in L?
one gets

B (17 - X < -2 E[XTIon (Bl - 5)as—2 [ B[R (B1x21- 5) as.

Since ¢ is bounded and nonnegative, one could conclude by proving that E[X7]— 1 >
— ¢ for some constant ¢ > 0. By taking the expectation in (4.2) we get

iy = X+ [ (BIXI] - 3 ) du IR - R
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At this point we meet an additional difficulty with respect to [BCCdRH20]: in order
to conclude as in the argument in [BCCdRH20], one would need E[k.] to be a Lipschitz
function of time; however, k. is in general only of bounded variation.

Maybe one could try to penalize both reflection terms. However, this is beyond
the scope of the present paper.

4.2. Uniqueness and stability. In this subsection we establish uniqueness and
stability results for the McKean—Vlasov SDE (3.5). The following result proves the
uniqueness part of Theorem 3.9.

PROPOSITION 4.2. Assume Condition 3.1(1) on p and that q is measurable
bounded (Conditions 3.1 and 3.2 in particular are enough). Assume also Condition
3.7 on Xy. Strong uniqueness holds for the McKean—Viasov SDE (3.5). Moreover, if
X and Y are two solution to (3.5) starting from X, Yo, with E[X,] = E[Yy] = ¢(0),
it holds for some C > 0 (independent of Xo and Yy), for every t,

E|Xt — Y/t|2 S 62Ct]E|X0 — Y0|2.

Proof. 1t is enough to prove stability. We will use the superscripts X, Y for
the quantities K, k,... associated with X, Y. By the Itd6 formula for continuous
semimartingales [RY99] we have

dX -Y?
= 2(X = YV)(—p(X) + p(Y))dt + 2(X = V)AKX —2(X — Y)dKY
—2(X - V)dkX +2(X — YV)dkY.

For the first addend, the one-side Lipschitz condition of p implies
(X =Y)(—pu(X) +pu(Y)) < c|X - Y]*
For the addends with k, the orientation of k& (as the outward normal) implies

t _
f/(XfY)dl?‘go
0

and similarly for (X — Y)dI%Y. For the addends with K, we take the expectation
and use that K is deterministic and that F[X;] = E[Y:] = q(t) (see Remark 3.8): we
obtain

t _ t B B
IE/ (X - Y)dK™ :/ (E[X] - E[Y])dK* = 0.
0 0
Putting it all together, we get
t
E|X, — Vi? < B|Xo — Vo2 + c/ E|X, — ¥, %dr.
0

We conclude by the Gronwall inequality. ]

PROPOSITION 4.3. Assume Condition 3.1(1) and that q is measurable bounded.
Let u™ a sequence of functions, with uniformly bounded one-side Lipschitz constant,
converging uniformly to p on every compact subset of 0,1, such that [u™| < Clu| on
10,1[. Call X™, X the solutions to the SDE (3.5), resp., with p™, u and with the same
initial condition. Then it holds, as n — oo,

sup E|X; — X' = 0.
t€[0,T]
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Proof. By the Ito formula we have, proceeding as in the previous proof,
dIX — X" = 2(X = X")(—p(X) + " (X))dt + 2(X — X™)(—u"(X)
+ u™(X™))dt + d(other terms),

where the other terms have nonpositive expectation. For the second addend, the
uniform one-side Lipschitz condition implies, for some ¢ > 0 independent of n,

(X = X")(—p"(X) + p"(X")) < o] X = X2

For the first addend, the integrability condition on g in (3.5) implies that, for every
€ > 0, there exists § > 0 such that

T
E / L gisngln(X)ldr < e

and similarly for p™ since |p"| < C|u|. By the uniform convergence of p™ to p on
[0,1 — ¢], there exists ng such that, for every n > ng, |u™ — p| < € on [§,1 — 4].
Therefore we have

E [ (X~ X")(-4(X) + " (D))dr
0

t
<E [ Lgegsa-alnl() =0 (Or +E [ Lggrsamgn()] + " (X))r < Ce.

Finally we obtain, for every n > ng,
t
E|X, — XP2 < Ce+ c/ E|X, — X"[2dr.
0

We conclude again by the Gronwall lemma. 0

For the proof of convergence of the particle system, it a slightly stronger unique-
ness result is actually useful, among a generalized class of solutions. Given a prob-
ability space (2, 4, P) and a Brownian motion W on it (with respect to its natural
filtration), we call a generalized solution a couple (X, k) of A ® B([0,T])-measurable
maps, satisfying the system (3.5) (or equivalently (3.6)) P-a.s., without any adapted-
ness condition; we also do not require A to be complete with respect to P. We also
call a weak generalized solution the object (92, A, W, X, k, P). Note that the system
makes sense even without adaptedness, since the noise is additive. The difference
with the usual concept of solution lies exactly in the lack of adaptability (and lack of
completeness of the o-algebra A). We say that X is a generalized solution if there
exists a A ® B([0, T])-measurable map k such that (X, k) is a generalized solution.

LEMMA 4.4. Assume Condition 3.1(i) and that q is measurable bounded. Assume
also Condition 3.7 on Xy. Given (2, A, P) and W, uniqueness holds among general-
ized solutions.

Proof. Let (X,kX) and (Y,kY) be two solutions. Then X —Y is a BV and
continuous process satisfying P-a.e.

A(X = V) = (~u(X) + p())dt +d (KX = KV ) +a (F¥ = F¥).
Each of the addends in the right-hand side (RHS) is BV and continuous; in particular
we can fix w (outside a P-null set in .4) and apply the chain rule to get the expression

for the differential of | X —Y|2. The rest of the proof goes as in the proof of Proposition
4.2. O
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Another useful tool in view of particle convergence is the Yamada—Watanabe
principle, which, roughly speaking, states that strong uniqueness and weak existence
imply uniqueness in law and strong existence. Since we are working in a slightly
nonstandard context, with McKean—Vlasov SDEs and with generalized solutions, we
repeat the statements and the proofs for our case.

PROPOSITION 4.5 (Yamada—Watanabe, uniqueness in law). Let (Q¢, A?, P?), i =
1,2, be two probability spaces, with associated Brownian motions W' and generalized
solutions (X', k'), i = 1,2, such that Law(X}) = Law(XZ). Then the laws of (W', X1)
and (W2, X?) coincide.

Proof. We take Q = (C ([0,7]) x R) x C([0,T])* x C([0,T])?, endowed with
the Borel o-algebra A = B(Q) (with respect to the uniform topology). We call
& = ((w,x0), (71, K1), (2, k%)) a generic element of Q. Let P*"" %o be the condi-
tional law of (X k%) with respect to W* and Xj, i = 1,2. We take on B(Q) the
probability measure P = PW:Xo @ plweo g p2w.azo, Where PW-Xo is the product
of the Wiener measure and the law of X}. We define W(0) = w, Xo(Q) = o,
()A(Z(cb),fcl(d;)) = (v%, k%), i = 1,2, the canonical projections. Now, for each i = 1,2,
the law of (W, X, 12:’) is the law of (W*, X, k%), in particular KX = K~'. Therefore
(Xi, I%i), 1 =1, 2, are two generalized solutions to (3.5), defined on the same probabil-
ity space (Q, /i, ]5) with respect to the same Brownian motion W and with the same
initial datum X} = X2 = X, P-a.s. By the uniqueness result, X! and X?2 must coin-
cide P-a.s. Hence (calling 4 the push-forward of the projection on the v component),
Yy P10 and yy P?**0, the conditional laws of X' and X2 given (W, Xo) = (w, z0),
coincide for PW-Xo_ge. (w z0). Therefore Law(W?, X}, X1) = PW-Xo @ , plwszo
and Law(W?2, X8, X?) = PW¥Xo ® 4, P2%®0 coincide. The proof is complete. d

PROPOSITION 4.6 (Yamada-Watanabe, strong existence). The generalized solu-
tion (X1, k') is actually a strong solution to (3.5), that is, it is progressively measur-
able with respect to (]-'tW Xo)t, the filtration generated by W', X} and the P'-null
sets (and similarly for (X2, k?)).

Proof. We continue using the notation of the previous proof. Call (f W, XO) the
filtration generated by W, Xy and the PW-Xo_null sets on C([0,7]) x R. Note that the
conditional law of (X1, k', X2, k2 given (W XO) (w, xq) is Pw»%0 @ P2w:0  Hence,
for PWXo_ae. (w, o), condltlomng to (W, Xo) = (w, ), X! and X2 coincide a.s.
and are independent. Hence, for P’ Xo_g.e. (w x0) given, conditioning to (W, Xy) =

(w, x0), X' must coincide with an element Y7 (w, z¢) a.s. The random element Y7,
extended on a PWXo_null set, defines a solution map Y7 : C([0,T]) x R — C(]0,T))

which is F) W.Xo_measurable: indeed, for every Borel subset B of C([0,7]), {YT € B}
coincides PW-Xo_as. with {(w,z) | v P10 (B) = 1}, which belongs to ]:'¥V’X°

(since P10 (B) is F, £V Xo—measurable) From the previous proof, we have

Law(Wl, Xé,Xl) _ PW,XO ® ,Y#Pl,w,:vo = ]'_,a\;v(I/I/'7 X&) ® 5YT(U),CL‘())7

therefore X' = YT(W?!, X}) Pl- -a.s. Smce (W, X}) is measurable from .FW Xo 44

]-‘%V Xo , we conclude that X1 is ]-' -meaburable - -
Concermng progressive measurablhty, we can restrict W', X! and k! on [0,1]
and repeat the previous argument: calling 7 : C([0,T]) — C([0,¢]) the restrlctlon

operator, we get that m(X?!) = Yt(m, (W), X}) Plas. and m(X?1) is 7"
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measurable. Hence X is adapted and therefore progressively measurable, by continuity
of its paths. Progressive measurability of k' follows because, P'-a.s.,

dk' = —dX' — (XYYt + dW' + EF [u(XY)]dt + EP [dEY).
The proof is complete. ]

4.3. Compactness for the particle system. Here we consider the particle
system (3.4) and we give estimates which are uniform in N and e. We will often omit
the superscripts N and e for notational simplicity.

4.3.1. BV estimates. We start estimating the BV norm of the average of the
drift over the particles. Throughout this subsection, we will assume Conditions 3.1(i)
on 4, 3.2 on g, and 3.3 on Xj.

LEMMA 4.7. For every 1 < p < oo, it holds that

p N T p
supIE (NZ/ < (XN |dr> +S]l{l}6)]E <;Zl/0 |dkf:N’6|> < +o0.
The proofs of this lemma and of the next one use mainly two facts:
e the one-side Lipschitz property of —pu and the reflection condition on k¢, that
is, k' has the same sign of n(X");
e the property % Zfil Xi—q(t)=0.
Let us explain briefly how these two facts yield the BV estimates. We will focus only
on the bounds on k%, the bounds on p(X?) being similar. As in the standard argument
for boundary terms, we take the differential of | X} — q(t)]?:

(4.3) d[X" — > = —2(X; — ¢)dk' + 2(X deﬂ

Disgarding the interaction terms, using the reflection condltlon, we would get an
inequality of the form

d[ X" = q* = =2(X; — )dk’ < —2|X; — g|d[k’|.
This inequality would give a bound on |X; —g(#)|d|k?| and so on d|k?| (since | X; —q(t)]
is bounded from below when X* is on the boundary). However, the interaction term
2(X'—q)% E;\Ll dk? in (4.3) cannot be bounded as before, due to the + sign instead

of the — sign. To deal with it, first we average over i: thanks to the property
+ Zf\il X] — q(t) = 0, the average of the interaction terms disappears:

1 & 1 &
il Xt g)— J—0-
N;( Q)N;dk‘ 0;

hence we get a bound on the average of d|k?| (Lemma 4.7). Second, this bound allows
us to control the interaction term 2(X’ — ¢) % Zjvzl dk?. Using this control in (4.3),
we get a bound on d|k’| for any ¢ (Lemma 4.9).
Remark 4.8. The one-side Lipschitz condition on —pu and the regularity of p in
the interior ]0, 1[ imply that, for any 0 < ¢ < 1/2,
sup (uf(z)sign(z —1/2))” < +oo,
€,2€]0,1[

sup  [u(x)] < +oo.
€,x€[c,1—¢]
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The condition 0 < £ < ¢(t) < 1—¢ < 1 implies that

. £
(@ — q(t))sign(z — 1/2)Lagie/2.1-¢/2) 2 5Llagle/21-¢/2)-

Putting together the above bounds, we get, for some C' > 0 independent of x and e,
for every z in 0, 1] and every ¢,

(z —q(t))pc(x)
= (¢ — q(t))sign(z — 1/2) (" (x)sign(z — 1/2)) agie/a1-¢/2)
— (z — q(t))sign(z — 1/2)(p (z)sign(x — 1/2)) " Loge/2,1-¢/2)
— (& —q(t))p(2)Leele/2,1-¢/2)

> & (e (w)sign(a — 1/2)) Lugigpaag) — C

= gme(l’)ﬂgﬂ(l’ —1/2)[1age/2,1-¢/2) — g(ﬂé(x)Sign(ﬂﬁ = 1/2)) logie/21-¢/2) — C
> §| “(@)agre/21-¢/2 = C

> S ut(a)| -

By continuity of u€ on [0, 1], for € > 0 the same estimate holds on the closed interval
[0,1]. From the reflection condition on k we also get

(Xi — q(t))dk; > EdJk’].
Proof. By the It6 formula, we have
(4.4)

X" —q())*

=2(X" —q(t)) ( Z ) dt + 20(X" — q(t)) (dwi - % Zdwf)
+0° (1 - %) dt 4+ 2(X" — ¢(t)) <—dki + % deﬂ') .

We average over i. For the interaction term with - ZJ L #E(X7), the condition

% Zi\; X} = q(t) implies
N

1 al 7 1 € 7
N;(X —(I(t))NZN (X7)dt =0,

Jj=1

and similarly for the other interaction terms (with 4 Zévzlde and with + Zjvzldkj ).
Hence we get

1 N
7 2
d 2—1 | X" —q(t)
1 & 1 &
_27 Xl_ - 7
N;:l( q(t) Ddt + 2 I §= ))dW

N
+ 02 (1 - le) dt — 2% > (X —q(t)dk.
=1
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Now we apply Remark 4.8 and obtain

NZ|XT7 T +é~ Z/ X")|dr + 26— Z/ d|E*|,
iXT \+2—2/ pS (XAt +CT+2 i/ ))dk’

N

> / (X!~ g(r)aw;

=1

N
1 i 2 2

<C+20

N2 e aemaw]

By the Burkholder-Davis—-Gundy inequality (and boundedness of X and ¢), we arrive

C'E (NZ/ |dr> +C]E<NZ/ d|k’|r>

p/2
§C+CIE< Z/ | X7 — |dr> <C,

which is the desired bound. 0

Thanks to the previous lemma, we can conclude a uniform BV estimate on the
drift.

LEMMA 4.9. For every 1 < p < oo, it holds that

T p T p
sup E (/ |u€ (XE’N’i)|dr> 4+ sup E </ |dk£VE’|> < 4o00.
N,e,i=1...N 0 N,e,i=1...N 0

Proof. We start as before from formula (4.4), for fixed i, and use Remark 4.8,
getting

|XT—qT>|2+5/ X)|dr+2§/ Akl

)|dr

g|Xé—q<o>\2+cT+2/ X~ qr \—Zm
0

/T(X};fq( (dWZ ZdW7>
0

T o ) 1 & .
o= at (aw - LW

By the Burkholder—Davis—Gundy inequality, we get

C’E(/O |M6(Xi)dr> +C’IE</O d|ki|r>

T 1 N P T 1 N
< — €(xJ — J
<C+CE /O N;m (XH)|dr | +C+CE /0 N;dkr

+ 20

T N
) 1 .
+U2T+2/ |Xf«fq(r)|ﬁ§ dkd
0 )
j=1

T 1 N
§c+2/ — «(X)|dr + 20
; N;m )

TlN
2 = dkl.
Jj=1
P

p
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Here we use Lemma 4.7 and conclude

T P T p
C'E (/ ;f(Xi)|dr> + C'E (/ d|ki|r> <C.
0 0

The proof is complete. 0

4.3.2. Holder estimates. In this paragraph we use a similar strategy to esti-
mate the Holder norm of X?, first taking the average over i to remove the interaction
term, then using the estimate on the average to control the interaction term. In order
to bound the Hélder norm, we take the Ito differential of | X} — q(t) — X! + q(s)|?
(instead of just | X} — q(t)]?).

Throughout this subsection, we will assume Conditions 3.1(i), (ii) on y, 3.2 on g,
and 3.3 on Xj.

We start with a preliminary result which will be used in the next estimates.

LEMMA 4.10. For every 1 < p < oo, it holds for some C, > 0 independent of s,t,

fvuP]E (/t [(X) —q(r) = XL+ q(s))p(X))] dr),) <Oy lt— s,

supE< / [(X;‘—q<r>—X;‘+q<s>>n<Xi>}dkm) <Gyt — s

N,e,i
Proof. We start with the first inequality and we fix § > 0 small, independently of
e and N. Using the elementary inequality [a + 0]~ < |a| + [b]~ for a,b € R, we have
(X7 — q(r) = X5+ q(s)pe (X))~
= q(s)[|p (X + (X7 = X)u (X))
_ € Xi Xi _ Xi €
()| (X2 + X7 — X¢ Jnax, 1]
+ (Ixicsxiexi + Lissexs xi<xi) | X) — XE[sign(X} — 1/2)p (X))~
+ (1X;'<Xi<6 + 1176<X};<X;') | X — X[ (X))
For the first addend in the RHS, the Lipschitz property of ¢ and Lemma 4.9 give

p

t p T
E( / q<r>q<s>||ue<X;‘>|dr) < Clt — sPPE ( / m<X;‘>|dr> < Cylt— 8P,

For the second and third addends, we have by Remark 4.8 (recall § is fixed and X? is
in [0,1])

t P
E X - X! ‘ldr) < Cplt — s
(/SI , sl[gg]\uw) < Cylt — |7,
P

t . . . . _
([ (csoxpaxs + Lsxoxiexs) X0 - Xilbign(Xt = /20" (X ar ) < Gyle— o

Concerning the fourth addend, we consider only the case 1 — ¢ < X! < X!, the case
X! < X! < § being completely analogous. By the assumption of Condition 3.1(ii) we
have

Lissexiaxi [ Xy = Xilp (X)) < Clisexicx: s (1= a)u(@)] < C.
—d<a<
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Therefore, reasoning similarly for X! < X! < §, we have

t p
E (/ (Li—sexiexi + liosexioxi)| X, — Xél/f(Xi)dr> < Cplt — 5.

Putting it all together, we obtain the first estimate.
For the second estimate, recall that (X} — X!)n(X/)1x:cpjo,1; > 0. Therefore

(X7 = a(r) = X3+ q(s))n(X)] ™ |dAy
(X7 = a(r) = X+ a()n(X)] " Lxzeanol k]
< la(r) — q(s)||dk; .

The Lipschitz property of ¢ and Lemma 4.9 give

t \P T \?
E( / Iq(?")—q(s)lldki> < Clt - sP’E ( / IdkH) <Gyt — s
s 0

and we arrive at the second estimate. 0

Remark 4.11. Only in the above proof do we use Condition 3.1(ii). If u diverged
at the boundaries like 7% for some a > 1, then a similar result to Lemma 4.10
should hold, but with (X — q(r) — X + q(s))® in place of (X} — q(r) — X% + q(s)).
However, such a result would not be enough, since in Lemma 4.12 the power-1 factor
(X: —q(r) — X! + q(s)) appears and is needed to cancel the interaction term when
taking the average. We also expect, for p diverging like =% with o > 1, that the
particles should not even touch the boundaries (as it is without interaction), but we
do not focus on this point.

We estimate the Holder norm of the average of the drift over i.

LEMMA 4.12. There exists 0 < a < 1/2 such that, for every 1 < p < oo, it holds,
for some Cp, > 0 independent of s,t, that
P
) < Cplt — s|?P.

sup]E< /|u X6N1)|dr> —|—SupIE<

Proof. We start estimating the Hélder norm of 3 SV |X —g|2. For this we fix
s and we have, for t > s,

(45)  dIX; —q(t) = X+ q(s)?

N
= 20X — qlt) —~ Xi+a()) (~p (X)) + 5 D e (XD
i=1

N
+20(X; = q(t) = X+ q(s)) | AW] = 2 D> dW] | +0° (1 - N) a

Jj=1

N
i i i 1 j
2] — a(t) = X! +a(s)) | —dki+ o > di]

Jj=1
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Similarly to the argument in Lemma 4.7, averagmg over ¢ we get rid of the interaction
terms NZZ L HE(XT), NZ thJ,and + Z; L dkl:

d— Zle—q — X, +q(s))?

ok
N

(XZ —q(t) — XL+ q(s))p(X])dt

HMZ

N 4
i=1

= 2(X} = q(t) = X{ + q(s))dk;.

N
1 7 i i 2 . i
+20= > (X[ —q(t) — XL+ q(s)dW} + o <1 N) dt

We take the p-power and obtain
P
(NZIXZ - X{ +q(s ))
1 ‘ , _ P
<Gy (N g / (X7 —q(r) = XI+ q<5>>,f(x;>]dr>

p

+ Cpo? + Cpo®P|t — s|P

1Mt A 4
= (X —q(r) — X5 +q(s))dW;
N

i=1vS

1Lt ‘ 4 N\
Cp (N ;/s (X —q(r) — X5 + q(s))n(Xﬁ)]_|dk;|> )

The first addend of the RHS is controlled via Lemma 4.10 and the Jensen inequality
(applied to the average over i),

1Lt _ _ P
E (N ;/ (X7 —a(r) = X5+ Q(s))uE(Xi)}‘dT>

<supE (/:[(Xfl —q(r) - X+ q(S))ue(Xfi)]_dT)p < Cplt — 87,

N,e,i

and similarly for the last addend. The second addend is controlled via the Burkholder—
Davis—Gundy inequality and the Jensen inequality:

p

1 [, : :
By 2 [ 06 - ) - X+ apaw;

¢ P
< supB| [ (X} = a(r) = X} + q(s))aW;
N,e,i S
t _ _ p/2
<CpsupE (/ | X, —q(r) — X!+ q(s)|2dr>
Ne,i

< C, sup IEbup|XZ —q()P|t — s[P/2 < Ot — s|P/2.
N,e,i
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Therefore we have

p
(N S 1! — q(t) - Xi+ (s >|2> < Cylt = s,

Now we recall the following elementary inequality (a consequence of Cauchy—Schwarz
inequality), for every two sequences of real numbers a;, b;:

1/2 N
1
e ) (z||)
(N N ~

Applying this inequality to a; = X} — q(t), b; = X! — ¢q(s) and using the Jensen

1/2

N
Za sz

inequality, we get the Holder bound on + Zfil | X — q|?:

(4.6)

|y 21X a0 - X - )
/2 p/2
(R o S Sa——

N p\ 1/2 1/2
g<E(]1VZ|X:_q(t)—X;+q(s)|2>) ( NZ|Xt— )+ Xi —q(s))? >

i=1

v 1/2
< Gyl — 5% sup (Esup X - q(t>|2p) < Gyt — s,
N,e,i t

On the other hand, averaging (4.4) and using again the cancellation of the interaction

terms, we get the equation for % Zfil | X —q?,
1N, .
i DX —a()? = [XE+g(s)
i=1
13Nt . 13Nt ) 4
=20 Y [ - g eear 2 Y [ o - g
i=1"% i=1"%
1 1Kt
2 i i
o (1-5) -9 - 25 > [ = atra
and so, by Remark 4.8, we obtain
1L [t
E(N;/m dr) +E(NZ/|dk)
1 N
SC,,IE( 2/ (X% —q(r )HE( 2/ (X]—q(r dk>+C’(ts)
=1
N p
! Z o ' dWTi

+Cp(t — s)P.
1:1

2

<

1 i
<SGyl 21X —a®F - IXi+a()P| +

i=1

’ti
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We control the first addend in the RHS by (4.6) and the second addend by the
Burkholder—Davis—Gundy inequality (and the Jensen inequality on the average over i):

1 N t p 1 N t p
E(NZ/ |M€(Xﬁ)|dr> —|—E<NZ/ |dk:|)
i=1"% i=1"%
< Cylt — s[P/* 4 C, sup (Esup |X! — q(t)|p) |t — s[P/2 4+ Cp(t — 5)P < Cplt — s[P/?,
N,e,i t

which is the desired estimate with o = 1/4. d
Now we can prove the uniform Hoélder bound.
LEMMA 4.13. With the notation of the previous lemma, for every 1 < p < oo, it
holds, for some Cp, > 0 independent of s,t, that

sup B| X} — XI[P < Cp|t — s|*P/2.
N,e,i

Proof. By the Jensen inequality, it is enough to prove the estimate for p > 2. We
start again with (4.5) for a fixed i. Taking the p/2-power we obtain
|1 X{ —a(t) — X; +a(s)”
p/2

< (] (X~ () - X:+q<s>>u6<xi>]dr)

+C, /|X1 — X! 4q(s |—Z|M x7) |dr)

t N
o | [ (6 = atr) = X+t [ Wi -+ oW +0pa2p|t—s|p/2
s =1
t } ‘ ‘ ‘ p/2
el ( [ g - xi+ q(s))n(xmdku)
. | . N | p/2
G, | [ B atr) = X (o)l Do lakd
s J=1

The first addend of the RHS is controlled again via Lemma 4.10,

t p/2
(106 - atr) = X+ gD ar) < Gl ol

and similarly for the fourth addend. The previous Lemma 4.12 allows us to control
the second addend,

- | . N _ p/2

B ([ 10— a0) - X2 ato)l g D e (XDl
s j=1
p/2

! 1 al € j «a
<CE /SN;|M<X5>|dr <yl sferr2,
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and similarly for the fifth addend. The third addend is controlled via the Burkholder—
Davis—Gundy inequality:

p/2

t . o1
E Xi—g(r) — X! i |
/s( r—q(r) = Xg+q(s)d [ Wy Nj=1WT

t p/4
< Cpsup E ( [ -ty - xi+ q<s>|2dr> < Cylt — sfP
N,E,i S

Putting it all together we get
EIX] —q(t) = XL+ q(s)|P < Cplt — 5|7/,

Using the Lipschitz continuity of g, we obtain the desired bound. 0

Remark 4.14. We have shown that the Holder exponent is a/2 = 1/8 (since we
can take a@ = 1/4). This is a consequence of our argument, but we expect that the
optimal Holder exponent is still 1/2.

We conclude with a Holder estimate on the total variation of the drift.

LEMMA 4.15. For every 1 < p < o0, it holds for some C, > 0 independent of s,t
that

t P ¢ P
sup E (/ | (Xf’N’i)fdr> +sup E </ ’dkile) < Clt — s|*P/2.
N,e,i s N,e,i s
Proof. Equation (4.4) for | X; — q(t)|? implies
[ 200 gt e+ [ 200 - g
tq N
i 2 i 2 (v
<1X g ~ X — a0 +C [ 3y DX
t 1 N t 1 N
i_ i L j 20, = j
+ / 20(X" —q(t)) [ aW N;dw +o%(t s)+c/s N;|dkr|,
and so, by Remark 4.8,

t t
/ e (X dr + / k|

. . . . t1 N _
< O1X5 — Xi —q(s) + g1 X + X{ —q(s) —q(t)| + C/ N > e (X7)|dr
S ]:1

t , 1 Y , t1 XL
i T J 204 _ — J
+C /s o(X'—q(t) | dW ,-E:ldW +Co(t S)+C/s ;:1 |dk?|.
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By the Burkholder-Davis—Gundy inequality, we get

E (/t |,f(Xi)|dr)p +E (/t dk:Nﬂ)p

t
< S < P L € j
< CE|X: - X{ —q(s) +q(t)|? + CE /S N jgil | (X7)|dr
p

t 1 N .
— )P E il J
L O(—sP+C / NJ§:1:|dk,.|

Lemmas 4.12 and 4.13 allow us to conclude the desired bound. 0

4.4. Convergence of the particle system. In this subsection we show the
convergence of the regularized particle system (3.4) to the McKean—Vlasov SDE (3.5),
by a compactness argument; as a consequence, we get the existence of a solution to
(3.5). We are given a probability space (2, A, P) and independent Brownian motions
W i>1, on a (right-continuous complete) filtration (F;);. For each N, we are given
an (XoN, ... X{"N) Fo-measurable random variable and we let (XN, k4N-€) be the
corresponding solution to the regularized N-particle system (3.4). Throughout the
section, we assume Conditions 3.1, 3.2, and 3.3.

In the following we use the notation Cy; = C([0,T];R?), Cy j0.1) = C([0,T]; [0, 1]);
we use also W/ = WA([0,T)) for the fractional Sobolev space of order 0 < 8 < 1
and exponent 1 < p < oo, with norm

T T /T _ »
e = [ 1ropars [ [T st

We consider the Polish space £ = C; x Cy [g,1] X Ct, endowed with its Borel o-algebra.
We denote a generic element of E as v = (v,72,~43) or (for reasons that will be clear
later) (W, X, Z); with a little abuse of notation, we use

W, X, Z

also to denote the canonical projections on E. We consider also the space P(E)
of probability measures on F with the topology of weak convergence of probability
measure (also endowed with its Borel o-algebra). The space P(E) is a Polish space
as well [AGS08, Remark 7.1.7]. For a measure v and a function g on E, we use the
notation v(g) = [ gdu (when the integral makes sense).

We take the random empirical measures on E given by

N
1
Nye _ — )
LY = 5 D 0w, 0¥, fy e (65 i)
i=1

which are random variables on P(E). Note that, for w in €, for any Borel bounded
or nonnegative function g : £ — R,

N .
Noe(w 1 ) 7 € € 7 € i,N,e
B (WX, Z)] = D g(W (w), X2 (w),—/u (XT*N’)dr_kw,)’
=1 0
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where EL"* is the expectation under LN, By (3.4) and the definition of L&V (w),
for P-a.e. w, under the measure LY¢(w) it holds on E that for every t,

X, = Xo +q(t) — q(0) + oW, + Z, — X" W] — X[ 24),

t
(4.7) 7, = _/ ) dr — kb,
0
d|k|t = 1Xt€{0,1}d|k|t7 dk/’t = n(Xt)d‘kh

PROPOSITION 4.16. Assume Conditions 3.1, 3.2, and 3.3 (actually, Condition
3.1(iii) is not needed). Then the family (Law(L™N>¢))n . (probability measures on P(E))
18 tight.

Remark 4.17. In view of the proof, we recall the following standard /known facts:

e To prove that a family of probability measures (P"),, on a metric space x
is tight, it is enough to find a nonnegative function F' on x such that F
is coercive (that is, with compact sublevel sets) and fx FdP™ is bounded
uniformly in n.

e When y = P(FE) for E as above (and more generally for every Polish space F),
endowed with the topology of weak convergence, we can take F(r) = | g 9dv
as a nonnegative coercive function on P(FE), provided that g : £ — R is
a nonnegative coercive function on E. Indeed, every sublevel set {F < C}
is compact: for any sequence (v™), of measures on FE, if all v™ belong to
{F < C}, then, by the previous point applied to g, (v™),, is tight, hence there
exists a subsequence which is weakly convergent to some measure v on F,
and p also belongs to {F < C'} by the Fatou lemma.

e By Sobolev embedding, there exists C' > 0 such that, for every v in E =
Cy x Ct,[O,l] x Cy,

Inllcs < Clivlyss

for a« = 8 — 1/p, provided that 8 — 1/p > 0. By the Ascoli-Arzela theorem,
the norm || ||ce is coercive on E for a > 0. Therefore, to show that a certain
family of probability measures P™ on P(F) is tight, it is enough to show that

supE””" [ [yl om(dn) < oc
n E g
for some 8 > 0, p > 1 with 8 —1/p > 0 (here EP" denotes the expectation
under P™).
Proof. By the previous Remark 4.17, it is enough to verify that, for some 8 > 0,
p>1with §>1/p, for h =1,2,3,
h e,N
supE/ Iy ||WtN,€L (dy) < 0.
n E
For h =1, that is, the Brownian motion component, we have

N
1 .
B [ I e B0 = B - IW o = I 0 < o0
i=1

for any f < 1/2 and p > 1.
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For h = 2, that is, the solution component, by Lemma 4.13 we get, for some
B >0, forevery p>1land 0 < < S5, foreveryi=1,...N,

B[IXN N, 0]

T T T i,N,e i.N.e
- E| XN — XiNep
= [ E|x]NMepat +/ / t s dsdt
/o X o Jo |t — s[t+(B=3)p ’

T T i,N,e i N e
E|X — XuiVep
<T —|—/ / [t — 5|7(17‘$”)d5dt sup RS il <C
o Jo st |t_3|ﬁp

for some C > 0 independent of N and €. It follows that

N
1 )
EH’)/ZHWtﬁ—M,p = ]EN E 1 HXZ’NyE”Wf_é*p <C.
1=

A similar argument, using Lemma 4.15 in place of Lemma 4.13, works for h = 3.
The proof is complete. ]

From now on, we assume that % Zf\;l § XN converges in law to some probability
measure Law(Xj).

In the following, we fix a limit point @ of Law(L") and a P(E)-valued ran-
dom variable L with law @. With a little abuse of notation, we do not relabel the
subsequence of Law(LY"¢) converging to @, and we assume that L is also defined
on the same probability space (2,4, P) (this is only for notational simplicity). We
call QV¢¢ Q¢ the (deterministic) probability measures on E obtained averaging,
resp., L€, L, namely, for every Borel bounded or nonnegative function g on F,

BV (g) = E[L°N(9)], E?[g] = E[L(9)),

where E® denotes the expectation with respect to Q.

Remark 4.18. We recall some useful facts of convergence in the law of random
probability measures.

e Let H: E — E a continuous map with values in some Polish space E; then
the P(E)-valued random variables Hy LN converge in law to HyL. This
follows from the continuity of the map v + Hyv, which in turn follows from
the continuity of H.

e Let g be in Cy(E); then the real-valued random variables L™¢(g) converge in
law to L(g). Similarly to the previous point, this follows from the continuity
of the map v — v(g).

e The probability measures Q™V:©¢ converge weakly to Q°: indeed, for every g
in Cy(E), E[LY(g)] converge to E[L(g)].

e For any Borel set B of E, it holds that LY¢(B) = 1 P-a.s. if and only if
QN-¢¢(B) = 1, and similarly for L and Q°.

Now we show that, for a.e. L, W (the first component in F) is a Brownian motion
under L and X is a generalized solution to the McKean—Vlasov equation, with the
right initial condition, under L. Roughly speaking, we would like to pass to the limit
(as N = oo and € — 0) in (4.7) and get the McKean—Vlasov SDE (3.6). The proof is
in two parts. In the first part, we prove that the expectation of X; under L is ¢(t),
which implies the first line in (3.6); we also prove that the law of the initial condition
X and W is Law(X() ® Wiener measure. In the second part we idenfity the reflection
term and prove its properties, getting the equalities for Z and & in (3.6).
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LEMMA 4.19. It holds P-a.s. that
e for every t,

E*[Xy] = q(t);
e under the measure L, the random path
t— X, —Xg— oW, — Z,

is actually L-a.s. deterministic; that is, the law of this path under L is a Dirac
delta.

Proof. For the first point, we start fixing ¢. The function on E defined by
(W,X,Z) — X, is continuous and bounded (as X takes values in [0,1]). There-
fore, by Remark 4.18, the random variables EL™ [X;] converge in law to EX[X;]. On
the other hand, (3.4) gives, for every (N, ¢), P-a.s.,

N
N.e 1 i,N,e
EX (X)) = NE XENE — ().
i=1

Hence the law of EX[X;] is 6,(;), that is, EX[X;] = ¢(t) on a P-full measure set €,
which may depend on ¢. To make the exceptional set independent on ¢, we note that,
by the dominated convergence theorem, ¢ +— EL[X] is continuous for every w and
that ¢ is also continuous by assumption, hence we have the equality for every ¢ in the
full-measure set Q' = Nyeqno,71€2s. The proof of the first point is complete.

For the second point, we have to prove that (X —Xo—oW —Z)xL is a Dirac delta
P-a.s. By Remark 4.18, the P(C;)-valued random variables (X — Xo— oW — Z) 4z L™+
converge in law to (X — Xo — oW — Z)xL. On the other hand, (3.4) gives that, for
every (N,e), P-a.s., for every i =1,... N,

(X = Xog—0oW — Z)#(S(Wi_rxi,N.i,fO' e (XEN€)dr—kisNoe)
=4
=4

XiNe—XEN—oWit [5 pe(XEN ) drtki Ve

a(®)=a(0)+ & 4 [fi e (XEN0 Yo Wj 4] =7 Oq¥ics
note that vV¢ is independent of i. Averaging over i, we get

(X —Xo— oW — Z)x LN = § n.,

in particular (X — Xo— oW — Z)4 LY is concentrated on the subset {d,, | v € C;} of
P(Cy). We claim that {4, | v € C;} is a closed set in P(Cy). Hence, since (X — Xy —
oW — Z) x LN:¢ converges in law to (X — Xo—W — Z) ¢ L, also (X — Xg— oW — Z)x L
is concentrated on {d, | v € Cy}, that is, the law of X — Xy — oW — Z under L is a
Dirac delta.

It remains to prove the above claim. If §,» converge to a measure v, then, by
tightness of 0, there exists a compact set K in Cy such that 6, (K) > 1/2 and so 4"
belong to K, for every n. Therefore there exists a subsequence v™* converging to some
element vy in K, hence dyn. converge to d, and so v = 4., belongs to {0, | v € Ci},
which is then closed. The proof of the second point is complete. ]

LEMMA 4.20. It holds P-a.s. that under L, the Cy X R-valued random wvariable
(W, Xo) has law P @ Law(X,), where PV is the Wiener measure.
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Proof. The map from E to C; X R defined by (W, X, Z) — (W, Xj) is continuous.
Therefore, by Remark 4.18, the random empirical measures

N
. 1
(W Xo)# LM = = 03w xiv)

i=1

converge in law to (W, Xg)xL. On the other hand, the above random measures
converge in law to PV ® Law(Xj) (see, e.g., [CDFM20, Lemma 29]). Hence the law
of Law" (W, X0) iS 6 pw gaw(xo), that is, Law” (W, X) = PV ® Law(Xo) P-a.s. The
proof is complete. O

Next we define the process k by

t
(4.8) ke = k(X,Z), = —/ Lx, ¢jo.11dZ:
0

if Z is a BV path on [0,T7], k+ = 0 otherwise. We call |k| the total variation process
associated with k.

LEMMA 4.21. The following hold P-a.s.:
e The processes Z, fo )dr, k have BV trajectories L-a.e. and their BV
norms are p-integrable wzth respect to L, for any 1 < p < oo.
e [t holds L-a.e. that for every t > 0,

t t
(4.9) Zy+ ke = / Ix,e)0,1dZ = —/ (X)) 1x, gjo,1(dr
0 0

e [t holds L-a.e. that the process k satisfies the condition
(410) d‘]{)|t = 1Xt€{0,1}d|k|t7 dkt = ’I’L(Xt)d‘klt

Proof. For all statements but the p-integrability of the BV norms, by Remark
4.18, it is enough to prove these statements Q¢-a.e. (recall Q¢ is the average of L)
instead of L-a.e. (provided we work with Borel sets/properties, as the proof will do);
it is also enough to prove p-integrability of the BV norms of Z, fo »)dr, k with
respect to Q°. Again by Remark 4.18, the measures Q™' converge in law to Q°,
hence we can work with @QV'¢¢ and Q¢ only.

BV property of Z and k. By Lemma 4.9, we have

P
Z|%, <E— Z(/ Xle)\dr+|k1N€|> <C

for some constant C independent of ¢ and N. Now the BV norm is lower semi-
continuous in C}, since it can be written as

(4.11) E@™

IWlsy =sup 32 Jtien) —v(t)l;

T lti i€
the sup being over all partitions 7 of [0, T]. Therefore it holds that
EV(|Z|%y < C,

in particular Z, and so k have BV paths Q°-a.s.
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Support property of |k|. By definition, k is concentrated on {t € [0,T] | X; €

{0,1}}, which is a closed set, hence also its total variation process |k| is concentrated
on this set and we conclude that

(4.12) d|k[; = 1x,eq0,13dE]:-

BV property offo' (X, )dr. Since u€ > pd for € < §, by the monotone convergence
theorem we have

e T p e T
E? ( / |u(XT)|dr> = sup E? ( / W(X»!dr)
0 4 0
N,e,e T i
= suplim | E¢ / |1 (X,)| dr
s N,e 0
1 LT . :
= sgp II{ZHQIEN ; (/0 ’u5 (X,{V’E’l)‘ dT)

p

1L [T ,
< lirjnv,ieanEN ; (/0 |/f (Xﬁv’e’l)|d7n> < o0

P

in particular also fo w(X,)dr has BV trajectories, with Q¢-integrable BV norm.

Representation formulae for Z+k and k. We take a > 0,5 >0, ¢ : [0,1] — R C!
function with support in [§,1 — 4], 72;[0,1] — R a continuous extension of the outer
normal n with support on ]4,1 — 6[¢ and with 7 > 0 on [1 — ¢,1] and 72 < 0 on [0, J],
g,h :[0,T] — R continuous with g nonnegative. We consider the set

A= Aa,w,ﬁ,h,g

= {(W, X,Z)e E||Z|pv < a, /O h(r)e(X,)dZ,

T T
= [ hneteouar, | g(r)ﬁ(Xr)dZT<0}.
0 0

LEMMA 4.22. The set A is closed in E.

Proof. Let (W™, X™ Z™) be a sequence in A converging to (W, X, Z) uniformly.
Since the BV norm of Z" is bounded by a for every n, up to taking a subsequence
we can assume that dZ™ converges weakly-* to a measure v with total variation
l¥|lrv < a. Passing to the limit in the chain rule for Z, we find that, for every ¢ in

([0, 77),

T T
/ v = B(T) Zy — $(0)Zo - / W Zdr.
0 0

Hence v is the distributional derivative of Z, which therefore satisfies | Z||pv < a.
Concerning the stability of the conditions involving x and 7, note that h(r)p(X7)

— h(r)p(X,) uniformly and also h(r)e(XM)u(X?) — h(r)e(X,)p(X,) uniformly

(since p is C* on [,1 — 4]). This fact and the weak-* convergence of Z" imply that
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/ h(r)e(X,)dZ, —hm/ p(XHdzy
(0,7

T
~ —lim / B = = [ )X (X, )

n

Reasoning similarly for n, we find

/O g(r)i(X, thm/ A(XMdZ" < 0.

This proves that (W, X, Z) is in A. Hence A is closed. d

Now the equation for X~ and Condition 3.1(iii) imply, for § < p, that for € < 4,
under Q¢-¢ it holds a.s.

T
/ B)(X,)AZ, = — [ h(r)p(X,)u(X,)dr,

/ o(r)A(X,)dZ, = — / o (P)A(X,) (1 (X, )dr + dk, ) < 0.
0 0

Moreover the uniform bound (4.11) implies

e,N,e

1
Q“M{||Zllpv > a} < EEQ 1Zlsv < C/a.

Therefore, for § < p, for any a, Q<N:¢(A) > 1 — C/a. Since A is closed, we conclude
that Q¢(A) > 1 — C/a. Hence Q° is concentrated on the set

B

,7,h,g

T
= {(VV,X, Z)eQ|Z|lpv < oo, /0 h(r)p(X,)dZ,

= —/ h(r)e (X, ) u(X;)dr, / 9(r) (X, )dZ, §0}
0 0

for every ¢, n, h, g as above. Now we take ¢ = ¢™ tending pointwise to 1jg 1|
and uniformly bounded in m; 7 = 2™ tending pointwise to n(z)1o 13 and uniformly
bounded in m; and h in acountable dense set D in C; and g in DT countable dense
set DT in {g € Cy | g > 0}. Therefore we have

(4.13)
Q¢ is concentrated on B = Ny heD,ge D+ Bom am hg N {(VV7 X,Z) | / w(X)dr € BV} .
0

LEMMA 4.23. For every (W, X, Z) in B, it holds that

t t
(414) / ]-XTE]O,l[dZT = —/ /J/(Xr)lxre]071[d7" Vt,
0 0
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Proof. For every (W, X, Z), for every fixed h in D and g in DT, the BV property
of Z (and so of k) and of [; (X, )dr implies, via the dominated convergence theorem,

T T T
/ h(r)e™ (X, )dZ, — / W) LxepoadZ,, / B(r)e™ (X, )u(X,)dr
0 0 0
T
5 / B(r) L o a(X, )dr,
0

T T
/ g(r)n™(X,)dZ, — —/ g(r)n(X,.)dk,.
0 0

Therefore, if (W, X, Z) is in B, passing to the limit in m in the definition of By ihg
we get

T T
/ h(r)]-XE]O,l[dZT = —/ h(T)M(X’I‘)lXE]O,l[dT
0 0

T
_ /0 g(r)n(X,)dk, < 0

for all h in D, g in D*. By the density of D and D we obtain (4.14) and that
n(X,)dk, > 0, which together with (4.12) implies (4.15). 0

Thanks to (4.13) and Lemma 4.23, we conclude that, for Q%-a.e. (W, X, Z), the
representation formulae (4.14) and (4.15) hold. Therefore (4.9) and (4.10) hold. The
proof of Lemma 4.21 is complete. 0

Remark 4.24. Only in the above proof do we use Condition 3.1(iii). If o # 0, we
expect that, by a suitable version of the Girsanov theorem on domains, the time spent
by X on the boundary has zero Lebesgue measure, Q-a.s. Essentially this should allow
us to remove or relax Condition 3.1(iii).

We are ready to prove the following.

PROPOSITION 4.25. It holds P-a.e. that under L, (X,k) is a generalized solu-
tion to the McKean—Vlasov problem (3.5) starting from Xo, with initial distribution
Law(Xy) (more precisely, (E,B(E),W,X,k,L) is a weak generalized solution with
ingtial distribution Law(Xj)).

Proof. By Lemma 4.20, P-a.s., W is a Brownian motion under L and Xg is
independent of W. As a consequence of Lemma 4.19 it holds that, P-a.s., under L,
for every t,

(4.16) X, = Xo + Z; + oW, + q(t) — q(0) — EF Z,,
where we have used ELXW, = 0. By Lemma 4.21, it holds that, P-a.s., under L,
fo' w(X:)1x, co,1(dr and k are in BV with integrable BV norms and, for every t,

t t
(417) Zt = —/ M(XT)IXTG]O,I[dT — kt = —/ /J/(Xr)d’l" — kt,
0 0

where k; satisfies (4.10) and where we have used that p(0) = (1) = 0. Therefore
(X, k) satisfies (3.6) and so it is a generalized solution. |

We deduce, via Yamada—Watanabe, the existence of a strong solution to (3.5),
that is the existence part of Theorem 3.9, as well as uniqueness in law.
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COROLLARY 4.26. It holds that P-a.s., under L, (X, k) is a strong solution to the

SDE (3.5) and the law of X under L coincides with the unique law Law(X) of any
solution to (3.5) starting from Law(Xo) = Law(Xo).

Proof. We have P-a.s. that the couple (X, k) is a weak generalized solution under
L, hence it is a strong solution, via Proposition 4.6. Proposition 4.5 gives uniqueness
in law for the X component. 0

Finally we arrive at the convergence result, that is, Theorem 3.10.

COROLLARY 4.27. The family (+ Zfil Sxeni = XyuLN) . x of random proba-
bility measures on C([0,T7];[0,1]) converges in probability, as ¢ — 0 and N — oo, to
the law of the McKean—Viasov solution X (starting from Law(Xy)).

Proof. Since the limit Law(X) is deterministic (and P(FE) is a metric space), it is
enough to prove convergence in law. Since P(P(FE)) is a metric space and the family
(Law (X4 L9N) . n)e n is relatively compact (that is, tight), it is enough to prove that
every limit point of (Law (X4 L9N), v)e n is actually OpLaw(x)- This is an immediate
consequence of Corollary 4.26. The proof is complete. ]

4.5. Pathwise analysis. This subsection is dedicated to the proof of Proposi-
tion 3.12; we assume in this subsection the conditions of Proposition 3.12. We use a
pathwise approach developed, e.g., in [CDFM20]; we explain first briefly the core idea
behind it. Let (2, A,P) be a probablity space and W : Q — C([0,T],R) a random
variable on this space. Note that at this point we do not impose that W is a Brownian
motion. Consider the SDE

(418) X € C([0,T];[0,1]), k € C([0, T R),
d|k| = lXtE{O,l}d‘kL dk = ’I’L(Xt)d|]€‘

If we endow the probability space with a (right-continuous complete) filtration (F;):>0
and assume that W is a Brownian motion with respect to this filtration, clearly (4.18)
is exactly the McKean—Vlasov equation (3.5).

On the other hand, let (X), k(™)) be the solution of the interacting particle sys-
tem (3.4). Let w € Q be fixed. On a suitable discrete prabability space endowed with
the point counting measure the process (X k(M))(w) = (XN (w), kN (w))iz1... N
is a random variable in the variable ¢ and as such a solution to (4.18). The mean with
respect to the point counting measure is exactly the empirical average.

This is the main idea behind the proof of the Lemma 4.29. First we recall the
definition of Wasserstein distance.

DEFINITION 4.28. Let (E,d) be a Polish space. Let P2(E) be the space of proba-
bility measures on E with finite second moment. The 2-Wasserstein distance on P(E)
is defined as

Wi, v) o= int {( [ dteppmianan)

From now on, we work under the assumptions of Proposition 3.12.

LEMMA 4.29. Let (X, k) be the solution to (3.5) with initial condition X, with
law vg. Let (XM kW) be a solution to the interacting particle system (3.4) with
initial condition XN = (X3N, ... XN, Assume that (XO,X(SN)) is independent
on the noise W) = (W, ..., WN). For every t € [0,T], we have P-a.s.,

1
2

| m coupling of u, l/} , W, v € Py(E).
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1 & :
WQ,]R (Law(Xt), N z; (SXZ,N>
1=

2
r 1
< —
<C|1+E (/O dk|s> +N'

N

T 2
|,
=1 0

N 2 N
1 1
W c(0,11.R) <Law(W), N § 5Wi> + Wha 0,1 (VO,N E 6X8’N>
i=1 i=1

Proof. For simplicity of notation, we take o = 1 (the argument is the same for
general o € R). Call v := Law(WW) the Wiener measure on C; = C([0,T],[0,1]). For
a fixed w € Q, we consider the empirical measure LY := % Zfil 5(Wi(w),Xé,N(w)) as
alaw on FE = (Cy x [0,1], B(Cy) x B(][0,1])). Let P¥ € P(E x E) be any coupling of
v®uvy and LY. Tt is easy to verify that P¥ can be seen as a measure on Q¥ := (E x
{WH(w), Xg M (@), ..., WN(w), XN (w))}), endowed with the product o-algebra
A = B(Cy) x 2L @), X5 N @), WN (). X0 @)} Indeed, for every Borel bounded
test function ¢ : £ x E — R,

2

P (p) = /E el P L)
= jbﬁ;/Ecp(w, (W (w), X5 ™ (w)) P* (dx,d (Wi(w),Xé*N(w)>)

- /w p(x,y) P (dz, y) LN (dy).

On the space (¢, A%, P¥) we define the projections (IT',II}) ~ v ® 1y and
(12, 113) ~ LY on the first and the second marginal space, respectively (in particular,
II' ~ v and II? ~ % Zf\il Owi(w))- Since the law of II' is the Wiener measure v, we
have that IT! is a Brownian motion, and if we plug it as the driver of (4.18) we obtain
a strong unique solution (X, k) thanks to Theorem 3.9.

Let (X(N), k(N)) be the solution of (3.4) given by Proposition 3.5. There ex-
ists a set of full measure 0y C Q2 such that for every w € )y and every 1 < i < N,

(XN (w), kN (w)) satisfies (3.4). Defining (X, k)(W'(w), Xg™ (w)):= (X0, k™) (),
we have that, for every ¢ € [0,T], Eps[k] = & Zjvzl kPN (w) and

dX; = (u(X;) — Epe[u(Xy)]))dt + dg; + dTI2 — dk; — dE pe [112] + dEpu [k;]  on Q.
We define b(X;) := u(X;) — Epe[u(X;)] and we estimate the following:

1., 5 < oo <

A% = % — (I = 11E) o B 11}~ T1) 4 [ p(X.) — bR’
0

+ (Xi — Xt)dEpw [ke] — (X; — Xi)dEpw [ke] + (I} — 07 )dk; — (I} — 117 )dk;

— (I = })dE pe [ke] + (11} — 117)dEpe [ke] — Epe [IT; — T7]dk; + Epe [Ty — T17]dk,

+ Epw[Il; — ;]dEpw (k] — Epe[IT; — I} ]dEpw [k

t— Xt)dift + (Xt — Xt)dl;:t

+ UO [B(Xs) — b(Xs)|ds| d(Epw[ki] — Epw[ke]).
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The first and second terms on the RHS are always negative by the conditions on the
boundaries. If we take expectation under P¥ on both sides, we have that the third
and fourth terms on the RHS vanish, because Ep.[X;] = Epw [X't] = ¢;. Similarly,
the expectation of the last term vanishes. Hence, we have that

Epe [ X — Xy — () - 105) — (I} — I1}) + Epe [T} — T17] +/0 [b(Xy) — b(Xs)]d3|2]

T B 2 T ~ 2
- ( / Ms) . ( / de)
0 0
+ Epe [|§ — II3]?].

The proof is concluded by first using Gronwall’s lemma and then choosin%f pPY =

Py, ® Py, where Py, (resp., P§’) is the optimal coupling in W ¢, (v, % i1 Owi

)

N
(I‘eSp., WQ,[O,I](VOa % Zi:l 5X:’N)) o
Thanks to the previous proposition, it is immediate to derive the convergence of

the particle system to the McKean—Vlasov equation, provided that we have conver-
gence at time 0 and a bound on the second moment of k.

< 2Ep. | sup | — I

t€[0,T]

Proof of Proposition 3.12. By Lemma 4.29 and using the Holder inquality, we
have

E

N
= 1
sup Wa (o, Law(X:), — O i,
tepo.7] 2[01]< . N; x
T 2 1 N T ) 2 %
(/ d\E|S) > E (/ d|k“N|S)
0 i—1 0
1
1 N 27 2
WQ’C([O’T]JR) (La,W(I/V)7 N Z(SW@> ]
i=1

N
S 1
Wa [0,1] (Law(Xo),N E 5XS’N>] .
i=1

The first term on the RHS is uniformly bounded in N thanks to Lemma 4.7 and the 2-
integrability of ||k|| v in Lemma 4.21. The empirical measure of independent random
variables distributed as the Wiener measure converges in the Wasserstein metric to
the Wiener measure as O(1/1/log(N)); see [BLG14]. The Wasserstein distance of the

initial conditions converges faster. Remember Xé’N =Y+ Z;vzl dyi + q(0), where

+

=|

SC(l—HE

-E

+CE

(Y%);en is a family of i.i.d. random variables. We see that the speed of convergnce of
% Zil d yi,v is the same as the speed of convergence of Zivzl Sy, which is 1/v/N;; see

0 —
[FG15]. For a fixed w € Q, taking an optimal coupling m = m(w) between Law(Xy)
and & Zfil dyi, we have that (z,y —E,,[y] —E,[z]) gm(dz, dy) is a coupling between
Law(Xy) and + Ef\il dxi- We can compute

N 2
o1
Wa j0.1] <Law(X0), ¥ ZaXS,N> <En [|X =Y +E,Y —E, X[*] = Var, (X - Y)
i=1

N 2
o1
<EmlX = Y|? = Wa o (Law(Xo), N ;5yi,> .

Taking the square roots and the expectation under P concludes the proof. ]
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5. Appendix: Proof of Proposition 3.5. The system (3.4) can be seen as an
SDE on the moving domain H; N[0, 1]V, where

N
1 ,
Ht_{fEeRN|NE fl_‘](t)},
izt

with normal boundary conditions. Indeed, formally, foreachi=1,... N and m =0, 1,
on the boundary z* = m, the direction of reflection (—1)™(e;—N~1(1,...1)) (e’ being
the ith vector of the canonical basis) is orthogonal to the face H; N {z | ' = m}.
Here we use this fact to show well-posedness of the system (3.4).

We introduce some notation. In the following, we fix N and omit the superscripts
N and e in the notation. We call H = {z € RV | & SN 2 =0}, 1=(1,1,...1) €
RN, TI : RY — RY the projector on H, that is, [Ix = 2 — N~ 1(x - 1)1. We take
A: H — RN~1 alinear isometry and we call Dy = ATI(H;N[0,1]"). Fori=1,...N,
m = 0,1, we call 9; ,,[0,1]N = {z € [0,1]" | 2* =m}, 0; Dy = AIL(H; N ;. [0, 1]V),
Yiom = (=1)™(e; — N~11) the direction of reflection of (3.4) on the face 9;,,[0,1]%,
and v, = A% . For x in 9]0, 1] = U; 1m0 [0, 1]V, we call

[(z) = Zci,m%,klzeai,k[o,uN | cim >0Vi=1,...N,m=0,1

i,m

Similarly, for y in 0D = U; ,0; m Dy, we call

Ni(y) = cimvinlyes, o, | Cim >0Vi=1,...N;m=0,1¢;

i,m

note that N;(y) = All(z) if x is in 9; [0, 1]V.
We consider the following SDE on Dy:

dY; = ATIb(t, A'Y; + q(t)1)dt + TIAW; + dhy,
(5.1) Y, € D; Vt, P-as.,
d|h|y = 1y,eop,d|hle, dhy = vd|hly, v, € N(V2),

where (Y, h) is the solution, W is an N-dimensional Brownian motion with respect to
a (complete, right-continuous) filtration (F;):, and b is the drift of the system (3.4).
This is an SDE on a moving domain D; with reflection at the boundary. As we will
see, the SDE (5.1) is, up to the isometry A, the system (3.4).

LEMMA 5.1. Under Condition 3.2 on q and the Lipschitz continuity of u°, given a
probability space (2, A, P) and a Brownian motion W on a (complete right-continuous)
filtration (Fi)¢, there exists a unique (strong) solution to the SDE (5.1).

Proof. The existence and uniqueness result is a consequence of [NO15, Theorem
1.7] for SDEs on moving domains with reflecting boundaries, provided that the as-
sumptions of that theorem hold. We focus on two key assumptions, namely, (a) the
fact that N¢(y) is the cone of inward normal vectors of D; at y, for every ¢ and every
y € ODy; (b) relation (1.16) in [NO15]. The other assumptions of [NO15, Theorem
1.7] are easy to verify.

Concerning assumption (a), we observe that, for each ¢ = 1,...N, m = 0,1,
the vector 7; ,, is the inward normal, in the N — 1-dimensional convex polyhedron
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H;N[0,1]Y, of the corresponding face H;Nd; ,[0,1]": indeed =, ,, belongs to H and,

for every v in H N ;.,,[0,1]Y, we have Yi,m v = 0. Since A is an isometry, the vector

Vi m = A%im is the inward normal, in the convex polyhedron D, of the corresponding

face 0; Dy = AU(H; N0 1[0, 1]Y). Now N(y) is the convex cone generated by v; m,

with i, m such that y € 9;,,D;. Hence N;(y) is the convex cone of inward normal

vectors (in the sense of [NO15, Definition 2.2]); see, e.g., formula (4.23) in [Cos92].
Assumption (b) reads as follows. Define

(5.2) as . (p,n) = max min min min (v -u).
we€RN 1 |u|=1 s<t<t+n y€dDy,ly—z|<p vEN(y),|v|=1

Condition (1.16) in [NO15] reads

5.3 lim li inf inf as.(p,n) =a>0.
(5-3) nlir%) pl—r% sel[r(l),T] ZEH(‘;DSG ’ (P 77) @

In order to show this condition, we take

I = Is,z(p7 77) = Us§t§t+n UyEBDt,\yfz\Sp {(lam) | (/S 8i7th};

Us,z(ﬂﬂ?) =Cr Z Vim,

(i»m)GIs,z(Pm)

where ¢; > 0 is a positive constant such that |us (p,n)| = 1; note that miny¢; =
en > 0. We also note that, for suitable py > 0, 19 > 0 (independent of s and z), for
every p < pg and 1 < 19, for every s and z, for every j = 1,... N, at most one element
between (7,0) and (j,1) belongs to I .(p,n). Moreover, since the average of y is in
[€,1 — €] (for all y € Dy for all t), y* cannot be all 0, nor they can be all 1, hence
I, » cannot be {(1,0),(2,0),...(N,0)} or {(1,1),(2,1),...(N,1)}. As a consequence,

(5.4) if (i,m) € I, then there exist at most N — 2 indices j # ¢ with (j,m) € I.
We compute the scalar products among v; ,,, using the isometry property of A:
Viml® = iml* = 1= N7,
Viom *Vjm = Yi,m * Vjm = —~N~! fori#j,
Viom * Vin = Yi,m * Vjn = N~ fori#j,m#n.

We call #;,, = (1 — N~1)~1/2y; ... For n < ng and p < po, we get by (5.4), for every
(7’7m) inl= Is,z(p7 77)7

i ur =cf(1—=N"HV21-N"1— S NTI4 > N1
(4,m)el,j#i (4,n) €L, j#i,m#n
—c(1-N"H 120N (N-2)N 7}
>cenN~H1—N"H~V2
Now, for every s, z, for every t € [s,s + 1| and y € 9D, with |y — z| < p, Ni(y) is

contained in the convex cone generated by o ,,, (i,m) € Is .(n,p). Therefore, for
n < no and p < pg, for every s and z, we have

v-our > enNTH1 - N71)71/2 for every v as in (5.2),

and 50 a5 .(p,n) > eyN~1(1 — N~1)7Y/2 > 0; in particular (5.3) holds. The proof is
complete. 0
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Now we show that the SDE (5.1) is equivalent to the system (3.4). We introduce
some notation. We take a Borel map

G:{(t,y,v) |t €[0,T],y € 0D¢,v € Ne(y)} — [0, -I—OO)NXQ7 (t,,v) = (Cim)i=1,...N,m=0,1,

such that ¢; ,, = 0 if y does not belong to 0; ,, Dy, and

v = E CimVim-

(4,m),y€0;,m D¢

(Note that this map G exists but is not uniquely determined: indeed, if y belongs to
9;.0D;U0; 1 Dy for each i (that is, y = Allz for some x with % € {0,1} for each 4), then
V;.m are not linearly independent.) For a solution (Y, k) to (5.1), with dh = vd|h|, we
call

XM =AY+ q(01,

t
R = [ Gl Voo rm (Xt
0o ~
(i,m)

recall that n(m) = —(—1)™ is the outward normal of [0,1] in m =0, 1.
LEMMA 5.2. Assume that (Y,h) is a solution to (5.1). Then (XY'" kY'") is a
solution to the system (3.4).

Proof. Let (Y,h) be a solution to (5.1), and take (X, k) = (X¥"" k¥'"). By the
definition of X¥** and k¥"" | P-a.s., X has continuous paths with values in [0, 1] and
k has continuous paths, and, for each 4, |k‘| is concentrated on {t | X; € {0,1}} and
has direction n(X*). Hence the second and third lines of (3.4) are satisfied. We have

dhe =% Gim(t, Ye, v0)1v,e0, D, Viom R

(,m)

= > Gim(t, Yo, )l yj_ A(=1)" (s — N '1)d[Rl:

(3,m)

==Y Gim(t,Ye, )l gin(X)) Aeid ||+ N 7" > " Gim(t, Vi, ve) 1y, n(Xi) Ald]hl,

(i,m) (i,m)

= —Adk, + N"'A(dk - 1)1 = A <—dkt +N! deh) )

Hence, applying the transformation X; = A~'Y; + ¢(#)1 to the first line of (5.1),
we obtain the first line of (3.4). Therefore (X", kY'") satisfies (3.4). The proof is
complete. O

By Lemmas 5.1 and 5.2, we get existence of a solution to (3.4).

Remark 5.3. We expect also the converse of Lemma 5.2 to hold, namely, if (X, k)
solves (3.4), then (Y = AIIX,h = —Allk) solves (5.1). In particular, from this
converse we would get uniqueness for (3.4). However, showing the third line of (5.1)
is not immediate, hence we do not follow this strategy.

We conclude the proof of Proposition 3.5 by showing uniqueness for (3.4).
LEMMA 5.4. Strong uniqueness (in X ) holds for the SDE (3.4).

Proof. The proof follows the line of Proposition 4.2, replacing the expectation
with the empirical average. Let (X, k%), (Y,kY) be two solutions to (3.4) with the
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same initial condition Xo = Yy. In this proof we call AKX = + Z;V:l [(X7)dt—dWI +
dk*+J] and similarly for K. By the It6 formula for continuous semimartingales, we
have, for every i = 1,... N,

=2(X V) (—p(XY) + p(YH))dt +2(X7 = YHAKX —2(X* -~ YHAKY
—2(X' = YHAE + 2(X - Y)dEY

The one-side Lipschitz condition of y implies
(X = V) (=p(X) + p(YT)) < e X = VP2,

and the orientation of k (as the outward normal) implies
—/ (X' —YHdk® i <0
0

and similarly for (X? — Y?)dkY>!. For the addends with K, we average over i and use
that K does not depend on i and that + >, X; = >, ¥ = ¢(t): we obtain

1 i i
NZ(X —YHdKX =0
and similarly for (X¢ — Y?)dKY. Putting it all together, we get
1 i 0|2 "1 i 0|2
NZ|Xt7Y;| SC ONZ|XT7Yr‘dT

We conclude by the Gronwall inequality that & >, | X} — Y/|> = 0, that is, X =Y.
The proof is complete. ]
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