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Abstract 
We review some recent works of our research lab that have applied novel text mining techniques to the issue of 
research impact assessment. The techniques are Semantic Hypergraphs and Lexicon-based Named Entity 
Recognition. By using these techniques, we address two distinct and open issues in research impact assessment: 
the epistemological and logical status of impact assessment, and the construction of quantitative indicators. 

Introduction 

In the latest few months, we have published four papers in various journals that contribute to 
the debate on research impact (Bonaccorsi et al. 2020; 2021a; 2021b; 2021c). The overall aim 
of this effort is to call the attention on two dimensions of the research impact that have been 
somewhat neglected. The first is a theoretical issue: What kind of statement is a statement of 
the type “research X has produced an impact on Y”? What is the logical nature of this statement? 
What is the semantic structure of a statement of this type? It turns out that addressing this 
apparently theoretical question has far reaching implications. The second is a methodological 
issue: Which methods can we use for research impact assessment? Can we build indicators, as 
it happens in other areas of S&T? In this paper we deepen the conceptual issues underlying 
these papers, we describe their findings, and illustrate a research program for future studies and 
practical applications. 

The historical nature of research impact statements 
What kind of statement is a statement of the type “research X has produced an impact on Y”? 
When asked to give account of the impact of their research, researchers make use of a narrative. 
This is dictated by the nature of the requirement: the impact of research is a process that unfolds 
over time, involving several actors, with many events, facts, accidents taking place at different 
points in time. The outcome is a change of state that does not take place abruptly but is prepared 
by a sequence of events and a plurality of actors. To make sense of the unfolding of the impact 
process the only type of writing is a narrative one. Researchers must persuade their readers that 
their research has indeed taken part to a historical process, whose reality can be demonstrated, 
in which some actors have directly or indirectly benefited from it, leading to some 
improvement. To persuade the readers the researchers must do two things: first, it must build a 
narrative that unfolds over time, is plausible and realistic, and ends up with the impact; second, 
it must demonstrate that within this narrative, researchers have had a role, that is, have produced 
the impact, or have contributed to the production of the impact. 
The narrative style is shared by two fundamentally different types of writing: history and 
fiction. Historical narrative is expected to reconstruct sequences that represent historical facts, 
or events that have taken place in historical time, according to the best available documentation. 
Historical narratives may have a subjective flavour in the way in which the flow of events is 
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reconstructed and the importance is weighted, but they must comply with severe standards of 
control about the historical truthfulness of their statements. In contrast, fiction has no obligation 
whatsoever with respect to truth.  
In order to build a flow of events that make sense, when writing a narrative text authors place 
of attention in giving details, offering a rich and contextualized description of what indeed 
happened. Vividness, detail, and richness of the description are essential component of 
narratives. 
The narrative nature of research impact reports, however, may reasonably lead to the claim that 
they cannot include causal statements. To have a causal statement one must satisfy some general 
requirements that cannot be satisfied if the action takes place in the past. According to an 
influential tradition of research in post-structuralism, if the events narrated are placed in the 
past, then there is no difference between history and fiction, because the readers can never 
control the objectivity of the events. 

Causality and credibility 
In our first paper (Bonaccorsi et al. 2021a) we argue that research impact reports do include 
propositions that have a causal value. We defend this argument in two ways: making reference 
to the philosophical debate on the nature of historical knowledge, and by applying to impact 
statements a new text mining technique that makes it possible to identify the semantic structure 
of complex text structures, such as entire sentences, called Semantic Hypergraphs. By applying 
this technique to the collection of REF impact case studies we achieve some interesting results. 
If we agree that research impact statements are historical statements, then we can move forward 
and ask some questions that have been the object of a passionate debate in the ‘50s and ‘60s, 
which has been renewed in recent times. The questions can be formulated as follows: Do 
historical narratives include explanatory statements? Can historical explanation be considered 
a scientific explanation? If the answer is positive, under which formal conditions do historical 
statements have explanatory value? If the answer is negative, how can historians aim at 
scientific objectivity? 
The debate was sparked by the celebrated article by Carl Hempel. The argument was sharp: for 
a statement to be explanatory, it must include reference to a law-like proposition and a specific, 
contextualized event, given some boundary conditions. The explanation is the logical process 
by which we demonstrate that the specific event (explanandum) is logically entailed by the 
general law (explanans), given the boundary conditions. We perform this task in a logical way, 
by subsuming the individual event into a general category, following a nomological-deductive 
approach. 
This formulation had an enormous impact. We might say it is, explicitly or implicitly, at the 
root of all arguments that sharply separate between hard science and humanities, negating the 
scientific value of the latter. Interestingly, it has been rejected with a number of strong 
arguments by philosophers and historians. We summarize these arguments here, before 
showing why they are relevant to the debate on research impact. 
First of all, the nomological-deductive model of explanation is not the only possible model of 
causality. It is a model of necessary and sufficient conditions, which requires for any 
explanation the existence of general laws that treat the specific event as a member of a class. In 
other words, it requires the existence of a class of entities. The class of entities is demonstrated 
by repetition, that is, by producing experimentally manipulated pieces of evidence that 
reproduce with regularity the same outcomes.  
This is not the only logically valid type of explanation. Another logically valid type is a 
statement which claims that a given condition X has been partially sufficient for Y. This 
statement would not treat X as a case in a class of entities that can be reproduced. By reasoning 

on X historians can build up a collection of partial explanations which together produce a 
sufficient reason for the manifestation of Y. Each of them has local and circumstantial value. 
Second, historians do make use of general laws in their formulations. As stated by Nicholas 
Rescher, historians are consumers of general laws, not producers. They do not ignore the 
physical or chemical general laws that dominate the working of nature and they clearly see their 
application in specific cases. It is rare, however, that the implication of a general law is the 
crucial element to be invoked to formulate a historical judgment. As the historian Marc Bloch 
stated, it is certainly true that it is the law of gravity that governs the fact that King X fell from 
his horse and died. But it is not so interesting to know. Other less general explanatory factors, 
such as the speed at which he was riding or the threat he was addressing are more important. 
As the philosopher noted, such general laws very often do not exist, or are trivial. 
Third, the validity of historical statements is not predicated on the logical strength of a deductive 
reasoning, but on the completeness and accuracy of historical documentation, and the 
plausibility of the narrative reconstruction of causal linkages. It is certainly true that it is not 
possible to validate experimentally all causal linkages between events. However, historians 
collect all possible causal explanations (including those that are generated by true general laws) 
and select among them those that can create a plausible chain of events. In doing so they make 
appeal to the largest available documentation and to patterns of reasoning that are not deductive 
but abductive, following the “method of clues” illustrated by Carlo Ginzburg. 

On the causality value of research impact statements 
From this purely theoretical discussion we move towards another question: if research impact 
statements have historical nature, what kind of explanation do they include? 
Here it is important to call into the debate the influential line of thinking that has proposed the 
notion of contribution, as opposed to attribution, as the logical foundation for impact 
assessment. According to this argument, it is impossible to control for all potentially influencing 
factors that may lead to a research impact. The social impact of research takes place within 
complex and multidimensional processes that extended over long, often unpredictable, time 
horizons. 
Consequently, the notion of attribution, or the process by which a specific event may be 
logically demonstrated to be dependent upon a specific condition, must be rejected, in favour 
of a weaker notion of contribution. We agree with this argument with a qualification. It is one 
thing to reject the notion of attribution if we assume that the only causal model underlying the 
attribution is the nomological-deductive causality suggested by Hempel, or variants of this 
model that fit the way in which causality is assumed in hard sciences. It is another thing to 
suggest that impact statements do not include any kind of causality. We show that they indeed 
include causal statements, but these statements must be understood in the light of a theory of 
historical, not nomological, causality. 
In order to examine this issue we adopt a recently developed technique in text mining called 
Semantic Hypergraphs (Menezes and Roth, 2019). This technique overcomes one of the most 
important limitation of Natural Language Processing techniques, that is, the ability to examine 
individual word, or short sequences of words (n-grams), due to computational limits of the 
algorithms. With Semantic Hypergraphs the meaning of the text is not reconstructed via the 
statistical analysis of frequency and clustering of words, but by the construction of higher-level 
topological structures in which the meaning of words is derived from their relational position 
with all other words. The unit of analysis is a sentence, that is a chunk of text included between 
two periods. The authors develop a systematic language that allows the automatic processing 
of sentences. We have applied this technique to the REF collection of impact case studies, 
following the flowchart in Figure 1 (source: Bonaccorsi et al. 2021a). 
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Figure 1. Workflow for the extraction of impact verbs from the REF corpus. 

 
By looking at the structure of sentences we have identified the following elements 
i) Direct impact verb 
ii) Indirect impact verb 
iii) Agent 
iv) Topic 
The technique allows a clear distinction between impact verbs and non-impact verbs. Impact 
verbs imply an action of something over something else. This structure is systematically 
discovered in sentences included in the REF reports. Impact verbs can be direct or indirect, 
depending on their position in the sentence (technically speaking, the rank in the depth of 
sentences). On the basis of this distinction and of statistical definitions, it is possible to clearly 
identify impact sentences and non-impact sentences. At this point we have a powerful tool to 
ask questions about the distribution of impact vs non-impact sentences across the collection of 
REF documents. We build up an indicator (IR) as the ratio between impact and non-impact 
sentences. We find a number of interesting insights: 
- Impact sentences have a clear causal structure: they try to demonstrate that X has 
produced a change in Y 
- To achieve the goal of showing the causal effect there is a preparation, mostly of 
descriptive type, that is done by means of non-impact sentences 
- Reports in SSH make larger use of non-impact sentences, meaning that they need to 
establish a larger and more detailed descriptive evidence before claiming for impact 
- The verbal structure of reports, that is, the pattern of utilization of direct and indirect 
verbs, is not different between SSH and STEM 
We interpret these findings as suggesting that research impact statements do have a causal 
structure, with no difference between SSH and STEM. At the same time we find an interesting 
difference, in the sense that the construction of the causal statements is longer, more articulated, 
more complex in SSH reports. 
We deepen this issue by introducing the notion of credibility of historical statements in our 
second paper (Bonaccorsi et al. 2021b). While for professional historians we may assume that 
rigorous methodological standards are adopted, as it is clear from the methodological and 
epistemological debate discussed above, the same cannot be said for REF reports. They are 
written by researchers, or university administrators, or consultants. They have inevitably a 
rhetorical and instrumental value: the must persuade the evaluators, call their attention to the 
importance of the impact, and obtain a high score. Remember that within the framework of 
REF, no less than 20% of funding is allocated on the basis of the impact assessment. 

Nevertheless, the authors of the REF reports clearly understand that all these instrumental and 
practical goals cannot be achieved at all if the statements are not credible. Since they are placed 
in the past, the readers do not have any experimental control on them. But they mentally reason 
about the plausibility of the narrative reconstruction. By knowing the pragmatic orientation of 
the authors, the readers must challenge the credibility of the arguments. 
We examine this issue by applying to the causal argumentation the criteria for historical 
explanation proposed by the philosopher Carl Hammer (2008). According to this philosopher, 
historical statements have causal power if they include “partial sufficient conditions that are 
normative, identifiable, manipulable, and not easily replaceable” (Hammer, 2008, 198). We 
refer the readers to our paper for a full scale, but non-technical discussion of these criteria. By 
applying these criteria to the main areas of SSH research (social sciences, humanities) and 
STEM (medicine, technology) and to their main fields of social impact, we derive a kind of 
theory of credibility of research impact statements. According to this theory, the aim of 
credibility is more difficult in SSH than in STEM. This is because STEM causality statements 
may make reference to an established repository of highly structured and formalized processes, 
in some cases standardized in the public regulation or business practice. During the pathways 
of impact, the achievement of causal effects is witnessed by the production of formal and 
socially identified intermediate outputs (e.g., clinical trial, patent, prototype). The description 
of these chains by the authors of REF reports activates in the mind of evaluators a pattern of 
recognizability and familiarity. The causal linkages suggested at each of the junctures of the 
pathway are highly credible. This is not the case for SSH. Here the chain is longer and more 
fragile. We elaborate on this issue in the final sections of this paper. 

Mapping users of research 
In two other papers (Bonaccorsi et al. 2020; 2021c) we make use of another technique from 
machine learning, i.e., Named Entity Recognition. We identify all names in REF documents 
that refer to social groups, or groups that may be the intended or unintended, direct or indirect 
beneficiaries of the research of universities. These groups are mentioned in a variety of ways in 
REF reports. We use a lexicon-based approach, by filtering the REF texts with a lexicon of 
users with 76,857 entries, developed after extensive research. 
With the help of this lexicon, it is possible to saturate the semantic space of research 
beneficiaries, identifying all social groups that are implied in the impact process. After the 
extraction we are able to obtain two applications. The first is a mapping exercise, in the tradition 
of science maps. We draw the entire map of users of research of UK universities, modulating 
the granularity of the representation. We then cluster the user groups by using community 
detection techniques. A very informative map is reproduced in Figure 2 (source: Bonaccorsi et 
al. 2020). All identified clusters are consistent and well delineated. By modulating the 
granularity we can zoom further in the representation. 
The second application is the construction of indicators. Since our lexicon saturates the 
semantic space, we are in a position to define indicators with appropriate statistical properties. 
We define the following indicators: 

- Frequency 
- Diversity 
- Specificity 

We run the calculation on the entire REF collection and then separately by discriminating 
between SSH and STEM. This offers some interesting insights. 
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historical statements have causal power if they include “partial sufficient conditions that are 
normative, identifiable, manipulable, and not easily replaceable” (Hammer, 2008, 198). We 
refer the readers to our paper for a full scale, but non-technical discussion of these criteria. By 
applying these criteria to the main areas of SSH research (social sciences, humanities) and 
STEM (medicine, technology) and to their main fields of social impact, we derive a kind of 
theory of credibility of research impact statements. According to this theory, the aim of 
credibility is more difficult in SSH than in STEM. This is because STEM causality statements 
may make reference to an established repository of highly structured and formalized processes, 
in some cases standardized in the public regulation or business practice. During the pathways 
of impact, the achievement of causal effects is witnessed by the production of formal and 
socially identified intermediate outputs (e.g., clinical trial, patent, prototype). The description 
of these chains by the authors of REF reports activates in the mind of evaluators a pattern of 
recognizability and familiarity. The causal linkages suggested at each of the junctures of the 
pathway are highly credible. This is not the case for SSH. Here the chain is longer and more 
fragile. We elaborate on this issue in the final sections of this paper. 

Mapping users of research 
In two other papers (Bonaccorsi et al. 2020; 2021c) we make use of another technique from 
machine learning, i.e., Named Entity Recognition. We identify all names in REF documents 
that refer to social groups, or groups that may be the intended or unintended, direct or indirect 
beneficiaries of the research of universities. These groups are mentioned in a variety of ways in 
REF reports. We use a lexicon-based approach, by filtering the REF texts with a lexicon of 
users with 76,857 entries, developed after extensive research. 
With the help of this lexicon, it is possible to saturate the semantic space of research 
beneficiaries, identifying all social groups that are implied in the impact process. After the 
extraction we are able to obtain two applications. The first is a mapping exercise, in the tradition 
of science maps. We draw the entire map of users of research of UK universities, modulating 
the granularity of the representation. We then cluster the user groups by using community 
detection techniques. A very informative map is reproduced in Figure 2 (source: Bonaccorsi et 
al. 2020). All identified clusters are consistent and well delineated. By modulating the 
granularity we can zoom further in the representation. 
The second application is the construction of indicators. Since our lexicon saturates the 
semantic space, we are in a position to define indicators with appropriate statistical properties. 
We define the following indicators: 

- Frequency 
- Diversity 
- Specificity 

We run the calculation on the entire REF collection and then separately by discriminating 
between SSH and STEM. This offers some interesting insights. 
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Lesson learnt and future developments 
In the next sub-sections, we develop some implications from this research program and discuss 
some extensions and new applications. 

Towards the construction of indicators of research impact 
The construction of indicators in S&T is a complex process, with epistemic, social and political 
dimensions. With respect to the epistemic dimension, there are several requirements that have 
been clearly outlined by the literature. Among them, we call the attention on the role of 
completeness. 
When using statistical indicators, researchers and policy makers implicitly rely on the ability of 
statistical authorities to produce data that correctly refer to the universe under analysis. It is 
interesting to observe that in the field of S&T indicators this assumption is not warranted. This 
is why the overall use of data from, say, publications and patents is predicated after a standard 
methodological caution, of the form “we know that patents do not capture all innovation 
activities, but..” or “we know that indexed publications do not represent all scientific 
production, but…”. After a while, such clauses are omitted and often forgotten, with the 
exception of a stream of critical studies that remind us about the limitations of statistical 
indicators and of simplified input-output models. 
The community of S&T indicators is reasonably cautious in accepting the use of data from 
Machine learning sources, such as text mining. One important reason is that it is not possible 
to define the reference set and establish its representativeness.  
We suggest that this state of affairs can be greatly improved with the use of lexicons. Lexicons 
are human-made, controllable, improvable cognitive structures. If they are left open to public 
consultation and correction, they can incorporate corrections and updates, almost in real time. 
We argue that with well-designed lexicons it is possible to achieve the saturation of a semantic 
field. If this is true, then there are no conceptual obstacles to the construction of indicators. 
If a lexicon saturates a semantic field, then the automatic extraction of whatever semantic 
structure in a corpus of text will deliver consistent results. They might differ depending on the 
specific algorithm, but the difference can be clearly explained and made transparent.  

In previous research we have developed a lexicon that includes all social groups that have been 
hitherto considered in all social worlds in which people can be aggregated (e.g. work, 
profession, health, economic, social and demographic conditions, mobility, hobby, sport, 
entertainment, culture and education, crime), combining hundreds of published sources. We 
have no formal demonstration of completeness. At the same time we ask- do we have 
completeness, say, in patents as indicators of technology, or indexed publications as indicators 
of science? Certainly not, but we know reasonably well the limitations of these indicators, so 
that we can safely use them for a number of relevant applications. 
We suggest that lexicons can do the same job for us. If we saturate the semantic field in terms 
of textual descriptions of relevant phenomena, then we can start to build up indicators that have 
proper statistical properties.  

Research impact assessment in SSH 
Another area in which we see clear implications from our approach is the hot debate on research 
impact assessment in SSH. It has been repeatedly and convincingly argued that asking SSH 
research to demonstrate impact in the same way as it is done for STEM is a serious mistake, 
with potentially far reaching implications. In particular, it might be used to justify a differential 
treatment of SSH and STEM in the funding of research. Under the pressure of government 
demand for impact and demonstrable results, decision makers and funding agencies may find 
it safer to maintain support for STEM research and to cut, or postpone, the support to SSH. 
After all, it is often said, researchers in SSH work for long time horizons and do not compete 
for discoveries. This means that if funds for SSH are delayed or reduced, there is no risk for the 
national scientific competitiveness. 
With our studies we establish the following points: 

- Researchers in SSH are able to identify their audiences and talk extensively (i.e. 
frequently) and intensively (i.e. with a variety of names) about social groups that may 
benefit from their research. Hence it is not true that SSH research underestimate the 
importance of addressing social groups as target for the impact. 

- At the same time, they find more difficult to identify specifically and in a granular 
way their target groups, given the generality of their research. 

- In order to claim that their research has produced an impact they use the same 
semantic structure than STEM (impact sentences with direct and indirect impact verbs 
+ agent + mode) and the same set of verbs, implying an effort to build up causal 
statements. 

- They however make use of a larger share of non-impact sentences in the articulation 
of their impact reports, given a stronger need to introduce the complex social context 
for the impact. 

- They build longer causal chains. 
- They make use of a larger number of agents. 

From these quantitative findings we obtain a relatively clear picture of the differences between 
the ways in which research produces an impact in STEM and SSH. In order to build up a 
credible reconstruction of the historical pathway that has led to the impact, researchers in SSH 
must invoke many more agents (two times than in STEM) and describe a longer chain of causal 
linkages. Now from the theory of historical explanation suggested by Hammer (2008) we derive 
the implication that longer chains and chains with more agents are more fragile. This means 
that it is more difficult to satisfy the requirements of normativity, identifiability, manipulability 
and non-replaceability that are needed to establish causality in historical statements. At each 
juncture of the causal chain it is more difficult to credibly argue that X has indeed been a partial 
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sufficient condition for Y, because there might be many other factors at place or many 
independent agents whose actions and motivations may not well known.  
Given this pattern, we advocate an approach to research impact assessment that makes full 
justice for these differences. 

Impact mapping 
Finally, we suggest a new area of application of text mining methods, i.e. mapping research 
institutions from the perspective of research users. This area would be complementary to the 
well established area of science mapping, in which institutions are represented in 2D maps on 
the basis of the disciplines they cultivate, or the topics that their research are addressing. We 
give an example below, by showing the user maps of two UK universities.  

 
Figure 3. Map of user groups of research of University College, London. 

 
In Figure 3 we see the map of UCL, a top research-intensive university with an international 
visibility. It can be observed a strong orientation towards user groups in the health sector 
(patient, hospital, child, woman, mother, healthcare professional community), as well an 
orientation towards users of cultural heritage (museum, museum visitor, student, visitor, British 
Museum), while on the contrary the business audience does not seem prominent. 
 
Figure 4 shows the same map for the University of Sheffield. It seems that the main orientations 
here are largely different: one is towards a local audience (local school, local community, 
person, community, young people), another is directed towards business actors (organization, 
company, leader, customer, manager). Much less prominent, contrary to UCL, are the health 
sectors and the cultural heritage. 
 
There will be a need to refine the analysis and perhaps to develop quantitative indicators after 
controlling for the robustness of classification obtains by clustering the names of user groups. 

We hope there will be opportunities in the near future to extend and refine the methodologies, 
with an aim to improve the theoretical foundations and the methodological sophistication of 
research impact assessment. 
 

 
Figure 4. Map of users of research of University of Sheffield. 
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