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#### Abstract

In this paper we construct different families of orbit codes in the vector spaces of the symmetric bilinear forms, quadratic forms and Hermitian forms on an $n$-dimensional vector space over the finite field $\mathbb{F}_{q}$. All these codes admit the general linear group $\mathrm{GL}(n, q)$ as a transitive automorphism group.


## 1. Introduction

In [1] Ahlswede, Cai, Li and Yeung, random linear network coding was introduced as a powerful tool for data communication in point-to-point networks on which a number of information sources are multicasted to certain sets of destinations and the information sources are mutually independent [29, 30]. A mathematical description of random network coding was given in [35] where codewords are subspaces of some fixed vector space and a code is a collection of such subspaces.

More formally, let $V=V(n, q)$ denote the $n$-dimensional vector space over the finite field $\mathbb{F}_{q}$ with $q$ elements, and $\mathrm{PG}(V)$ be the partially ordered set with respect

[^0]to the inclusion relation of all subspaces of $V$. It is well-known that $\mathrm{PG}(V)$ is a metric space with respect to the subspace distance defined by
$$
d(U, W)=\operatorname{dim}(U)+\operatorname{dim}(W)-2 \operatorname{dim}(U \cap W)
$$

A subspace code of length $n$ over $\mathbb{F}_{q}$ is a nonempty subset $\mathcal{X}$ of $\operatorname{PG}(V)$, and the elements of $\mathcal{X}$ are the codewords of $\mathcal{X}$. The minimum distance of $\mathcal{X}$ is given by $d(\mathcal{X})=\min \{d(U, W): U, W \in \mathcal{X}, U \neq W\}$.

In view of their application in random network coding, subspace codes have been intensely studied in recent years (see for instance [31, 39, 13, 28] and references therein). One of the main problems of subspace coding asks for the maximum possible cardinality of a subspace code of length $n$ over $\mathbb{F}_{q}$ with minimum distance at least $d$ and the classification of the corresponding optimal codes.

An important class of subspace codes are those whose codewords have constant dimension $k$. If $\mathcal{X}$ is such a code then $\mathcal{X}$ is called a constant dimension code (or $k$ dimensional subspace code) with parameters $(n,|\mathcal{X}|, d, k)_{q}$, where $n$ is the dimension of the vector space $V, d$ is the minimum distance of $\mathcal{X}$ and $k$ is the dimension of the codewords. Constant dimension codes are useful for error correction in random linear network communication. The errors in this scenario can either be dimension deletions or dimension insertions. The maximum cardinality of an $(n, *, d, k)_{q}$ constant dimension code is denoted by $\mathcal{A}_{q}(n, d ; k)$. The upper bound on $\mathcal{A}_{q}(n, d ; k)$ are usually the $q$-analog of the bounds obtained for the well studied constant weight codes. In particular the following upper bound has been proved in [19] and [50]:

$$
\begin{equation*}
\mathcal{A}_{q}(n, d ; k) \leq\left\lfloor\frac{q^{n}-1}{q^{k}-1}\left\lfloor\frac{q^{n-1}-1}{q^{k-1}-1} \ldots\left\lfloor\frac{q^{n-k+d / 2}-1}{q^{d / 2}-1}\right\rfloor \ldots\right\rfloor\right\rfloor . \tag{1}
\end{equation*}
$$

Note that for $k \leq n-k$, starting from a suitable set of $k \times(n-k)$-matrices with entries in $\mathbb{F}_{q}$, known as MRD-codes, by means of the so-called lifting process, one can construct an $\left(n, q^{(n-k)(k-d+1)}, 2 d, k\right)_{q}$ constant dimension code [42, 21]. Although the size of these codes matches the term of highest order of (1), there are many constructions that give rise to larger codes. With respect to the best known constructions, or lower bounds for $\mathcal{A}_{q}(n, d ; k)$, we only mention the Echelon-Ferrers constructions [20, 41], the linkage constructions [24,15] and constructions obtained with geometrical techniques $[10,11,12,14]$. These approaches give for many parameters the largest codes known so far. The currently best known lower and upper bounds for $\mathcal{A}_{q}(n, d ; k)$ can be found at the online tables http://subspacecodes. uni-bayreuth. de and the associated survey [25].

Examples of constant dimension codes are the so called orbit codes. A subspace code is an orbit code if it can be written as $U G$, where $U$ is a subspace of $V$ and $G$ is a subgroup of the general semilinear group $\Gamma \mathrm{L}(V)$. The group $G$ is said to be a generating subgroup of the code. By [45, Proposition 3.11], if a code has $G$ as a generating subgroup, then $G$ is a subgroup of the automorphism group of the code. These codes were introduced in [47], and since then they have been further investigated by many authors $[8,27,44,40]$. It is well known that $\mathrm{GL}(V)$ contains exactly one conjugacy class of cyclic subgroups, acting regularly on $V \backslash\{0\}$ and isomorphic to $\mathbb{F}_{q^{n}} \backslash\{0\}$, i.e., the Singer groups. Constant dimension codes that are obtained by glueing together distinct orbit codes having as generating subgroup a Singer group are also called cyclic codes. Stimulated by the fact that, for small parameters, there are examples of large or optimal subspace codes that are cyclic codes [34, 19, 5] , particular attention has been devoted to the construction of cyclic
codes [44, 23, 3, 38, 7]. Some of the largest $k$-dimensional cyclic subspace codes obtained have parameters $\left(N,\left(q^{n}-1\right) \frac{q^{N}-1}{q-1}+\frac{q^{N}-1}{q^{k}-1}, 2 k-2, k\right)_{q}$, where $N$ is the degree of the splitting field of certain $q$-polynomials over $\mathbb{F}_{q^{n}}$ of degree $q^{k}[7]$. Typically, the known cyclic codes admit a group of order at most $N\left(q^{N}-1\right)$, that is the normalizer of a Singer group, but their size is far behind the theoretical upper bound. In [8] the authors study an abelian non-cyclic group of order $q(q-1)^{2}$ in order to obtain an orbit code with parameters $(n, q(q-1), 2 k, k)_{q}$.

In this paper we aim at establishing new techniques for the construction of orbit codes. To this end we consider $\mathcal{S}(V), \mathcal{Q}(V)$ and $\mathcal{H}(V)$, the set of all symmetric, quadratic and Hermitian forms on $V=V(n, q)$ (in the Hermitian case, $q=q_{0}^{2}$ ). Then each of these sets is a vector space, say $\widetilde{V}$, over $\mathbb{F}_{q}$ (in the Hermitian case over $\left.\mathbb{F}_{q_{0}}\right)$, and $\mathrm{GL}(V)$ is a subgroup of $\mathrm{GL}(\tilde{V})$. In particular, $\mathrm{GL}(V)$ acts on the forms by preserving the rank. In all cases, we construct orbit codes whose generating subgroup is GL $(V)$. In order to do that we use the cyclic model of a finite dimensional vector space over $\mathbb{F}_{q}$, see $[9,26]$. More precisely we obtain:

- an orbit code in $\mathrm{PG}(\mathcal{S}(V))$ with parameters

$$
\left(\frac{n(n+1)}{2}, \frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n}, 2(n-j), n\right)_{q}
$$

where $j<n$ is the greatest divisor of $n$;

- a $\left(15, \frac{q^{10} \prod_{i=1}^{4}\left(q^{i}-1\right)}{5}, 8,5\right)_{q}$ orbit code in $\operatorname{PG}(\mathcal{Q}(V))$, where $V=V(5, q)$;
- an orbit code in $\operatorname{PG}(\mathcal{H}(V))$ with parameters

$$
\left(n^{2}, \frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n}, 2(n-j), n\right)_{q_{0}}
$$

where $j<n$ is the greatest divisor of $n$, whenever $n$ is odd and $q=q_{0}^{2}$.
We remark that the generating subgroups of these codes have order $q^{n(n-1) / 2} \prod_{i=1}^{n}\left(q^{i}-\right.$ 1). Moreover, if $n$ is a prime, then the leading order term of the size of these orbit codes is $q^{n(n-1)} / n$, while the term of highest order in the upper bound (1) equals $q^{n(n-1)}$. Therefore, as functions of $q$ they have the same order. This implies that, when $n$ is a prime and $q$ approaches infinity, the size of these orbit codes is not very far from the theoretical upper bound.

The paper is structured as follows: in Section 2 we collect some preliminary facts about symmetric, quadratic and Hermitian forms on $V$, the cyclic representation of a finite dimensional vector space over $\mathbb{F}_{q}$ and $q$-circulant matrices. In Section 3 , 4 and 5 we describe the orbit codes in the cyclic model of the vector space of the symmetric, quadratic and Hermitian forms respectively.

## 2. Preliminaries

Let $V=V(n, q)$ be an $n$-dimensional vector space over $\mathbb{F}_{q}$ and let $\left(v_{0}, \ldots, v_{n-1}\right)$ be an ordered basis of $V$. If $g \in \mathrm{GL}(V)$, let $M_{g}$ be the matrix of $g$ with respect to $\left(v_{0}, \ldots, v_{n-1}\right)$.

A symmetric bilinear form on $V$ is a function $f: V \times V \rightarrow \mathbb{F}_{q}$ that satisfies the identities

$$
f\left(\sum_{i} x_{i} v_{i}, \sum_{j} y_{j} w_{j}\right)=\sum_{i, j} x_{i} f\left(v_{i}, w_{j}\right) y_{j}
$$

and $f(v, w)=f(w, v)$, for all scalars $x_{i}, y_{j} \in \mathbb{F}_{q}$ and all vectors $v_{i}, w_{j}, v, w \in V$. The set $\mathcal{S}(V)$ of all symmetric bilinear forms on $V$ is an $n(n+1) / 2$-dimensional vector space over $\mathbb{F}_{q}$. The radical of $f \in \mathcal{S}(V)$ is the subspace of $V$ consisting of all vectors $v$ satisfying $f\left(v, v^{\prime}\right)=0$ for every $v^{\prime} \in V$, and we denote it by $\operatorname{Rad} f$. We say that $f$ is non-degenerate if $\operatorname{Rad} f=\{0\}$. The rank of $f$, denoted by $\operatorname{rk} f$, is $n-\operatorname{dim}_{\mathbb{F}_{q}} \operatorname{Rad} f$. For any $f \in \mathcal{S}(V)$, the $n \times n$ symmetric matrix $A_{f}=\left(f\left(v_{i}, v_{j}\right)\right)$ is called the Gram matrix of $f$ with respect to the basis $\left(v_{0}, \ldots, v_{n-1}\right)$. We denote by $\mathcal{S}(n, q)$ the set of all $n \times n$ symmetric $\mathbb{F}_{q}$-matrices. The map $f \in \mathcal{S}(V) \mapsto A_{f} \in$ $\mathcal{S}(n, q)$ is an isomorphism and $\operatorname{rk} f=\operatorname{rank} A_{f}$. Therefore, non-degenerate symmetric bilinear forms correspond to non-singular symmetric matrices, and conversely. Let $\mathrm{GL}(\mathcal{S}(V))$ denote the general linear group of $\mathcal{S}(V)$, that is the group of all invertible linear transformations of $\mathcal{S}(V)$. By [48, Theorem 5.4], the subgroup of GL $(\mathcal{S}(V))$ which acts on $\mathcal{S}(V)$ by preserving the rank is isomorphic to GL(V). If $f \in \mathcal{S}(V)$ and $g \in \mathrm{GL}(V)$ then the element $f^{g}$ of $\mathcal{S}(V)$ is that whose Gram matrix is $M_{g}^{t} A_{f} M_{g}$. Here, and in the sequel, ${ }^{t}$ denotes transposition.

A quadratic form on $V$ is a function $Q: V \rightarrow \mathbb{F}_{q}$ such that $Q(a v)=a^{2} Q(v)$, for every $a \in \mathbb{F}_{q}, v \in V$ and $\beta:(u, v) \in V \times V \mapsto Q(u+v)-Q(u)-Q(v) \in \mathbb{F}_{q}$ is a bilinear form on $V$; $\beta$ is called the polar form of $Q$. A non-zero vector $v$ is singular if $Q(v)=0$ and a subspace $U$ is totally singular if $Q(u)=0$, for all $u \in U$. A quadratic form is said to be non-singular if each non-zero vector of $\operatorname{Rad} \beta$ is nonsingular. The Witt index of $Q$ is the common dimension of the maximal totally singular subspaces. The set $\mathcal{Q}(V)$ of all quadratic forms on $V$ is a vector space over $\mathbb{F}_{q}$ of dimension $n(n+1) / 2$. If $g \in \mathrm{GL}(V)$ and $Q \in \mathcal{Q}(V)$, then $Q^{g}$ is the quadratic form defined by $Q^{g}(v)=Q(g v)$, for every $v \in V$.

Let $q=q_{0}^{2}$. A Hermitian form on $V$ is a function $h: V \times V \rightarrow \mathbb{F}_{q}$ satisfying

$$
h\left(\sum_{i} x_{i} v_{i}, \sum_{j} y_{j} w_{j}\right)=\sum_{i, j} x_{i} h\left(v_{i}, w_{j}\right) y_{j}^{q_{0}}
$$

and $h(v, w)=(h(w, v))^{q_{0}}$, for all $x_{i}, y_{j} \in \mathbb{F}_{q}$ and for all $v_{i}, w_{j}, v, w \in V$. The set $\mathcal{H}(V)$ of all Hermitian forms on $V$ is an $n^{2}$-dimensional vector space over $\mathbb{F}_{q_{0}}$. The radical $\operatorname{Rad} h$ of $h \in \mathcal{H}(V)$ is the subspace of $V$ consisting of all vectors $v$ such that $h\left(v, v^{\prime}\right)=0$, for every $v^{\prime} \in V$. The form $h$ is said to be non-degenerate if $\operatorname{Rad} h=\{0\}$, and the rank of $h$, denoted by rk $h$, is $n-\operatorname{dim}_{\mathbb{F}_{q}} \operatorname{Rad} h$. If $h \in \mathcal{H}(V)$, the $n \times n$ Hermitian matrix $A_{h}=\left(h\left(v_{i}, v_{j}\right)\right)$ is called the Gram matrix of $h$ with respect to the basis $\left\{v_{1}, \ldots, v_{n}\right\}$. Let $\mathcal{H}(n, q)$ be the set of all $n \times n$ Hermitian matrices over $\mathbb{F}_{q}$. The map $h \in \mathcal{H}(V) \mapsto A_{h} \in \mathcal{H}(n, q)$ is an isomorphism and $\operatorname{rk} h=\operatorname{rank} A_{h}$. Therefore, non-degenerate Hermitian forms correspond to nonsingular Hermitian matrices, and conversely. Let $\mathrm{GL}(\mathcal{H}(V))$ denote the general linear group of the $n^{2}$-dimensional $\mathbb{F}_{q_{0}}$-vector space $\mathcal{H}(V)$. By [48, Theorem 6.4], the subgroup of $\mathrm{GL}(\mathcal{H}(V))$ acting on $\mathcal{H}(V)$ by preserving the rank is $\mathrm{GL}(V)$. If $h \in \mathcal{H}(V)$ and $g \in \mathrm{GL}(V)$ then the element $h^{g} \in \mathcal{H}(V)$ is that whose Gram matrix is $M_{g}^{t} A_{h} \bar{M}_{g}$, where $\bar{M}_{g}$ is the matrix obtained by raising each entry of $M_{g}$ to the $q_{0}$-th power.

A correlation of $\mathrm{PG}(V)$ is a collineation from $\mathrm{PG}(V)$ to its dual. The correlation $\phi$ with underlying matrix $A$ and field automorphism $\theta$ acts on $\mathrm{PG}(V)$ by mapping $P=\left(x_{0}, \ldots, x_{n-1}\right)^{t}$ to the hyperplane represented by the column vector $\left(a_{0}, \ldots, a_{n-1}\right)^{t}=A\left(x_{0}^{\theta}, \ldots, x_{n-1}^{\theta}\right)^{t}$. For completeness, we recall that the correlation
$\phi^{*}$ from the dual of $\mathrm{PG}(V)$ to $\mathrm{PG}(V)$, with underlying matrix $A$ and field automorphism $\theta$, maps the hyperplane $\Pi$ with projective coordinates $\left(a_{0}, \ldots, a_{n-1}\right)^{t}$ on the projective point with coordinates $A^{-t}\left(a_{0}^{\theta}, \ldots, a_{n-1}^{\theta}\right)^{t}$. Therefore, the product of two correlations is a collineation of $\operatorname{PG}(V)$. A correlation of order two is called polarity. It is well-known that any correlation of $\mathrm{PG}(V)$ arises from a nondegenerate sesquilinear form on $V$, and polarities arise from either an alternating or a symmetric or a Hermitian form.

For further details on symmetric bilinear forms, polarities, correlations, quadratic forms and Hermitian forms, the interested reader is referred to [17] and [46].

Embed $V=V(n, q)$ in $\widehat{V}=V\left(n, q^{n}\right)$ by extending the scalars to $\mathbb{F}_{q^{n}}$. It is known $[9,18]$ that, for any given primitive element $\omega$ of $\mathbb{F}_{q^{n}}$ over $\mathbb{F}_{q}$, there is an $\mathbb{F}_{q^{n}}$-basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ of $\widehat{V}$ such that

$$
\begin{equation*}
V=\left\{\sum_{i=0}^{n-1} x^{q^{i}} s_{i}: x \in \mathbb{F}_{q^{n}}\right\} \tag{2}
\end{equation*}
$$

The ordered basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ is called a Singer basis for $V$ in $\widehat{V}$ and the representation (2) of $V$, or equivalently the set $\left\{\left(x, x^{q}, \ldots, x^{q^{n-1}}\right): x \in \mathbb{F}_{q^{n}}\right\} \subset \mathbb{F}_{q^{n}}^{n}$, is the so-called cyclic model of $V$ in $\widehat{V}$ [22].

A $q$-circulant $n \times n$ matrix over $\mathbb{F}_{q^{n}}$ is a matrix of the form

$$
D_{\mathbf{a}}=D_{\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)}=\left(\begin{array}{cccc}
a_{0} & a_{1} & \cdots & a_{n-1} \\
a_{n-1}^{q} & a_{0}^{q} & \cdots & a_{n-2}^{q} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1}^{q^{n-1}} & a_{2}^{q^{n-1}} & \cdots & a_{0}^{q^{n-1}}
\end{array}\right)
$$

with $a_{i} \in \mathbb{F}_{q^{n}}$; we say that the matrix $D_{\mathbf{a}}$ is generated by the array $\mathbf{a}=\left(a_{0}, \ldots, a_{n-1}\right)$. The set of all $q$-circulant $n \times n$ matrices over $\mathbb{F}_{q^{n}}$ forms the Dickson matrix algebra $\mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$ and the set of all invertible matrices in $\mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$ forms the Betti-Mathieu group $\mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right)[4,6]$. It is known that $\mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right) \simeq \operatorname{End}(V)$ and $\mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right) \simeq \operatorname{GL}(V)$ [37, 49]. Therefore, for any $g \in \mathrm{GL}(V)$ the matrix of $g$ with respect to the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ is a non-singular $q$-circulant matrix $D_{\mathbf{g}}[16,18]$. In addition, the non-singular Moore matrix

$$
E_{n}=\left(\begin{array}{cccc}
1 & w & \cdots & w^{n-1}  \tag{3}\\
1 & w^{q} & \cdots & w^{(n-1) q} \\
\vdots & \vdots & & \vdots \\
1 & w^{q^{n-1}} & \cdots & w^{(n-1) q^{n-1}}
\end{array}\right)
$$

is the matrix of the change of basis from $\left(v_{0}, \ldots, v_{n-1}\right)$ to $\left(s_{0}, \ldots, s_{n-1}\right)$ [16]. Then $D_{\mathrm{g}}=E_{n} M_{g} E_{n}^{-1}$.

A Singer cycle of $\mathrm{GL}(V)$ is an element of order $q^{n}-1$. It is known that any primitive element of $\mathbb{F}_{q^{n}}$ over $\mathbb{F}_{q}$ defines a Singer cycle of $V=V(n, q)[32,43]$. Let $\sigma$ be the Singer cycle defined by the primitive element $\omega$ associated with the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$. Then, with respect to this basis, $\sigma$ has $q$-circulant matrix $\operatorname{diag}\left(\omega, \omega^{q}, \ldots, \omega^{q^{n-1}}\right)[9]$.

Let $\tau \in \mathrm{GL}(V)$ whose $q$-circulant matrix is

$$
\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 1  \tag{4}\\
1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0
\end{array}\right)
$$

Observe that $\tau$ acts on the Singer cyclic group $S=\langle\sigma\rangle$ by mapping $\operatorname{diag}\left(\omega, \omega^{q}, \ldots, \omega^{q^{n-1}}\right)$ to $\operatorname{diag}\left(\omega^{q}, \ldots, \omega^{q^{n-1}}, \omega\right)$. Let $C$ be the cyclic group of order $n$ generated by $\tau$. Then $S \rtimes C$ is the normalizer of $S$ in GL $(V)$ [32].

In $\mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$, let $\mathcal{S D} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$ be the set of all symmetric $q$-circulant matrices. The isomorphism between the set of all bilinear forms on $V$ and $\mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$ described in [16, Proposition 2.6], induces the isomorphism $\mathcal{S}(V) \simeq \mathcal{S} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$. Therefore, we may identify any $f \in \mathcal{S}(V)$ with its symmetric $q$-circulant Gram matrix $D_{\mathbf{f}}=$ $E^{-1} A_{f} E^{-1} \in \mathcal{S} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$, with respect to the fixed Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$. If $g \in \mathrm{GL}(V)$ with $q$-circulant matrix $D_{\mathbf{g}}$, then the $q$-circulant Gram matrix of $f^{g} \in \mathcal{S}(V)$ is $D_{\mathbf{g}}^{t} D_{\mathbf{f}} D_{\mathbf{g}} \in \mathcal{S} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$.

Let $n$ be odd and $q=q_{0}^{2}$. A $q$-circulant matrix generated by the array

$$
\left(a_{0}, a_{1}, \ldots, a_{\frac{n-1}{2}-1}, b, a_{\frac{n-1}{2}-1}^{q_{0}^{n+2}}, \ldots, a_{1}^{q_{0}^{2 n-3}}, a_{0}^{q_{0}^{2 n-1}}\right)
$$

with $a_{i} \in \mathbb{F}_{q^{n}}$ and $b \in \mathbb{F}_{q_{0}^{n}}$ is said to be a $q$-circulant pseudo-Hermitian matrix. We denote by $\mathcal{H} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$ the set of these matrices. Analogously to the symmetric case, it can be seen that $\mathcal{H}(V) \simeq \mathcal{H}(n, q) \simeq \mathcal{H} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$. Therefore, we may identify any $h \in \mathcal{H}(V)$ with its $q$-circulant Gram matrix $D_{\mathbf{h}}=E^{-1} A_{h} E^{-1} \in \mathcal{H} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$, with respect to the fixed Singer basis. If $g \in \mathrm{GL}(V)$, then the $q$-circulant Gram matrix of $h^{g} \in \mathcal{H}(V)$ is $D_{\mathbf{g}}^{t} D_{\mathbf{h}} \bar{D}_{\mathbf{g}} \in \mathcal{H} \mathcal{D}_{n}\left(\mathbb{F}_{q^{n}}\right)$.

Throughout the paper let $\operatorname{Tr}_{q^{n} / q}$ denote the trace map from $\mathbb{F}_{q^{n}}$ onto $\mathbb{F}_{q}$,

$$
\operatorname{Tr}_{q^{n} / q}: x \in \mathbb{F}_{q^{n}} \longmapsto \sum_{i=0}^{n-1} x^{q^{i}} \in \mathbb{F}_{q}
$$

and let $\mathrm{N}_{q^{n} / q}$ denote the norm map from $\mathbb{F}_{q^{n}}$ onto $\mathbb{F}_{q}$,

$$
\mathrm{N}_{q^{n} / q}: x \in \mathbb{F}_{q^{n}} \longmapsto x^{q^{n-1}+\cdots+q+1} \in \mathbb{F}_{q} .
$$

Also, we will denote by $\mathbf{x}$ the vector $\left(x, x^{q}, \ldots, x^{q^{n-1}}\right)$ of the cyclic model of $V$ in $\widehat{V}$, and by $\mathbf{e}_{i}$ the vector $(0, \ldots, 0,1,0, \ldots, 0), 0 \leq i \leq n-1$, where 1 is in the $i$-th position and 0 elsewhere. Finally, we will index rows and columns of any $n \times n$ matrix $M$ by elements in $\{0, \ldots, n-1\}$ and $\{0, \ldots, n-1\}$, and we will denote by $M_{(i)}$ and $M^{(j)}$ its $i$-th row and $j$-th column, respectively.

## 3. Orbit codes from symmetric bilinear forms

Let $f_{a}$ be the symmetric bilinear form on $V$ whose $q$-circulant Gram matrix in the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ is

$$
D_{a}=\left(\begin{array}{cccc}
a & 0 & \cdots & 0 \\
0 & a^{q} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a^{q^{n-1}}
\end{array}\right)
$$

for some $a \in \mathbb{F}_{q^{n}}$. Hence, the set

$$
U_{1}=\left\{f_{a}: a \in \mathbb{F}_{q^{n}}\right\}
$$

is an $n$-dimensional $\mathbb{F}_{q}$-vector subspace of $\mathcal{S}(V)$.
Theorem 3.1. The stabilizer of $U_{1}$ in $\mathrm{GL}(V)$ is $S \rtimes C$, where $S$ is the Singer cyclic group of $\mathrm{GL}(V)$ generated by $\sigma$ and $C$ is the cyclic group generated by $\tau$.
Proof. Let $g \in \mathrm{GL}(V)$ with $q$-circulant matrix $D_{\mathbf{g}}$ generated by $\left(g_{0}, g_{1}, \ldots, g_{n-1}\right)$ with respect to the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$. Then $D_{\mathbf{g}}^{t}$ is generated by $\left(h_{0}, h_{1}, \ldots, h_{n-1}\right)=$ $\left(g_{0}, g_{n-1}^{q}, \ldots, g_{1}^{q^{n-1}}\right)$. Let $f_{a}$ be any element in $U_{1}$. Then, the $q$-circulant Gram matrix of $f_{a}^{g}$ is generated by the array $\left(D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}\right)_{(0)}$.

The $l$-th entry of $\left(D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}\right)_{(0)}$, for $0 \leq l \leq n-1$, is given by the inner product $\left(D_{\mathbf{g}}^{t} D_{a}\right)_{(0)} \cdot D_{\mathbf{g}}^{(l)}$, with $D_{\mathbf{g}}^{(l)}=\left(g_{n-l}^{q^{l}}, g_{n-l+1}^{q^{l}}, \ldots, g_{n-l-1}^{q^{l}}\right)$, where subscripts are taken modulo $n$. As

$$
\left(D_{\mathbf{g}}^{t} D_{a}\right)_{(0)}=\left(h_{0} a, h_{1} a^{q}, \ldots, h_{n-1} a^{q^{n-1}}\right)
$$

the $l$-th entry of $\left(D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}\right)_{(0)}$ is

$$
\sum_{i=0}^{n-1} h_{i} h_{n-l+i}^{q^{l}} a^{q^{i}}
$$

Since we are assuming that $g$ fixes $U_{1}$, we must have

$$
\begin{equation*}
\sum_{i=0}^{n-1} h_{i} h_{i-l}^{q^{l}} a^{q^{i}}=0 \tag{5}
\end{equation*}
$$

for $1 \leq l \leq n-1$. As equation (5) holds for all $a \in \mathbb{F}_{q^{n}}$, we get

$$
0=h_{i} h_{i-l}^{q^{l}}=g_{n-i}^{q^{i}} g_{l-i}^{q^{i}},
$$

for $0 \leq i \leq n-1$ and $1 \leq l \leq n-1$. This is equivalent to

$$
\begin{equation*}
g_{i} g_{i-l}=0 \tag{6}
\end{equation*}
$$

for $0 \leq i \leq n-1$ and $1 \leq l \leq n-1$.
As $D_{\mathrm{g}} \in \mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right)$, then $\left(g_{0}, g_{1}, \ldots, g_{n-1}\right) \neq(0, \ldots, 0)$. So, by applying a suitable element in $C$, we may assume $g_{0} \neq 0$. Equation (6) implies $g_{-l}=0$, for $1 \leq l \leq n-1$. By considering subscripts modulo $n$, we see that the only possible non-zero entry in $\left(g_{0}, \ldots, g_{n-1}\right)$ is $g_{0}$, that is $g \in S$. Therefore the stabilizer of $U_{1}$ in $\mathrm{GL}(V)$ has the prescribed form.

For any $g \in \mathrm{GL}(V)$, set $U_{1}^{g}=\left\{f_{a}^{g}: a \in \mathbb{F}_{q^{n}}\right\}$. Let $\mathcal{U}_{1}$ be the orbit code $\mathcal{U}_{1}=U_{1} \mathrm{GL}(V)=\left\{U_{1}^{g}: g \in \operatorname{GL}(V)\right\}$. From Theorem 3.1 and the Orbit-Stabilizer Theorem [2, p.16] we get the following result.

Corollary 1. The size of $\mathcal{U}_{1}$ is

$$
\frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n} .
$$

Lemma 3.2. Let $f_{a}, f_{b} \in U_{1}$ with associated polarities $\widehat{\delta}_{a}$ and $\widehat{\delta}_{b}$ of $\operatorname{PG}(\widehat{V})$. Then the (linear) collineation $\psi=\widehat{\delta}_{b} \cdot \widehat{\delta}_{a}$ of $\operatorname{PG}(\widehat{V})$ is represented by the $q$-circulant matrix generated by the array $\left(a b^{-1}, 0, \ldots, 0\right)$.
Proof. It suffices to consider $\widehat{\delta}_{a}$ and $\widehat{\delta}_{b}$ as correlations of $\operatorname{PG}(\widehat{V})$ acting on it via the corresponding $q$-circulant matrices $D_{a}$ and $D_{b}$ with respect to the Singer basis.

It is immediate to see that $\psi$ fixes each point $\left\langle\mathbf{e}_{i}\right\rangle$, for $i=0, \ldots, n-1$.
Theorem 3.3. Let $g \in \operatorname{GL}(V)$, with $g \notin S \rtimes C$, and $q$-circulant matrix $D_{\mathbf{g}}$ with respect to the Singer basis $\left(s_{0}, s_{1}, \ldots, s_{n-1}\right)_{w}$. Let $D_{\mathbf{k}}=D_{\mathbf{g}}^{-t}$ the inverse transpose of $D_{\mathbf{g}}$, where $\mathbf{k}=\left(k_{0}, \ldots, k_{n-1}\right)$. Suppose that exactly $l+1$ entries of $\mathbf{k}$ are non-zero, say $k_{i_{0}}, k_{i_{1}}, \ldots, k_{i_{l}}$, with $0 \leq i_{0}<i_{1}<\ldots<i_{l} \leq n-1$. Then the subspaces $U_{1}$ and $U_{1}^{g}$ meet either trivially or in a j-dimensional $\mathbb{F}_{q}$-subspace, where $j=\operatorname{gcd}\left(n, i_{1}-i_{0}, \ldots, i_{l}-i_{0}\right)$.

Proof. Assume that $U_{1}$ and $U_{1}^{g}$ do not meet trivially, and let $f_{a} \in U_{1} \cap U_{1}^{g}$ for some non-zero $a \in \mathbb{F}_{q^{n}}$. Let $f_{b} \in U_{1} \cap U_{1}^{g}$ with $b \in \mathbb{F}_{q^{n}} \backslash\{0, a\}$. Note that $\mathbf{e}_{i}^{g^{-1}}=\left(k_{n-i}^{q^{i}}, \ldots, k_{n-i-1}^{q^{i}}\right)$, which is the $i$-th column of $D_{\mathrm{g}}^{-1}$. As $f_{a}, f_{b} \in U_{1}$, by Lemma 3.2, the linear collineation $\psi=\widehat{\delta}_{a} \cdot \widehat{\delta}_{b}$ of $\operatorname{PG}(\widehat{V})$ fixes $\left\langle\mathbf{e}_{i}\right\rangle$ and $\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle$, for all $i=0, \ldots, n-1$.

Assume first that all entries $k_{i}$ are non-zero. Then $\left\{\left\langle\mathbf{e}_{0}\right\rangle, \ldots,\left\langle\mathbf{e}_{n-1}\right\rangle,\left\langle\mathbf{e}_{0}^{g^{-1}}\right\rangle\right\}$ is a projective frame in $\operatorname{PG}(\widehat{V})$. Therefore $\psi$ is the identity on $\operatorname{PG}(\widehat{V})$. From Lemma 3.2 it follows that $a b^{-1} \in \mathbb{F}_{q} \backslash\{0\}$, that is $U_{1} \cap U_{1}^{g}=\left\langle f_{a}\right\rangle_{\mathbb{F}_{q}}$.

Assume now that exactly $l+1<n$ entries of $\left(k_{0}, \ldots, k_{n-1}\right)$ are non-zero, say $k_{i_{0}}, k_{i_{1}}, \ldots, k_{i_{l}}$, with $0 \leq i_{0}<i_{1}<\ldots<i_{l} \leq n-1$. As the cyclic subgroup $C=\langle\tau\rangle$ fixes $U_{1}$ we may assume $k_{0} \neq 0$, i.e. $i_{0}=0$. Then $\left\{\left\langle\mathbf{e}_{0}\right\rangle,\left\langle\mathbf{e}_{i_{1}}\right\rangle, \ldots,\left\langle\mathbf{e}_{i_{l}}\right\rangle,\left\langle\mathbf{e}_{0}^{g^{-1}}\right\rangle\right\}$ is a projective frame in the subspace $\Gamma$ spanned by $\left\langle\mathbf{e}_{0}\right\rangle,\left\langle\mathbf{e}_{i_{1}}\right\rangle, \ldots,\left\langle\mathbf{e}_{i_{l}}\right\rangle$. From the above argument we see that $\psi$ induces the identity on $\Gamma$. Therefore $a b^{-1}=\left(a b^{-1}\right)^{q^{i m}}$, for $m=1, \ldots, l$, that is $a b^{-1} \in \mathbb{F}_{q^{j}}$, with $j=\operatorname{gcd}\left(n, i_{1}, \ldots, i_{l}\right)$. This implies that $U_{1}$ and $U_{1}^{g}$ intersect in a $j$-dimensional $\mathbb{F}_{q}$-subspace.

Corollary 2. For each $g \in \mathrm{GL}(V), g \notin S \rtimes C$, the subspaces $U_{1}$ and $U_{1}^{g}$ have at most $q^{j}$ elements in common, where $j<n$ is the greatest divisor of $n$.

Theorem 3.4. Let $j<n$ be the greatest divisor of $n$. Then the set $\mathcal{U}_{1}$ is an orbit code with parameters

$$
\left(\frac{n(n+1)}{2}, \frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n}, 2(n-j), n\right)_{q}
$$

Moreover, GL(V) acts transitively on it.
Proof. The result follows from Corollaries 1 and 2.

Example 1. Let $n=4$. For any given $a \in \mathbb{F}_{q^{4}}$ the matrix of the symmetric bilinear form $f_{a}$ in the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ is

$$
D_{a}=\left(\begin{array}{cccc}
a & 0 & 0 & 0 \\
0 & a^{q} & 0 & 0 \\
0 & 0 & a^{q^{2}} & 0 \\
0 & 0 & 0 & a^{q^{3}}
\end{array}\right)
$$

Hence the $\mathbb{F}_{q}$-subspace $U_{1}$ of $V$ can be identified with the $\mathbb{F}_{q^{-}}$-subspace $\left\{D_{a}: a \in \mathbb{F}_{q^{4}}\right\}$ in the Dickson matrix algebra $\mathcal{D}_{4}\left(\mathbb{F}_{q^{4}}\right)$, and the codewords of $\mathcal{U}_{1}$ are the subspaces
$\left\{D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}: a \in \mathbb{F}_{q^{n}}\right\}$ for any non-singular $q$-circulant matrix

$$
D_{\mathbf{g}}=D_{\left(g_{0}, g_{1}, g_{2}, g_{3}\right)}=\left(\begin{array}{cccc}
g_{0} & g_{1} & g_{2} & g_{3} \\
g_{3}^{q} & g_{0}^{q} & g_{1}^{q} & g_{2}^{q} \\
g_{2}^{q^{2}} & g_{3}^{q^{2}} & g_{0}^{q^{2}} & g_{1}^{q^{2}} \\
g_{1}^{q^{3}} & g_{2}^{q^{3}} & g_{2}^{q^{3}} & g_{0}^{q^{3}}
\end{array}\right)
$$

Note that $D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}=D_{\mathbf{h}}$, with $\mathbf{h}=\left(h_{0}, \ldots, h_{n-1}\right)$ where $h_{l}=\sum_{i=0}^{3} g_{3-i}^{q^{i}} g_{l-i}^{q^{i}} a^{q^{i}} ;$ here subscripts are taken modulo $n$.

Remark 1. The representation of $U_{1}$ and of the orbit code $\mathcal{U}_{1}$ over $\mathbb{F}_{q}$ is obtained by considering the matrix $E_{n}$ of the change of basis from $\left(v_{0}, \ldots, v_{n-1}\right)$ to $\left(s_{0}, \ldots, s_{r-1}\right)_{w}$. The $q$-ary representation of $U_{1}$ is the subspace $\left\{E_{n}^{t} D_{a} E_{n}\right.$ : $\left.a \in \mathbb{F}_{q^{n}}\right\}$ of $\mathcal{S}(n, q)$, and the codewords of $\mathcal{U}_{1}=U_{1} \mathrm{GL}(V)$ are the subspaces $\left\{\left(D_{\mathbf{g}} E_{n}\right)^{t} D_{a}\left(D_{\mathbf{g}} E_{n}\right): a \in \mathbb{F}_{q^{n}}\right\}$, for all $D_{\mathbf{g}} \in \mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right)$. By using the isomorphism

$$
\begin{align*}
& \nu: \mathcal{S}(n, q) \rightarrow V(n(n+1) / 2, q) \\
&\left(a_{i j}\right) \mapsto  \tag{7}\\
&\left(a_{i, j}\right)_{0 \leq i \leq j \leq n-1}
\end{align*}
$$

one can easily obtain the representation of the codewords of $\mathcal{U}_{1}$ as vectors of length $n(n+1) / 2$ over $\mathbb{F}_{q}$.

## 4. Orbit codes from quadratic forms

In this section we assume $n=2 k+1$ to be an odd integer. For any $a \in \mathbb{F}_{q^{n}}$ and $\mathbf{x}=\left(x, x^{q}, \ldots, x^{q^{n-1}}\right)$, the map

$$
Q_{a}(\mathbf{x})=\operatorname{Tr}_{q^{n} / q}\left(a x^{q^{k}+1}\right)
$$

is a quadratic form on $V$ whose associated polar form is

$$
\begin{equation*}
\beta_{a}(\mathbf{x}, \mathbf{y})=\operatorname{Tr}_{q^{n} / q}\left(a x y^{q^{k}}+a x^{q^{k}} y\right) \tag{8}
\end{equation*}
$$

It is easy to see that each quadratic form $Q_{a}$ of $V$ is the restriction on $V$ of the quadratic form $\widehat{Q}_{a}(\mathbf{X})=\sum_{i=0}^{n-1} a^{q^{i}} X_{i} X_{i+k}$ on $\widehat{V}$, where $\mathbf{X}=\left(X_{0}, \ldots, X_{n-1}\right)$. Also we denote by $\widehat{\beta}_{a}$ the extension of $\beta_{a}$ on $\widehat{V}$.

Lemma 4.1. For any non-zero $a \in \mathbb{F}_{q^{n}}, Q_{a}$ is a non-degenerate quadratic form on $V$.
Proof. Let $\mathbf{x}=\left(x, x^{q}, \ldots, x^{q^{n-1}}\right) \in \operatorname{Rad} \beta_{a}$. Then

$$
\operatorname{Tr}_{q^{n} / q}\left(y\left(a x^{q^{k}}+a^{q^{k+1}} x^{q^{k+1}}\right)\right)=0
$$

for all $y \in \mathbb{F}_{q^{n}}$. As the left hand side is a polynomial in the unknown $y$ of degree at most $q^{n-1}$ with $q^{n}$ roots, we get

$$
\begin{equation*}
a x^{q^{k}}+a^{q^{k+1}} x^{q^{k+1}}=0 . \tag{9}
\end{equation*}
$$

If $q$ is odd then $\beta_{a}$ is symmetric and we have $Q_{a}(\mathbf{x})=\beta_{a}(\mathbf{x}, \mathbf{x}) / 2$. Therefore $Q_{a}$ is non-degenerate if and only if $\operatorname{Rad} \beta_{a}=\{0\}$. The above equation implies

$$
\mathrm{N}_{q^{n} / q}\left(a^{q^{k+1}-1}\right)=(-1)^{n} \mathrm{~N}_{q^{n} / q}\left(\frac{1}{x^{q^{k}(q-1)}}\right)=-1
$$

as $n$ is odd and $\mathrm{N}_{q^{n} / q}\left(x^{q^{k}(q-1)}\right)=1$. On the other hand, since $q^{k+1}-1=(q-$ 1) $\left(q^{k}+q^{k-1}+\ldots+1\right)$ we get $\mathrm{N}_{q^{n} / q}\left(a^{q^{k+1}-1}\right)=1$; a contradiction.

If $q$ is even then $\beta_{a}$ is alternating with $\operatorname{Rad} \beta_{a}$ nontrivially as $n$ is odd. Therefore $Q_{a}$ is non-degenerate if and only if $\operatorname{Ker}\left(\left.Q_{a}\right|_{\operatorname{Rad} \beta_{a}}\right)=\{0\}$. Let $x \in \mathbb{F}_{q^{n}} \backslash\{0\}$ such that $\mathbf{x} \in \operatorname{Rad} \beta_{a}$. By raising (9) to the $q^{k+1}$-th power, we get

$$
a^{q^{k+1}} x+a^{q} x^{q}=0
$$

Hence

$$
\left(\frac{x}{a^{\frac{q^{k}-1}{q-1}}}\right)^{q-1}=1
$$

i.e., $x=c a^{q \frac{q^{k}-1}{q-1}}$, for some non-zero $c \in \mathbb{F}_{q}$. Therefore, $\mathbf{x}$ is singular if and only if

$$
Q_{a}(\mathbf{x})=\operatorname{Tr}_{q^{n} / q}\left(a x^{q^{k}+1}\right)=c^{2} \operatorname{Tr}_{q^{n} / q}\left(a^{q \frac{q^{2 k}-1}{q-1}+1}\right)=c^{2} n \mathrm{~N}_{q^{n} / q}(a)=0
$$

if and only if $a=0$.
From the previous lemma, the Witt index of $Q_{a}$ is $k$ and $\left\langle\mathbf{e}_{i}: i=0, \ldots, k-1\right\rangle$ is a totally singular subspace of $\widehat{Q}_{a}$, for all $a \in \mathbb{F}_{q^{n}} \backslash\{0\}$.

Let $U_{2}$ be the following set

$$
\begin{equation*}
U_{2}=\left\{Q_{a}: a \in \mathbb{F}_{q^{n}}\right\} \tag{10}
\end{equation*}
$$

Then $U_{2}$ is an $n$-dimensional $\mathbb{F}_{q}$-subspace of $\mathcal{Q}(V)$. Straightforward computations show that $Q_{a}^{\sigma}=Q_{a \omega^{q^{k}+1}}$ and $Q_{a}^{\tau}=Q_{a^{q}}$, for all $a \in \mathbb{F}_{q^{n}} \backslash\{0\}$. Therefore the group $S \rtimes C$ fixes $U_{2}$.

Theorem 4.2. The stabilizer of $U_{2}$ in $\mathrm{GL}(V)$ is $S \rtimes C$, where $S$ is the Singer cyclic group of $\mathrm{GL}(V)$ generated by $\sigma$ and $C$ is the cyclic group generated by $\tau$.
Proof. The result was proved in [11] for $n=3$. Therefore, we assume $n \geq 5$, that is $k>1$. For any $Q_{a} \in U_{2}, a \neq 0$, the associated polar form is $\beta_{a}$ defined by (8). Let $B_{a}$ be the $q$-circulant Gram matrix of $\beta_{a}$ with respect to the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$. Then $B_{a}$ is generated by the array $\left(0, \ldots, 0, a, a^{q^{k+1}}, 0, \ldots, 0\right)$, where $a$ is in the $k$-th position. If $g \in \operatorname{GL}(V)$ fixes $U_{2}$, then it fixes also the set $\left\{\beta_{a}: a \in \mathbb{F}_{q^{n}}\right\}$. We use the same notation and arguments as in the proof of Theorem 3.1. Assume that $D_{\mathrm{g}}^{t}$ is generated by the array $\left(g_{0}, g_{1}, \ldots, g_{n-1}\right)$.

Since the $q$-circulant Gram matrix of $\beta_{a}^{g}$ is generated by the array $\left(D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}\right)_{(0)}$, the $l$-th entry, with $0 \leq l \leq n-1$, in $\left(D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}\right)_{(0)}$ is given by the inner product $\left(D_{\mathbf{g}}^{t} B_{a}\right)_{(0)} \cdot D_{\mathbf{g}}^{(l)}$, with $D_{\mathbf{g}}^{(l)}=\left(g_{n-l}^{q^{l}}, g_{n-l+1}^{q^{l}}, \ldots, g_{n-l-1}^{q^{l}}\right)^{t}$, where subscripts are taken modulo $n$. As

$$
\left(D_{\mathbf{g}}^{t} B_{a}\right)_{(0)}=\left(g_{k} a+g_{k+1} a^{q^{k+1}}, g_{k+1} a^{q}+g_{k+2} a^{q^{k+2}}, \ldots, g_{k-1} a^{q^{n-1}}+g_{k} a^{q^{k}}\right)
$$

the $l$-th entry of $\left(D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}\right)_{(0)}$ is

$$
\begin{equation*}
\sum_{i=0}^{n-1}\left(g_{k+i} a^{q^{i}}+g_{k+1+i} a^{q^{k+1+i}}\right) g_{n-l+i}^{q^{l}}=\sum_{i=0}^{n-1}\left(g_{i} g_{n-l+k+i}^{q^{l}}+g_{k+i} g_{n-l+i}^{q^{l}}\right) a^{q^{i}} \tag{11}
\end{equation*}
$$

Since $B_{a}$ is symmetric and $g$ fixes $U_{2}$, we have

$$
\sum_{i=0}^{n-1}\left(g_{k+i} g_{n-l+i}^{q^{l}}+g_{i} g_{n-l+k+i}^{q^{l}}\right) a^{q^{i}}=0
$$

for $0 \leq l \leq k-1$ and all $a \in \mathbb{F}_{q^{n}}$. This implies

$$
\begin{equation*}
g_{i} g_{k-l+i}^{q^{l}}+g_{k+i} g_{n-l+i}^{q^{l}}=0 \tag{12}
\end{equation*}
$$

for $0 \leq i \leq n-1$ and $0 \leq l \leq k-1$. As $D_{\mathrm{g}}^{t}$ is non-singular, we may apply a suitable element in $C$, and hence assume $g_{0} \neq 0$. Note that if the element $g_{0}$ appears in the equation (12), then either $i \in\{0, k+1\}$ or $i-l \in\{0, k+1\}$. In the former case, we have

$$
\left\{\begin{array}{rl}
g_{0} g_{k-l}^{q^{l}}+g_{k} g_{n-l}^{q^{l}} & =0 \\
g_{k+1} g_{n-l}^{q^{l}}+g_{0} g_{k+1-l}^{q^{l}} & =0
\end{array}, \quad \text { for } l=0, \ldots, k-1\right.
$$

i.e.

$$
\left\{\begin{array}{rl}
g_{0} g_{1+l}^{q^{l}}+g_{k} g_{k+2+l}^{q^{l}} & =0  \tag{13}\\
g_{0} g_{2+l}^{q^{l}}+g_{k+1} g_{k+2+l}^{q^{l}} & =0
\end{array}, \quad \text { for } l=0, \ldots, k-1\right.
$$

In the case $i-l \in\{0, k+1\}$, we have

$$
\left\{\begin{array}{rll}
g_{0}^{q^{i}} g_{k+i}+g_{k}^{q^{i}} g_{i}=0 & \text { for } i=0, \ldots, k-1  \tag{14}\\
g_{0}^{q^{i+k}} g_{i}+g_{k+1}^{q^{i+k}} g_{k+i} & =0 & \text { for } i=k+1, \ldots, 2 k
\end{array}\right.
$$

Let $q$ be odd. By putting $i=0$ and $i=k+1$ in the first and in the second equation of (14), respectively, we get $g_{k}=g_{k+1}=0$. Hence, from (13) and (14), we have $g_{m}=0$ for $m=1, \ldots, k-1, k+2, \ldots, n-1$, that is $g \in S$.

Let $q$ be even. By applying a suitable element of $S$ we may assume $g_{0}=1$. As $k>1$, Equations (13) and (14) give

$$
\left\{\begin{array}{ll}
g_{1+l}^{q^{l}} & =g_{k} g_{k+2+l}^{q^{l}}  \tag{15}\\
g_{2+l}^{q^{l}} & =g_{k+1} g_{k+2+l}^{q^{l}}
\end{array}, \quad \text { for } l=0, \ldots, k-1\right.
$$

and

$$
\left\{\begin{array}{rll}
g_{k+i} & = & g_{k}^{q^{i}} g_{i}
\end{array} \begin{array}{l}
\text { for } i=0, \ldots, k-1  \tag{16}\\
g_{i}
\end{array}=g_{k+1}^{q^{i+k}} g_{k+i} \quad \text { for } i=k+1, \ldots, 2 k .\right.
$$

Assume $g_{k}=0$. Then $g_{i}=0$ for $i=1, \ldots, 2 k-1$, and $g_{2 k}=0$ from the second equation of (16), as $g_{k-1}=0$. Therefore, $g \in S$.
Assume $g_{k+1}=0$. Then $g_{i}=0$ for $i=2, \ldots, 2 k$, and $g_{1}=0$ from the first of (15), as $g_{k}=0$. Therefore, $g \in S$.
Assume by contradiction that $g_{k} \neq 0 \neq g_{k+1}$. From (15) with $l=k-1$ we get

$$
\left\{\begin{array}{l}
g_{k}^{q^{k-1}}=g_{k} \\
g_{k+1}^{q^{k-1}}=g_{k+1}
\end{array}\right.
$$

From the first of (13) with $l=0$ we get $g_{1}=g_{k} g_{k+2}$, which plugged in (16) with $i=k+2$ gives $g_{k+2}=g_{k+1}^{q} g_{k} g_{k+2}$. From (16) with $i=1$ follows $g_{1} \neq 0$, whence $g_{k+2} \neq 0$. Therefore, $g_{k+1}^{q} g_{k}=1$, i.e. $g_{k}=\left(g_{k+1}^{-1}\right)^{q}$. From the first equation of (15) we get

$$
g_{1+l}^{q^{l}} g_{k+1}^{q}=g_{k+2+l}^{q^{l}}, \quad \text { for } l=0, \ldots, k-1
$$

which for $l=1$ gives $g_{2}^{q} g_{k+1}^{q}=g_{k+3}^{q}$, that is $g_{2} g_{k+1}=g_{k+3}$, where $g_{2} \neq 0$ from (16) with $i=2$. By comparing this equation with (16) with $i=k+3$ we see that $g_{k+1} \in \mathbb{F}_{q}$, as $n$ is odd. Thus, $g_{k}=g_{k+1}^{-1} \in \mathbb{F}_{q}$, and substituting this in (16) we have

$$
\begin{equation*}
g_{i}=g_{k+1} g_{k+i} \tag{17}
\end{equation*}
$$

for $i=0, \ldots, k-1, k+1, \ldots, 2 k$. Finally, induction on $i$ in Eq. (17) provides

$$
\left\{\begin{aligned}
g_{i} & =g_{k+1}^{2 i} \\
g_{k+i+1} & =g_{k+1}^{2 i+1},
\end{aligned} \quad \text { for } i=0, \ldots, k-1\right.
$$

that is,

$$
\left\{\begin{aligned}
g_{i} & =\alpha^{2 i} \\
g_{k+i+1} & =\alpha^{2 i+1}, \quad \text { for } i=0, \ldots, k-1,
\end{aligned}\right.
$$

for some non-zero $\alpha \in \mathbb{F}_{q}$, and $g_{k}=\alpha^{-1}$. Substituting once again these equalities in the second of (15) with $l=k-2$, we get $\alpha^{n}=1$. Since $g$ fixes $U_{2}$ setwise, also $\alpha g$ does. Therefore, we may assume that $D_{\mathrm{g}}^{t}$ is the $q$-circulant matrix generated by the array $\left(g_{0}, \ldots, g_{2 k}\right)$, where

$$
\left\{\begin{aligned}
g_{i} & =\alpha^{2 i+1} \\
g_{k+i+1} & =\alpha^{2 i+2}, \quad \text { for } i=0, \ldots, k-1, \text { and } g_{k}=1 .
\end{aligned}\right.
$$

By taking into account that $g_{i} \in \mathbb{F}_{q}$, for $i \in\{0, \ldots, n-1\}$ and using (11), the $k$-th entry of $\left(D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}\right)_{(0)}$ is

$$
\begin{aligned}
\sum_{i=0}^{n-1}\left(g_{i}^{2}+g_{k+i} g_{k+i+1}\right) a^{q^{i}}= & \sum_{i=0}^{k-1}\left(g_{i}^{2}+g_{k+i} g_{k+i+1}\right) a^{q^{i}}+\left(g_{k}^{2}+g_{2 k} g_{0}\right) a^{q^{k}}+ \\
& \sum_{i=k+1}^{n-1}\left(g_{i}^{2}+g_{k+i} g_{k+i+1}\right) a^{q^{i}} \\
= & \left(\alpha^{2}+\alpha^{2}\right) a+\sum_{i=1}^{k-1}\left(\alpha^{4 i+2}+\alpha^{2(i-1)+2} \alpha^{2 i+2}\right) a^{q^{i}}+ \\
& \left(1+\alpha^{2(k-1)+2} \alpha\right) a^{q^{k}}+\sum_{i=0}^{k-2}\left(\alpha^{4 i+4}+\alpha^{2 i+1} \alpha^{2(i+1)+1}\right) a^{q^{k+i+1}} \\
& +\left(\alpha^{4 k}+\alpha^{2 k-1}\right) a^{q^{2 k}} .
\end{aligned}
$$

As $q$ is even and $\alpha^{n}=1$, we see that the $k$-th entry of $\left(D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}\right)_{(0)}$ is zero. On the other hand, since $g$ fixes $U_{2}$, the $q$-circulant Gram matrix $D_{\mathbf{g}}^{t} B_{a} D_{\mathbf{g}}$ is associated with the polar form $\beta_{b}$, for some $b \in \mathbb{F}_{q^{n}} \backslash\{0\}$. This gives a contradiction. Hence, $g_{k}=g_{k+1}=0$, and $g \in S$. This completes the proof.
Remark 2. In the particular case when $n$ is a prime, Theorem 4.2 follows from a result of Kantor [33].

Let us consider the orbit code $\mathcal{U}_{2}=U_{2} \mathrm{GL}(V)=\left\{U_{2}^{g}: g \in \mathrm{GL}(V)\right\}$. From Theorem 4.2 and the Orbit-Stabilizer Theorem [2, p.16], we obtain the following result.

Corollary 3. The size of $\mathcal{U}_{2}$ is

$$
\frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n}
$$

Remark 3. In the case $n=3$, the orbit code $\mathcal{U}_{2}$ has minimum distance 4 and the group GL $(3, q)$ acts transitively on it [11].

At this point the main goal is the determination of the minimum distance of $\mathcal{U}_{2}$. We will do this in the case $n=5$ by using geometric arguments, while this computation remains an open problem for $n>5$ odd. However, before to do that we consider it appropriate to give here the representation over $\mathbb{F}_{q}$ of the subspace $U_{2}$ and of the set $\mathcal{U}_{2}$. If $\left(u_{0}, \ldots, u_{n-1}\right)$ is an ordered basis for $V=V(n, q)$, and $v \in V$, write $v=x_{0} u_{0}+\ldots+x_{n-1} u_{n-1} \in V$. Then, for any $Q \in \mathcal{Q}(V)$ we have

$$
Q(v)=\sum_{i \leq j} a_{i j} x_{i} x_{j}
$$

for some $a_{i j} \in \mathbb{F}_{q}$, so $Q$ can be identified with the homogeneous polynomial $\sum_{i \leq j} a_{i j} X_{i} X_{j}$ of degree two in the $n$ coordinates $X_{i}$ of $V$ relative to the given basis; by abuse of notation we will denote this polynomial by $Q(\mathbf{X})$. Let $\mathcal{Q}(n, q)$ be the set of all the
homogeneous polynomials of degree two over $\mathbb{F}_{q}$ in the variables $X_{i}, i=0, \ldots, n-1$. It is evident that $\left\{Q_{i j}(\mathbf{X})=X_{i} X_{j}: 0 \leq i \leq j \leq n-1\right\}$, is a basis for $\mathcal{Q}(n, q)$. Let $C_{i j}$ be the $n \times n$ matrix over $\mathbb{F}_{q}$ whose all entries are all 0 but the $(i, j)$-entry which is 1 . Then we may write $X_{i} X_{j}=\mathbf{X}^{t} C_{i j} \mathbf{X}$. If $Q \in \mathcal{Q}(V)$ corresponds to the polynomial $Q(\mathbf{X})=\sum_{i \leq j} a_{i j} X_{i} X_{j}$ in the given basis, then $Q(\mathbf{X})$ can be written as $\mathbf{X}^{t} C \mathbf{X}=\sum_{i \leq j} a_{i j} \mathbf{X}^{t} C_{i j} \mathbf{X}$. Conversely, given any upper-triangular matrix $C$, then $\mathbf{X}^{t} C \mathbf{X} \in \mathcal{Q}(n, q)$, i.e. $Q(\mathbf{X})=\mathbf{X}^{t} C \mathbf{X}$ is a quadratic form of $\mathbb{F}_{q}^{n}$. We denote by $\mathcal{T}(n, q)$ the set of all the upper triangular matrices over $\mathbb{F}_{q}$. It is evident that $\left\{C_{i j}: 0 \leq i \leq j \leq n-1\right\}$ is a basis for $\mathcal{T}(n, q)$ and the map

$$
\begin{array}{cccc}
\nu_{\left\{u_{0}, \ldots, u_{n-1}\right\}}: & \mathcal{Q}(V) & \rightarrow \mathcal{T}(n, q)  \tag{18}\\
Q & \mapsto & \left(a_{i j}\right)_{i \leq j}
\end{array}
$$

is an isomorphism. To get the action of $A \in \operatorname{GL}(n, q)$ on $\mathcal{Q}(n, q)$ it suffices to know the action of $A$ on $Q_{i j}(\mathbf{X})$ and then to extend it by linearity. To do this we need to write $Q_{i j}^{A}(\mathbf{X})$ in a matrix form. As $Q_{i j}(\mathbf{X})=\mathbf{X}^{t} C_{i j} \mathbf{X}$, we first compute $C_{i j}^{A}=A^{t} C_{i j} A$ and then define the upper-triangular matrix $T\left(C_{i j}^{A}\right)$ as follows:

$$
\left[T\left(C_{i j}^{A}\right)\right](k, l)= \begin{cases}C_{i j}^{A}(k, k) & \text { if } k=l \\ C_{i j}^{A}(k, l)+C_{i j}^{A}(l, k) & \text { if } k<l \\ 0 & \text { if } k>l\end{cases}
$$

It turns out that the coefficient of $X_{k} X_{l}$ in the polynomial $Q_{i j}^{A}(\mathbf{X})$ is precisely the $(k, l)$-entry of the matrix $T\left(C_{i j}^{A}\right)$.

We are now in position to give the $q$-ary representation of the subspace $U_{2}$ and the set $\mathcal{U}_{2}$. For $n=2 k+1$ and any $a \in \mathbb{F}_{q^{n}}$, the quadratic form $Q_{a}(\mathbf{x})=$ $\operatorname{Tr}_{q^{n} / q}\left(a x^{q^{k}+1}\right)$ can be written as $\mathbf{x}^{t} C_{a} \mathbf{x}$ where $\mathbf{x}=\left(x, x^{q}, \ldots, x^{q^{n-1}}\right), x \in \mathbb{F}_{q^{n}}$, and

$$
C_{a}=\left(\begin{array}{cccccccc}
0 & \cdots & 0 & a & a^{q^{k+1}} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & a^{q} & a^{q^{k+2}} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & a^{q^{k}} \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

Therefore the $\mathbb{F}_{q}$-subspace $U_{2}$ can be identified with the $\mathbb{F}_{q^{-} \text {-subspace }\left\{C_{a}: a \in \mathbb{F}_{q^{n}}\right\}}$ of $\mathcal{T}\left(n, q^{n}\right)$, and the elements of $\mathcal{U}_{2}$ with the subspaces $\left\{T\left(C_{a}^{D_{\mathbf{g}}}\right): a \in \mathbb{F}_{q^{n}}\right\}$, for all $D_{\mathbf{g}} \in \mathcal{I}_{n}\left(q^{n}\right)$. As we did for $U_{1}$ and $\mathcal{U}_{1}$, the representation of $U_{2}$ and $\mathcal{U}_{2}$ over $\mathbb{F}_{q}$ is obtained by considering the matrix $E_{n}$ of the change of basis from $\left(v_{0}, \ldots, v_{n-1}\right)$ to the Singer basis $\left(s_{0}, \ldots, s_{r-1}\right)_{w}$. Therefore, the subspace $U_{2}$ can be identified with the $\mathbb{F}_{q^{-}}$subspace $\left\{T\left(C_{a}^{E_{n}}\right): a \in \mathbb{F}_{q^{n}}\right\}$ of $\mathcal{T}(n, q)$, and the elements of $\mathcal{U}_{2}=U_{2} \mathrm{GL}(V)$ can be identified with the subspaces $\left\{T\left(D_{a}^{D_{\mathbf{g}} E_{n}}\right): a \in \mathbb{F}_{q^{n}}\right\}$, for all $D_{\mathbf{g}} \in \mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right)$. At this point one can easily obtain the representation of the elements of $\mathcal{U}_{2}$ as subspaces of $\mathbb{F}_{q}^{n(n+1) / 2}$.

Now set $V=V(5, q)$. In what follows we show that the orbit code $\mathcal{U}_{2}$ of $\mathcal{Q}(V)$ has minimum distance 8 .
Lemma 4.3. Let $a \in \mathbb{F}_{q^{c}} \backslash \mathbb{F}_{q}$ and let $\ell_{a}$ be the line of $\operatorname{PG}(\widehat{V})$ spanned by $\langle(a-$ $\left.\left.a^{q}, a^{q^{3}}-a, 0,0,0\right)\right\rangle$ and $\left\langle\left(0,0, a^{q^{3}}-a^{q}, a^{q}-a, 0\right)\right\rangle$. For any $x \in \mathbb{F}_{q^{c}} \backslash \mathbb{F}_{q}$, let $\delta_{x}$ denote
the polarity of $\operatorname{PG}(\widehat{V})$ defined by the extension $\widehat{\beta}_{x}$ on $\widehat{V}$ of the polar form $\beta_{x}$ of $Q_{x}$. Then, for each point $P=\langle v\rangle \in \ell_{a}$, the hyperplanes $P^{\delta_{x}}$ and $P^{\delta_{y}}$ coincide if and only if $y=c x$, for some $c \in \mathbb{F}_{q} \backslash\{0\}$.
Proof. Let $v=\left(a_{0}, a_{1}, a_{2}, a_{3}, 0\right)=\left(\lambda\left(a-a^{q}\right), \lambda\left(a^{q^{3}}-a\right), \mu\left(a^{q^{3}}-a^{q}\right), \mu\left(a^{q}-a\right), 0\right)$, where $\lambda, \mu \in \mathbb{F}_{q^{c}}$ are not both zero. For any $x \in \mathbb{F}_{q^{c}} \backslash \mathbb{F}_{q}$, the hyperplane $P^{\delta_{x}}$ has equation
$\left(x a_{2}+x^{q^{3}} a_{3}\right) X_{0}+x^{q} a_{3} X_{1}+x a_{0} X_{2}+\left(x^{q^{3}} a_{0}+x^{q} a_{1}\right) X_{3}+\left(x^{q^{4}} a_{1}+x^{q^{2}} a_{2}\right) X_{4}=0$.
The two hyperplanes $P^{\delta_{x}}$ and $P^{\delta_{y}}$ coincide if and only if the matrix

$$
\left(\begin{array}{ccccc}
x a_{2}+x^{q^{3}} a_{3} & x^{q} a_{3} & x a_{0} & x^{q^{3}} a_{0}+x^{q} a_{1} & x^{q^{4}} a_{1}+x^{q^{2}} a_{2} \\
y a_{2}+y^{q^{3}} a_{3} & y^{q} a_{3} & y a_{0} & y^{q^{3}} a_{0}+y^{q} a_{1} & y^{q^{4}} a_{1}+y^{q^{2}} a_{2}
\end{array}\right)
$$

has rank 1. This happens if and only if $y=c x$ for some $c \in \mathbb{F}_{q} \backslash\{0\}$.
Theorem 4.4. For any $g \in \operatorname{GL}(V), g \notin S \rtimes C$, the subspaces $U_{2}$ and $U_{2}^{g}$ meet either trivially or in a 1-dimensional $\mathbb{F}_{q}$-subspace.

Proof. Throughout the proof, we will use the fact that every plane of $\mathrm{PG}(\widehat{V})$ containing two lines which are totally singular for a non-degenerate quadratic form contains no further singular point.

Let $g \in \mathrm{GL}(V), g \notin S \rtimes C$ and assume that $\left(D_{\mathbf{g}}^{-1}\right)^{t}$ is generated by the array $\left(k_{0}, \ldots, k_{4}\right)$. Then

$$
\mathbf{e}_{i}^{g^{-1}}=\left(k_{5-i}^{q^{i}}, k_{5-i+1}^{q^{i}}, \ldots, k_{5-i-1}^{q^{i}}\right)
$$

for $i=0, \ldots, 4$, where indices are taken modulo 5 .
For any $i=0, \ldots, 4$, the line $r_{i}=\left\langle\mathbf{e}_{i}, \mathbf{e}_{i+1}\right\rangle$ of $\mathrm{PG}(\widehat{V})$ is totally singular for each $\widehat{Q}_{a} \in U_{2}$, i.e. $\left.\widehat{Q}_{a}\right|_{r_{i}}=0$ and the lines $r_{i}^{g^{-1}}=\left\langle\mathbf{e}_{i}^{g^{-1}}, \mathbf{e}_{i+1}^{g^{-1}}\right\rangle$ are totally singular for the non-degenerate quadratic form $\widehat{Q}_{a}^{g}$. Note that the semilinear transformation $\bar{\tau}$ of $\widehat{V}$ with matrix (4) and associated automorphism $\alpha \in \mathbb{F}_{q^{n}} \mapsto \alpha^{q} \in \mathbb{F}_{q^{n}}$ fixes the cyclic model of $V$ pointwise, maps $r_{i}$ and $r_{i}^{g^{-1}}$ into $r_{i+1}$ and $r_{i+1}^{g^{-1}}$, respectively.

Let $Q \in U_{2} \cap U_{2}^{g}$. Suppose there is $Q^{\prime} \in U_{2} \cap U_{2}^{g}, Q^{\prime} \notin\langle Q\rangle_{\mathbb{F}_{q}}$. By applying a suitable element in the Singer group $S$, we may assume $Q=Q_{1}$. Then $Q^{\prime}=Q_{a}$, for some $a \in \mathbb{F}_{q^{c}} \backslash \mathbb{F}_{q}$. Thus the lines $r_{i}$ and $r_{i}^{g^{-1}}$ are totally singular for both $\widehat{Q}_{1}$ and $\widehat{Q}_{a}$, for $i=0, \ldots, 4$. If $r_{i}^{g^{-1}}=r_{j}$, for some $j \in\{0,1,2,3,4\}$, then

$$
r_{i+1}^{g^{-1}}=\left(r_{i}^{\bar{\tau}}\right)^{g^{-1}}=\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}}=r_{j}^{\bar{\tau}}=r_{j+1}
$$

and hence $\bigcup_{i=0}^{4} r_{i}=\bigcup_{i=0}^{4} r_{i}^{g^{-1}}$. Therefore $g^{-1} \in \operatorname{GL}(V)$ fixes $\left\{\left\langle\mathbf{e}_{i}\right\rangle: 0 \leq i \leq 4\right\}$ setwise, contradicting $g \notin S \rtimes C$. In particular observe that

$$
\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle \notin\left\{\left\langle\mathbf{e}_{j}\right\rangle: 1 \leq j \leq 4\right\} .
$$

Let $\Pi_{4}$ be the hyperplane of $\operatorname{PG}(\widehat{V})$ with equation $X_{4}=0$. Assume that $r_{i}^{g^{-1}}=$ $\left\langle\mathbf{e}_{i}^{g^{-1}}, \mathbf{e}_{i+1}^{g^{-1}}\right\rangle \subset \Pi_{4}$, for some $i=0, \ldots, 4$. Then $\mathbf{e}_{i}^{g^{-1}}=\left(w_{0}, w_{1}, w_{2}, 0,0\right)$ and $\mathbf{e}_{i+1}^{g^{-1}}=$ $\left(0, w_{0}^{q}, w_{1}^{q}, w_{2}^{q}, 0\right)$, for some $w_{0}, w_{1}, w_{2} \in \mathbb{F}_{q^{c}}$ not all zero. Some computations show that $\widehat{Q}_{1} \cap \widehat{Q}_{a} \cap \Pi_{4}=r_{0} \cup r_{1} \cup r_{2} \cup \ell_{a}$ and hence $r_{i}^{g^{-1}}$ should coincide with $\ell_{a}$. This implies that $w_{2}=w_{0}=0$, i.e., $r_{i}^{g^{-1}}=r_{1}$, a contradiction. Therefore, $r_{i}^{g^{-1}}$ is not contained in $\Pi_{4}$, for all $i=0, \ldots, 4$ and similarly the lines $r_{i}^{g^{-1}}, i=0, \ldots, 4$ are not contained in the hyperplanes $\Pi_{j}: X_{j}=0$, for all $j=0, \ldots, 4$, since $\Pi_{j}^{\tilde{\tau}}=\Pi_{j+1}$.

Let $P$ be the point $r_{i}^{g^{-1}} \cap \Pi_{4}$. Note that $P$ is a singular point for both $\widehat{Q}_{1}$ and $\widehat{Q}_{a}$, whence $P \in r_{0} \cup r_{1} \cup r_{2} \cup \ell_{a}$.

Assume first $P=\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle$, for some $i=0, \ldots, 4$. If $\mathbf{e}_{i}^{g^{-1}} \in r_{j} \backslash\left\{\left\langle\mathbf{e}_{j}\right\rangle,\left\langle\mathbf{e}_{j+1}\right\rangle\right\}$, for some $j=0,1,2$, then $\mathbf{e}_{i+1}^{g^{-1}} \in r_{j+1}$. This implies that $r_{i}^{g^{-1}}$ is contained in the plane $\left\langle r_{j}, r_{j+1}\right\rangle$ with $r_{j} \neq r_{i}^{g^{-1}} \neq r_{j+1}$, a contradiction. On the other hand, if $\mathbf{e}_{i}^{g^{-1}} \in \ell_{a}$, since $\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle=r_{i}^{g^{-1}} \cap r_{i-1}^{g^{-1}}$, the hyperplane spanned by $r_{i}^{g^{-1}}, r_{i-1}^{g^{-1}}$ and $\ell_{a}$ should coincide with both $P^{\delta_{1}}$ and $P^{\delta_{a}}$, contradicting Lemma 4.3. Then $P \neq\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle$, $0 \leq i \leq 4$.

Note that at least one among $r_{i}^{g^{-1}}$ and $r_{i+1}^{g^{-1}}$ must intersect $r_{0} \cup r_{1} \cup r_{2}$. Therefore, up to the action of $\langle\bar{\tau}\rangle$, we may assume that $P=r_{i}^{g^{-1}} \cap \Pi_{4} \in r_{0}$. Then $P^{\bar{\tau}^{j}} \in r_{j}$, for $j=0, \ldots, 4$. We now show that both $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ and $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{4}}$ meet $\ell_{a}$. If $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ meets $r_{0}$, then $\left(r_{i}^{g-1}\right)^{\bar{\tau}^{3}}$ should be contained in the hyperplane $\Pi_{2}$ spanned by $r_{0}, r_{3}, r_{4}$. Similarly, if $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ meets $r_{1}$, then $\left(r_{i}^{g-1}\right)_{\bar{\tau}^{3}}^{\bar{\tau}^{3}}$ should be contained in the hyperplane $\Pi_{0}$ spanned by $r_{1}, r_{2}, r_{3}$. If $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ meets $r_{2}$, then the plane spanned by $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ and $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{2}}$ should contain the further totally singular line $r_{2}$. In all these cases we get a contradiction. It follows that $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ meets $\ell_{a}$. Similarly $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{4}}$ intersects $\ell_{a}$. This implies that the plane spanned by $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{3}}$ and $\left(r_{i}^{g^{-1}}\right)^{\bar{\tau}^{4}}$ would contain the further totally singular line $\ell_{a}$, a contradiction.
Theorem 4.5. The set $\mathcal{U}_{2}=U_{2} \mathrm{GL}(V)$ is an orbit code with parameters

$$
\left(15, \frac{q^{10} \prod_{i=1}^{4}\left(q^{i}-1\right)}{5}, 8,5\right)_{q}
$$

Moreover, GL(V) acts transitively on it.
Proof. The result follows from Corollary 3 and Theorem 4.4.
4.1. A Geometric interpretation. In this section we set $\theta_{m}=\left(q^{m}-1\right) /(q-1)$.

For any quadratic form $Q$ on $V=V(n, q), n=2 k+1$, the quadric defined by $Q$ is the set $\mathfrak{Q}$ of points of $\operatorname{PG}(V)$ arising from the singular vectors of $Q$. We refer to the quadric defined by a non-singular quadratic form of $V$ as a parabolic quadric of $\mathrm{PG}(V)$. For any set of $k$ linearly independent quadratic forms $Q_{1}, \ldots, Q_{r}$ on $V$, let $\mathcal{L}$ be the subspace of $\mathcal{Q}(V)$ spanned by $Q_{1}, \ldots, Q_{r}$. The set of points $\mathcal{Z}_{\mathcal{L}}=\cap_{i=1}^{r} \mathfrak{Q}_{i}$ is contained in any quadric defined by an element of $\mathcal{L}$, and it is called the base locus of $\mathcal{L}$.

In [36], Kestenband proved that in $\mathcal{Q}(V)$, with $V=V(n, q)$ and both $n$ and $q$ odd, there exists an $n$-dimensional subspace $\mathcal{B}$ such that all its elements are nondegenerate and with the property that the parabolic quadrics defined by any $r$ linearly independent elements of $\mathcal{B}, 0 \leq r \leq n$, share $\theta_{n-r}$ singular points. In particular, the quadrics defined by any $n-2$ independent elements in $\mathcal{B}$ intersect in a $(q+1)$-cap of $\mathrm{PG}(V)[36$, Theorem 1], where a $(q+1)$-cap of $\mathrm{PG}(V)$ is a set of $q+1$
points no three of which are collinear. Consider the following incidence structure: the points are the points of $\operatorname{PG}(V)$, the lines are the $(q+1)$-caps whose points are the common singular points of any $n-2$ independent elements in $\mathcal{B}$, and incidence is defined by inclusion. This incidence structure is a projective geometry $\Pi$ isomorphic to $\operatorname{PG}(V)$ [36, Theorem 2]. In particular, the quadrics defined by the forms in $\mathcal{B}$ play the role of hyperplanes in $\Pi$, and the $r$-dimensional subspaces, $0 \leq r \leq n$, are the intersections of the quadrics defined by $n-1-r$ linearly independent elements from $\mathcal{B}$. However, no construction for the projective geometry $\Pi$ was ruled out in [36] for $n$ odd and $q$ even. In this section, we fill this gap by showing that the incidence geometry $\Pi$ can be constructed for any $q$ by using the subspace $U_{2}$ defined by (10).

Lemma 4.6. Let $\mathcal{L}$ be a r-dimensional subspace in $\mathcal{Q}(V)$ and let $\mathcal{Z}_{\mathcal{L}}$ be the base locus of $\mathcal{L}$. Then, every point $P$ of $\mathrm{PG}(V)$ not in $\mathcal{Z}_{\mathcal{L}}$ lies in exactly $\theta_{r-1}$ quadrics defined by the quadratic forms of a $(r-1)$-dimensional subspace contained in $\mathcal{L}$.

Proof. Let $\mathcal{L}$ be generated by the quadratic forms $Q_{1}, \ldots, Q_{r}$ on $V$, and let $P=$ $\langle\mathbf{X}\rangle \notin \mathcal{Z}_{\mathcal{L}}$, with $\mathbf{X}=\left(X_{0}, \ldots, X_{n-1}\right)$. As $\left(Q_{1}(\mathbf{X}), \ldots, Q_{r}(\mathbf{X})\right) \neq(0, \ldots, 0)$, the equation

$$
\begin{equation*}
\lambda_{1} Q_{1}(\mathbf{X})+\cdots+\lambda_{k} Q_{r}(\mathbf{X})=0 \tag{19}
\end{equation*}
$$

is not trivial. It is then clear that the solutions $\left(\bar{\lambda}_{1}, \ldots, \bar{\lambda}_{k}\right)$ of (19) form a $(r-1)$ dimensional $\mathbb{F}_{q^{-}}$-vector space.

Lemma 4.7. Let $\mathcal{B}$ be an n-dimensional subspace of $\mathcal{Q}(V)$ such that each non-zero element is non-singular. Then the base locus of any r-dimensional subspace of $\mathcal{B}$ consists of $\theta_{n-r}$ points.

Proof. Let $\mathcal{L}$ be a $r$-dimensional subspace of $\mathcal{B}$ and let $\mathcal{Z}_{\mathcal{L}}$ be its base locus. We count in two different ways the pairs $(P, \mathfrak{Q})$, where $P$ is a point of $\operatorname{PG}(n-1, q) \backslash \mathcal{Z}_{\mathcal{L}}$, $\mathfrak{Q}$ is a quadric defined by a non-zero element of $\mathcal{L}$ and $P$ is on $\mathfrak{Q}$. By using Lemma 4.6, we get

$$
\left(\theta_{n}-\left|\mathcal{Z}_{\mathcal{L}}\right|\right) \theta_{r-1}=\theta_{r}\left(\theta_{n-1}-\left|\mathcal{Z}_{\mathcal{L}}\right|\right)
$$

This yields $\left|\mathcal{Z}_{\mathcal{L}}\right|=\theta_{n-r}$.
Theorem 4.8. Let $\mathcal{B}$ be an n-dimensional subspace of $\mathcal{Q}(V)$, such that each nonzero element is non-singular. Then the base locus of any $(n-2)$-dimensional subspace of $\mathcal{B}$ is a $(q+1)$-cap in $\mathrm{PG}(V)$.
Proof. If $n=3$, the quadric defined by a non-singular quadratic form consists of $q+1$ points of $\mathrm{PG}(2, q)$ no three of which are collinear [26]. Hence the theorem holds true in this case.

Assume $n>3$. From Lemma 4.7 the base locus of $\mathcal{B}$ is empty, and, by Lemma 4.6, every point of $\operatorname{PG}(V)$ is contained in precisely the $\theta_{n-1}$ quadrics defined by the forms of an $(n-1)$-dimensional subspace contained in $\mathcal{B}$.

Let $R$ and $T$ be two distinct points of $\mathrm{PG}(V)$ and $\mathcal{L}_{R, T}$ be the $(n-2)$-dimensional subspace of $\mathcal{B}$ consisting of elements having both $R$ and $T$ as singular points. Note that the base locus of $\mathcal{L}_{R, T}$ consists of $q+1$ points by Lemma 4.7. Hence, two possibilities arise: either the line $\ell=\langle R, T\rangle$ is contained in the base locus of $\mathcal{L}_{R, T}$ or it does not. In the former case there are $\theta_{n-2}$ quadrics defined by members of $\mathcal{B}$ containing $\ell$, whereas in the latter case there are $\theta_{n-3}$ quadrics defined by members of $\mathcal{B}$ containing $\ell$. We denote by $n_{1}$ and $n_{2}$ the number of lines which are
contained in $\theta_{n-2}$ and $\theta_{n-3}$ quadrics defined by members of $\mathcal{B}$, respectively. Clearly $n_{1}+n_{2}=\theta_{n} \theta_{n-1} /(q+1)$, which is the number of lines of $\mathrm{PG}(V)$. We recall that a parabolic quadric contains $\theta_{n-1} \theta_{n-3} /(q+1)$ lines [46, p.174].

We count in two different ways the pairs $(\ell, \mathfrak{Q})$, where $\ell$ is a line of $\operatorname{PG}(V)$ and $\mathfrak{Q}$ is a quadric defined by an element of $\mathcal{B}$ containing $\ell$ :

$$
\begin{aligned}
\theta_{n} \frac{\theta_{n-1} \theta_{n-3}}{q+1} & =n_{1} \theta_{n-2}+n_{2} \theta_{n-3} \\
& =n_{1}\left(q^{n-3}+\theta_{n-3}\right)+n_{2} \theta_{n-3} \\
& =n_{1} q^{n-3}+\left(n_{1}+n_{2}\right) \theta_{n-3} \\
& =n_{1} q^{n-3}+\frac{\theta_{n} \theta_{n-1}}{q+1} \theta_{n-3}
\end{aligned}
$$

which yields $n_{1}=0$. The result then follows.
The subspace $U_{2}$ of $\mathcal{Q}(V)$ defined in Section 3, satisfies the hypothesis of Theorem 4.8 for any $q$ and hence has the property that the base locus of any of its $(n-2)$ dimensional subspaces is a $(q+1)$-cap of the ambient projective space. Therefore we have the following result.
Theorem 4.9. Let $\mathcal{P}$ denote the set of points of $\operatorname{PG}(V), V=V(n, q), n$ odd. Then, in $\mathrm{PG}(V)$ there exists a family $\mathcal{K}$ of $(q+1)$-caps and an incidence relation $\mathcal{I}$ such that the incidence geometry $\Pi=(\mathcal{P}, \mathcal{K}, \mathcal{I})$ is isomorphic to $\mathrm{PG}(V)$.

## 5. Orbit codes from Hermitian forms

For the whole section $n$ is odd, $q=q_{0}^{2}$ and $\mathbf{x}=\left(x, x^{q}, \ldots, x^{q^{n-1}}\right), x \in \mathbb{F}_{q^{n}}$.
Proposition 1. The map

$$
h_{a}(\mathbf{x}, \mathbf{y})=\operatorname{Tr}_{q^{n} / q}\left(a x y^{q_{0}^{n}}\right)
$$

is a Hermitian form on $V$, for all $a \in \mathbb{F}_{q_{0}^{n}}$. Moreover, if $a \neq 0$, then $h_{a}$ is nondegenerate.

Proof. We have

$$
\begin{aligned}
h_{a}(\mathbf{y}, \mathbf{x}) & =a y x^{q_{0}^{n}}+a^{q} y^{q} x^{q_{0}^{n} q}+\cdots+a^{q^{\frac{n-1}{2}}} y^{q^{\frac{n-1}{2}}} x^{q_{0}^{n} q^{\frac{n-1}{2}}}+\cdots \\
& =a y x^{q_{0}^{n}}+a^{q} y^{q} x^{q_{0}^{n} q}+\cdots+a^{q_{0}^{n-1}} y^{q_{0}^{n-1}} x^{q_{0}^{2 n-1}}+\ldots
\end{aligned}
$$

Therefore, $\left(h_{a}(\mathbf{y}, \mathbf{x})\right)^{q_{0}}=\operatorname{Tr}_{q^{n} / q}\left(a x y^{q_{0}^{n}}\right)=h_{a}(\mathbf{x}, \mathbf{y})$. The $q$-circulant Gram matrix of $h_{a}$, say $H_{a}$, is generated by the array $(0, \ldots, 0, a, 0, \ldots, 0)$, with $a$ in the $(n-1) / 2-$ th position. It is then clear that $h_{a}$ is non-degenerate for $a \neq 0$.

We set

$$
U_{3}=\left\{h_{a}: a \in \mathbb{F}_{q_{0}^{n}}\right\}
$$

It easily seen that $U_{3}$ is an $n$-dimensional $\mathbb{F}_{q_{0}}$-vector subspace of $\mathcal{H}(V)$. Some computations show that the group $S \rtimes C$ fixes $U_{3}$. By arguing as in the proof of Theorem 3.1 the following result is obtained.
Theorem 5.1. The stabilizer of $U_{3}$ in $\mathrm{GL}(V)$ is $S \rtimes C$, where $S$ is the Singer cyclic group of $\mathrm{GL}(V)$ generated by $\sigma$ and $C$ is the cyclic group generated by $\tau$.
Corollary 4. The set $\mathcal{U}_{3}=U_{3} \mathrm{GL}(V)$ has size

$$
\frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n} .
$$

The set $\mathcal{U}_{3}$ is an orbit code in $\mathcal{H}(V)$. In what follows we determine its minimum distance. Any Hermitian form $h_{a} \in U_{3}$ can be naturally extended to a semilinear map $\widehat{h}_{a}$ on $\widehat{V}$. Since the associated automorphism of $\widehat{h}_{a}$ is $\theta: x \in \mathbb{F}_{q^{n}} \mapsto x^{q_{0}} \in \mathbb{F}_{q^{n}}$, $\widehat{h}_{a}$ is not a Hermitian form. Note that $\widehat{h}_{a}$ is non-degenerate and hence it defines a correlation of $\operatorname{PG}(\widehat{V})$, with matrix $H_{a}$ and companion automorphism $\theta$. Therefore, $\widehat{h}_{a}$ maps the point $\left\langle\left(x_{0}, \ldots, x_{n-1}\right)\right\rangle$ into the hyperplane of equation

$$
a x_{(n-1) / 2}^{q_{0}} X_{0}+a^{q_{0}^{2}} x_{(n+1) / 2}^{q_{0}} X_{1}+\cdots+a^{q_{0}{ }^{n-2}} x_{(n-3) / 2}^{q_{0}} X_{n-1}=0,
$$

where exponents and indices are taken modulo $n$.
Lemma 5.2. Let $h_{a}, h_{b} \in U_{3}$ and $\widehat{h}_{a}, \widehat{h}_{b}$ be the corresponding correlations of $\operatorname{PG}(\widehat{V})$, respectively. Then the collineation $\psi=\widehat{h}_{b} \cdot \widehat{h}_{a}$ of $\operatorname{PG}(\widehat{V})$ is given by

$$
\begin{array}{cccc}
\psi: & \operatorname{PG}(\widehat{V}) & \rightarrow & \operatorname{PG}(\widehat{V}) \\
\left\langle\left(x_{0}, \ldots, x_{n-1}\right)\right\rangle & \mapsto & \left\langle\left(a b^{-1} x_{n-1}^{q_{0}{ }^{2}},\left(a b^{-1}\right)^{q_{0}{ }^{2}} x_{0}^{q_{0}{ }^{2}}, \ldots,\left(a b^{-1}\right)^{q_{0}{ }^{2 n-2}} x_{n-2}^{q_{0}{ }^{2}}\right)\right\rangle,
\end{array}
$$

where exponents are taken modulo $n$.
Proof. Straightforward calculations show that the collineation $\psi$ is represented by the $q$ circulant matrix $H_{b}^{-t} \bar{H}_{a}=H_{b^{-1} a}\left(\right.$ which is generated by the array $\left.\left(0, \ldots, 0, b^{-1} a, 0, \ldots, 0\right)\right)$ and has $\theta^{2}$ as a companion automorphism.

Consider the following $n$-dimensional $\mathbb{F}_{q_{0}}$-vector space

$$
V_{0}=\left\{\left(x, x^{q_{0}{ }^{2}}, \ldots, x^{q_{0}^{2 n-2}}\right): x \in \mathbb{F}_{q_{0}^{n}}\right\} \subset V .
$$

The restriction $\psi_{0}$ of the collineation $\psi$ to $\mathrm{PG}\left(V_{0}\right)$ is the projectivity given by

$$
\begin{array}{clc}
\mathrm{PG}\left(V_{0}\right) & \rightarrow & \mathrm{PG}\left(V_{0}\right) \\
\left\langle\left(x, x^{q_{0}{ }^{2}}, \ldots, x^{q_{0}{ }^{2 n-2}}\right)\right\rangle & \mapsto & \left.\mapsto\left(a b^{-1} x,\left(a b^{-1}\right)^{q_{0}{ }^{2}} x^{q_{0}{ }^{2}}, \ldots,\left(a b^{-1}\right)^{q_{0}{ }^{2 n-2}} x^{q_{0}{ }^{2 n-2}}\right)\right\rangle .
\end{array}
$$

The projectivity $\psi_{0}$ naturally extends to the projectivity $\widehat{\psi}_{0}$ of $\operatorname{PG}(\widehat{V})$, whose $q$ circulant matrix is generated by the array $\left(a b^{-1}, 0, \ldots, 0\right)$. In addition, $\widehat{\psi}_{0}$ fixes each $\left\langle\mathbf{e}_{i}\right\rangle$, for $i=0, \ldots, n-1$.

Theorem 5.3. Let $g \in \mathrm{GL}(V)$, with $g \notin S \rtimes C$. Suppose that $D_{\mathbf{g}}^{-t}$ is generated by the array $\left(k_{0}, \ldots, k_{n-1}\right)$ and that exactly $l+1>0$ entries of $\left(k_{0}, \ldots, k_{n-1}\right)$ are nonzero, say $k_{i_{0}}, k_{i_{1}}, \ldots, k_{i_{l}}$, with $0 \leq i_{0}<i_{1}<\ldots<i_{l} \leq n-1$. Then the $\mathbb{F}_{q_{0}}$-vector subspaces $U_{3}$ and $U_{3}^{g}$ meet either trivially or in a $j$-dimensional $\mathbb{F}_{q_{0}}$-subspace, where $j=\operatorname{gcd}\left(n, i_{1}-i_{0}, \ldots, i_{l}-i_{0}\right)$.
Proof. Assume that $U_{3}$ and $U_{3}^{g}$ do not meet trivially, and let $h_{a} \in U_{3} \cap U_{3}^{g}$, for some non-zero $a \in \mathbb{F}_{q_{0}^{n}}$. Let $h_{b} \in U_{3} \cap U_{3}^{g}$, with $b \in \mathbb{F}_{q_{0}^{n}} \backslash\{0, a\}$. Note that $\left(D_{\mathbf{g}}^{-1}\right)^{(i)}=\mathbf{e}_{i}^{g^{-1}}=\left(k_{n-i}^{q^{i}}, \ldots, k_{n-i-1}^{q^{i}}\right)$. As $h_{a}, h_{b} \in U_{3}$, by Lemma 5.2, the linear collineation $\widehat{\psi}_{0}$ of $\operatorname{PG}(\widehat{V})$ fixes $\left\langle\mathbf{e}_{i}\right\rangle$ and $\left\langle\mathbf{e}_{i}^{g^{-1}}\right\rangle, 0 \leq i \leq n-1$.

Assume first that $k_{i} \neq 0$ for all $i=0, \ldots, n-1$. Then $\left\{\left\langle\mathbf{e}_{0}\right\rangle, \ldots,\left\langle\mathbf{e}_{n-1}\right\rangle,\left\langle\mathbf{e}_{0}^{g^{-1}}\right\rangle\right\}$ is a projective frame in $\operatorname{PG}(\widehat{V})$. Therefore $\widehat{\psi}_{0}$ is the identity. A similar argument as in Lemma 3.2 implies that $a b^{-1}=\left(a b^{-1}\right)^{q_{0}^{2}}$. Since $a b^{-1} \in \mathbb{F}_{q_{0}^{n}}$, with $n$ odd, then $a b^{-1} \in \mathbb{F}_{q_{0}} \backslash\{0\}$. Hence $U_{3} \cap U_{3}^{g}=\left\langle h_{a}\right\rangle_{\mathbb{F}_{q_{0}}}$.

Assume now that $l+1<n$ entries of $\left(k_{0}, \ldots, k_{n-1}\right)$ are non-zero, say $k_{i_{0}}, k_{i_{1}}, \ldots, k_{i_{l}}$, with $0 \leq i_{0}<i_{1}<\ldots<i_{l} \leq n-1$. As the cyclic subgroup $\langle\tau\rangle$ fixes $U_{3}$, we may assume $k_{0} \neq 0$, i.e., $i_{0}=0$. Then $\left\{\left\langle\mathbf{e}_{0}\right\rangle,\left\langle\mathbf{e}_{i_{1}}\right\rangle, \ldots,\left\langle\mathbf{e}_{i_{l}}\right\rangle,\left\langle\mathbf{e}_{0}^{g^{-1}}\right\rangle\right\}$ is a projective
frame of the subspace $\Gamma$ of $\operatorname{PG}(\widehat{V})$ spanned by $\left\langle\mathbf{e}_{0}\right\rangle,\left\langle\mathbf{e}_{i_{1}}\right\rangle, \ldots,\left\langle\mathbf{e}_{i_{l}}\right\rangle,\left\langle\mathbf{e}_{0}^{g^{-1}}\right\rangle$ and $\widehat{\psi_{0}}$ induces the identity on $\Gamma$. Therefore $a b^{-1}=\left(a b^{-1}\right)^{q_{0}^{2 i m}}, 1 \leq m \leq l$. It follows that $a b^{-1} \in \mathbb{F}_{q_{0}{ }^{j}} \backslash\{0\}$, with $j=\operatorname{gcd}\left(n, 2 i_{1}, \ldots, 2 i_{l}\right)=\operatorname{gcd}\left(n, i_{1}, \ldots, i_{l}\right)$. This implies that $U_{3}$ and $U_{3}^{g}$ intersect in a $j$-dimensional $\mathbb{F}_{q_{0}}$-subspace.

Corollary 5. For each $g \in \mathrm{GL}(V), g \notin S \rtimes C$, the $\mathbb{F}_{q_{0}}$-subspaces $U_{3}$ and $U_{3}^{g}$ have at most $q_{0}^{j}$ elements in common, where $j<n$ is the greatest divisor of $n$.
Theorem 5.4. Let $j<n$ be the greatest divisor of $n$. Then $\mathcal{U}_{3}$ is an orbit code with parameters

$$
\left(n^{2}, \frac{q^{n(n-1) / 2} \prod_{i=1}^{n-1}\left(q^{i}-1\right)}{n}, 2(n-j), n\right)_{q_{0}}
$$

Moreover, GL(V) acts transitively on it.
Proof. From Corollary 5, any two distinct elements of $\mathcal{U}_{3}$ meet either trivially or in a $j$-dimensional $\mathbb{F}_{q_{0}}$-subspace.

Example 2. Let $n=5$ and $q=q_{0}^{2}$. For any given $a \in \mathbb{F}_{q_{0}^{5}}$ the matrix of the Hermitian form $h_{a}$ in the Singer basis $\left(s_{0}, \ldots, s_{n-1}\right)_{w}$ is

$$
D_{a}=\left(\begin{array}{ccccc}
0 & 0 & a & 0 & 0 \\
0 & 0 & 0 & a^{q_{0}^{2}} & 0 \\
0 & 0 & 0 & 0 & a^{q_{0}^{4}} \\
a^{q_{0}} & 0 & 0 & 0 & 0 \\
0 & a^{q_{0}^{3}} & 0 & 0 & 0
\end{array}\right)
$$

Hence the $\mathbb{F}_{q}$-subspace $U_{3}$ of $V$ can be identified with the $\mathbb{F}_{q_{0}}$-subspace $\left\{D_{a}\right.$ : $\left.a \in \mathbb{F}_{q_{0}^{5}}\right\}$ in the Dickson matrix algebra $\mathcal{D}_{5}\left(\mathbb{F}_{q^{5}}\right)$, and the codewords of $\mathcal{U}_{3}$ are the subspaces $\left\{D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}: a \in \mathbb{F}_{q_{0}^{5}}\right\}$ for any non-singular $q$-circulant matrix

$$
D_{\mathbf{g}}=D_{\left(g_{0}, g_{1}, g_{2}, g_{3}, g_{4}\right)}=\left(\begin{array}{ccccc}
g_{0} & g_{1} & g_{2} & g_{3} & g_{4} \\
g_{4}^{q} & g_{0}^{q} & g_{1}^{q} & g_{2}^{q} & g_{3}^{q} \\
g_{3}^{q^{2}} & g_{4}^{q^{2}} & g_{0}^{q^{2}} & g_{1}^{q^{2}} & g_{2}^{q^{2}} \\
g_{2}^{q^{3}} & g_{3}^{q^{3}} & g_{4}^{q^{3}} & g_{0}^{q^{3}} & g_{1}^{q^{3}} \\
g_{1}^{q^{4}} & g_{2}^{q^{4}} & g_{3}^{q^{4}} & g_{4}^{q^{4}} & g_{0}^{q^{4}}
\end{array}\right)
$$

with $g_{i} \in \mathbb{F}_{q^{5}}$. Note that $D_{\mathbf{g}}^{t} D_{a} D_{\mathbf{g}}=D_{\mathbf{h}}$, with $\mathbf{h}=\left(h_{0}, \ldots, h_{n-1}\right)$ where $h_{l}=$ $\sum_{i=0}^{5} g_{6-i} g_{3+l-i}^{q^{i}} a^{q^{i}}$.

Remark 4. The representation of $U_{3}$ and of the orbit code $\mathcal{U}_{3}$ as vectors of length $n^{2}$ over $\mathbb{F}_{q_{0}}$ are obtained by considering the matrix $E_{n}$ of the change of basis from $\left(v_{0}, \ldots, v_{n-1}\right)$ to the Singer basis $\left(s_{0}, \ldots, s_{r-1}\right)_{w}$. The representation of $U_{3}$ into the $q_{0}$-vector space $\mathcal{H}(n, q)$ is the subspace $\left\{E_{n}^{t} D_{a} E_{n}: a \in \mathbb{F}_{q_{0}}\right\}$, and the codewords of $\mathcal{U}_{3}=U_{3} \mathrm{GL}(V)$ are the subspaces $\left\{\left(D_{\mathbf{g}} E_{n}\right)^{t} D_{a}\left(D_{\mathbf{g}} E_{n}\right): a \in \mathbb{F}_{q_{0}}\right\}$, for all $D_{\mathbf{g}} \in$ $\mathcal{I}_{n}\left(\mathbb{F}_{q^{n}}\right)$. Let $\{1, \zeta\}$ be a basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{q_{0}}$. We write $x=x^{(1)}+x^{(2)} \zeta$, for any $x \in \mathbb{F}_{q_{0}^{2}}$. Then it is easy to see there exists a bijection from the $\mathcal{H}(n, q)$ and $V\left(n^{2}, q_{0}\right)$.

Remark 5. In the case $n=5$, the orbit code $\mathcal{U}_{2}$ can be extended in such a way that the subspace distance is preserved by adding $\left(q^{2}+1\right)\left(q^{2}+q+1\right)$ codewords that are orbits of a suitable subgroup of $\mathrm{GL}(3, q)$, see [11]. So, it seems plausible
that each of the orbit codes constructed in this paper could be enlarged by adding orbits of subspaces under the action of a suitable subgroup of GL $(V)$.
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