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Abstract. Gender Classification (GC) is a natural ability that belongs
to the human beings. Recent improvements in computer vision provide
the possibility to extract information for different classification/recognition
purposes. Gender is a soft biometrics useful in video surveillance, es-
pecially in uncontrolled contexts such as low-light environments, with
arbitrary poses, facial expressions, occlusions and motion blur. In this
work we present a methodology for the construction of a gait analyzer.
The methodology is divided into three major steps: (1) data extraction,
where body keypoints are extracted from video sequences; (2) feature
creation, where body features are constructed using body keypoints; and
(3) classifier selection when such data are used to train four different
classifiers in order to determine the one that best performs. The results
are analyzed on the dataset Gotcha, characterized by user and camera
either in motion.
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1 Introduction

Gender Classification (GC) is a natural ability that belongs to the human be-
ings. In computer vision, GC can help increasing information when recognizing
humans. Differently from other biometrics, soft biometrics take into account also
behavioural traits during the recognition process; this allows us to use soft bio-
metrics also with occlusions like clothes, backpacks, scarfs and others. Gender is
a soft biometrics useful in video surveillance [3], especially in uncontrolled con-
texts such as low-light environments, with arbitrary poses, facial expressions,
occlusions and motion blur.

A good method for feature extraction is important in computer vision. A lot of
methods for feature extraction in computer vision has been used through the
years, an example is the prediction on the facial landmark [1], raw pixels [8] the
use of Haar-like wavelets [6] or Gabor wavelets [7]. Face Landmarks detectors
were not preferred because in the contexts of video surveillance and forensics
they often produce low quality data. In fact, unfavorable conditions are often
observed for these data. Intentional and unintentional occlusions such as hair,



heavy makeup, masks or hands make feature extraction very difficult. In addi-
tion, low light conditions and shadows introduce noise and artifacts in images
compromising the effectiveness of the method. On the other hand, the use of
body information has shown to be most effective to this aim.

The human pose extracted from software like Openpose [5] also works properly
with low camera resolution and long distance acquisitions. That kind of extrac-
tion is non-invasive and requires no collaboration from subjects. Furthermore,
body features may be also acquired in the dark by means of infrared cameras or
when the subject shows his back to the camera; in addition to the pose of the
subject we are able to extract also soft biometrics like gait.

In this work we present a methodology for the construction of a gait analyzer.
The methodology is detected in three major steps: (1) data extraction, where
body keypoints are extracted from video sequences; (2) feature creation, where
body features are extracted using body keypoints; and (3) classifier selection
when such data are used to train four different classifiers in order to determine
the best GC system. The problem has been faced using a geometric approach.
As in [1], the algorithm uses skeleton information the algorithm uses the skeleton
information for the extraction of the features of each frame of the video sequence.
Then the features have been given in input to four classifiers, i.e. k-nearest neigh-
bors, AdaBoost, support vector and random forest classifiers. Different subjects
from different frames of video sequences has been considered.

The paper is organized as follows: in the following section we explore GC,
when the human pose is considered. In section 3 we present we explain the
particularity of Gotcha dataset on which the experiments were carried out. In
section 4 we introduce the description of the method used. In Section 5 can be
found experimental settings and experimental results. Finally, in Section 6 we
present our conclusions.

2 Related work

GC using biometric traits has gained great interest in recent years. Divate and
Ali [16] showed that finding a person’s gender using biometrics like fingerprints,
iris, face, gait, etc, is of interest in areas like forensics, video surveillance and
security.

In the previous section we mentioned some limitations of a GC system based on
face recognition for applications in security and foresics. In order to justify our
choice of not using this biometric trait we will discuss some work on this field.
For example Ngan et al. in [17] presents a very rich work on gender classification
based on face recognition, the experiments were carried out on several datasets
under different conditions, i.e. ethnicity, age and ”in the wild” context.
Castrillén-Santana in [18] perform GC on different datasets, in particular on
GROUPS [20] a very challenging dataset as it contains cropped images, low
resolutions and cluttered background; they analyze and compare different de-
scriptors, selected the best and used the best configuration in order to obtain



better performances. Guo et al. [12] focus this problem with respect to the age
of the subjects. Studying empirically GC using faces from a large database, they
showed that the classification performs worse on children and elders. Recently,
this has led some researchers to solve the problem by classifying children sepa-
rately [13]. Another problem handled by researchers using faces regards ethnic
aspects. Trying to mitigate the natural difference in images, [11] considered an
Active Shape Model (ASM) for face texture normalization to overcome the non-
uniformity. Their method achieved better accuracy and robustness with images
in a multiethnic environment.

Classification algorithms can be divided in two main groups: features algorithms
and Neural Networks (NN) algorithms. In the first area of research, the prepro-
cessing of data plays a key role.

In this work we study GC from full body image sequences, according to the
literature the first to address this problem were Cao et al. [21]; they face the first
difficulties encountered with clothing, the difference between images taken from
frontal or back views, the variety of different characteristics between different
bodies, this approach has made it possible to classify the gender by considering
all the features represented by the human body.

Wu and Guo in their work [19] analyze the advantages of classifying a per-
son’s gender from the bone structure of the body and in particular they make
a systematic study of some critical issues in body-based GC, such as how in-
formative each body part is, how many body parts are needed, what are good
representations of body parts, and how accurate the GC system can achieve in
challenging, unconstrained, real-world images. Connor and Ross [2] presented a
survey on modern advanced techniques of human gait features extraction. They
consider different methods by dividing temporal features in static and dynam-
ics, model-based and model-free visual features; ground reaction force-based and
finely resolved underfoot pressure features; wearable sensor features; and acous-
tic features. In [22] also silhouette bodies are extracted, but subsequently are
divided into six regions. Features are extracted by a 2D wavelet transform and
then classified by the K-Nearest Neighbor classifier.

Another use of the K-Nearest Neighbor classifier can be found in [23]; the au-
thors use three different types of features; Spatio-Temporal Model, Leg Motion
Detection, and Statistical Wavelet Model. Once the features are extracted, they
use two different classification methods: the above-mentioned K-Nearest Neigh-
bor classifier and the Support Vector Machine (SVM).

An alternative to SVM is presented in [24]; the authors treat every frame as a
labeled instance, and replace SVM with linear discriminant analysis in conjunc-
tion with the Bayes rule. This method, however less accurate than NN methods,
allows one to operate also with partially occluded gait cycles.

Some other approaches connect the GC task with the human identification.
In [25] the authors use wavelet 5/3 lifting scheme to obtain the silhouettes and
other simple features. Then the features are classified by using a C4.5 algorithm
to generate a decision tree, so the latter is defined as a statistical classifier.



The method presented in [26] is suitable only for smartphones because it uses
the built-in sensors like accelerometers and gyroscopes; the features obtained by
means of these sensors are extracted by the histogram of gradient method and
later classified by a bootstrap aggregating method that trains each classifier on
a random redistribution of the training set.

One of the most preferred method in biometrics of recent years are the neural
networks (NN). Neural networks have become increasingly important in the last
decade in this field thanks to their ability to adapt to different environments and
biometric traits. However, neural networks are not yet widely used in the specific
field of gait analysis, probably due to the huge difference between human gait
and other kinds of biometric traits, since some adaptation is required for NN to
work properly.

An example represented by [27], in which a Convolutional Neural Network
(CNN) has been modified for gait-based GC. The authors start from a pre-
trained VGGNet-16, substituting the Softmax function in the last level of the
network for the SVM. They developed also another model, called VGGNet-SVM
using a hinge loss function using an L2 norm. They shown that the SVM perform
better than Softmax in the last layer of a CNN suited for gender gait classifica-
tion.

Another approach is presented in [4], using SVM and NN; the authors obtain a
Gait Energy Image (GEI) normalizing and averaging all the silhouette images in
one gait cycle for all the subjects and, after reducing its dimension, five spatio-
temporal parameters are calculated and concatenated to the GEI image. The
resulting features vectors are used to train and test the NN together with the
SVM.

3 Gotcha Dataset

For training and experimentation purposes we used the Gotcha dataset. Gotcha
dataset was firstly presented in [1]. This dataset contains different users be-
haviours, different environment settings and camera in motion. Related to the
users behaviour, two subset can be distinguished: cooperative and non-cooperative
behaviour. In cooperative video sequences, the subjects look at the camera dur-
ing the acquisition and follow the camera lens during the motion, as in Figure
1-a left. In non-cooperative video sequences, the subjects try to avoid the camera
during motion recording. This modality is clearly most challenging, as in Fig-
ure 1-a right. Related to the enviroments setting, we have two subsets of video:
indoor with artificial lights and outdoor with natural lights. Indoor modality in
turn is divided into videos with lights on and videos with lights off and flash-
light. In conclusions, the choice of recording with a camera in motion makes the
dataset very innovative, by simulating wearable cameras which the policeman
are provided with [15]. Therefore, the features of this dataset are very suitable
to simulate the video surveillance settings.

The acquisition device considered to capture videos of subjects was a Samsung



S9+. The subjects were free to wear any clothes and accessories they wants, in
order to simulated as much as possible a real-world condition.
Summing up, the modalities are the following subset distinctions:

1) Cooperative mode.

2) Non-cooperative mode.

a) Indoor with artificial light.

b) Indoor without any lights but the camera flash, as in Figure 1-b .
¢) Outdoor with sunlight.
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However, as in real world, some problem can occur with particular illumination
setting. For instance, the use of camera flash can generate blur frames in some
sequences (see Figure 1-b). These kind of problems could affect facial recognition,
are not a huge problem in gait analysis.

The dataset consists in 62 subjects, 15 females and 47 males. Each subject was
therefore recorded in 6 different modalities for a total of 372 video sequences.
In this work we used all the 62 subjects for the classification.

4 Proposed method

In this section, we address the GC problem through the use of a geometric
technique based on the poses extracted from the human gait. The pipeline is
divided into three major steps: (a) data extraction, (b) feature creation and (c)
classifier selection.

4.1 Data extraction

OpenPose is used to detect the body pose, it is defined as a real-time multi-
person system to jointly detect human body keypoints on single images [9]. We
make use of this system to extract the necessary data for the feature selection.
As shown in Figure 2, all the 18 body keypoints are placed all over the subject
body. These points provide the necessary data to generate our features.

4.2 Feature creation

Each examined video is composed of 200 frames; and from each frame 18 key-
points were extracted. Starting from the keypoints, the distance for each pair of
points was calculated, resulting in 153 distances for each frame. If one or more
keypoints were not present, the distance is first set to zero and then approxi-
mated with an interpolation with neighboring distances.

The gait for each video is described by 30,600 features (153 distances of
keypoints * 200 frames).



(a) Outdoor cooperative and indoor non-cooperative samples with sun-
light and artificial light respectively.

(b) Indoor cooperative with the camera flash, blurred frames.

Fig. 1: Some frames from Gotcha Dataset.



Fig. 2: Body keypoints extracted by OpenPose.

4.3 Classifier selection

The classifier is constructed by taking 30 subjects, 15 women and 15 men. For
each of the 62 subjects a different classifier is thus constructed, the 15 women
are always the same (as there are only 15 women in the dataset) and the 15 men
are chosen randomly from time to time.

A seed = 1 was used which is increased by 1 at each iteration, so as to allow
a different configuration for each classifier but at the same time repeatable.

For these experiments we used several known classifiers to study which of
these is more efficient for the purpose, and with what parameters in order to
allow repeatability.

Random Forest classifier. We considered a statistical classifier such as Ran-
dom Forest (RF). Instead of relying on a single model, RF generates a collection
of decision trees, and then the mode of the predictions from the trees is used as
the model output. An important advantage is that RF does not tend to overfit if
the maximum depth of the tree is limited, leaving the most important features
on the top of the tree and the more specific features near the leaves. The maxi-
mum depth represents the depth of each tree in the forest. The deeper the tree,
the more splits it has and it captures more information about the data.
Parameters:

- number of trees in the forest = 100;

- bootstrap samples are used when building trees;

- the function to measure the quality of a split is set entropy.

K-Nearest Neighbors classifier (KNN) is a supervised learning classification
algorithm. The KNN algorithm classifies the data based on "how similar” they
are. When a KNN algorithm receives an unclassified data, it measures its distance
from classified data. It collect the K smaller distances and classifies the new



data as the class of the most frequent data having these K distances. Here the
parameters chosen for the experimental settings:

- number of neighbors = 5;

- weight function used in prediction is distance : weight points by the inverse of
their distance. In this case, closer neighbors of a query point will have a greater
influence than neighbors which are further away;

- algorithm used to compute the nearest neighbors is auto: will attempt to decide
the most appropriate algorithm based on the values passed to the fit method;

- power parameter for the Minkowski metric is the euclidean distance.

4.4 Support Vector classifier

Support Vector Classification (SVC) uses support vector machine, a known type
of supervised machine learning classification algorithm.

Adaptive Boosting classifier (AdaBoost) is an algorithm that try to solve
the classification problem converting a set of weak classifiers in a strong one.
Starting from the minimum error in the weak classifier, AdaBoost assigns to
each classifier a positive or negative weight, depending on the correct or incorrect
classification of the selected classifier. At every step, misclassified cases would
be updated with larger weights after an iteration and vice versa. More recently,
it has been found that AdaBoost was minimizing an exponential loss function,
thus this algorithm can be seen as a stagewise estimation procedure for fitting
an additive logistic regression model [28].

5 Experiments

Regarding the conducted experiments, we have split our dataset into 70% of
the validation/training set and 30% of the test set. The gender balance was not
affected by this distribution.

Since the difficulty of the Gotcha dataset lies in the strong diversity of video
acquisitions, we have divided the results into two tables. Table 1 summarizes the
results related to cooperative videos, while Table 2 presents the results related
to non cooperative videos. The accuracy is the percentage of videos correctly
classified.

As we can see in the results, Random Forrest Classifier is the best performed
approach for our purpose.
The results are very promising, even considering the difficulties of the Gotcha
dataset.

6 Conclusions

The presented paper provides a gait analysis approach for Gender Classification.
Our proposal achieves good results and prevents the overfitting by adjusting the



Classifier| 1a 1b 1c tot.
RF 0.807|0.825(0.680|0.771
KNN 0.691 [ 0.741{0.631 | 0.688

AdaBoost | 0.774 | 0.809 | 0.597 |0.7271
SvVC 0.741(0.777(0.639 | 0.719

Table 1: Results related to video cooperatives:

- column (1a) reports the accuracy results for cooperative indoor with artificial
light videos;

- column (1b) reports the accuracy results for cooperative indoor videos without
any lights but with camera flash;

- column (1lc) reports the accuracy results the results for cooperative outdoor
videos;

- column (tot.) reports the accuracy results for all cooperative videos.

Classifier| 2a 2b 2c tot.
RF 0.755|0.779(0.681|0.738
KNN 0.658 [ 0.695 | 0.626 | 0.660
AdaBoost | 0.720 | 0.774 | 0.602 | 0.699
SvVC 0.666 | 0.694 | 0.627 | 0.662

Table 2: Results related to video non-cooperatives.

- column (2a) reports the accuracy results for non-cooperative indoor with arti-
ficial light videos;

- column (2b) reports the accuracy results for non-cooperative indoor videos
without any lights but with camera flash;

- column (2¢) reports the accuracy results for non-cooperative outdoor videos;
- column (tot.) reports the accuracy results for all non-cooperative videos.



RF depth. However, the proposed results prove that gait can be employed to
classify gender at a distance with mobile devices. The information about gait
analysis can be utilized also in forensic field and it can be acquired from non-
frontal subjects, in the dark or with facial occlusions.

In combine this technique with other classification techniques such as neural

networks and on other datasets known to the state of the art as CASIA Gait
Database [14], OU-ISIR Gait Database, Multi-View Large Population Dataset
(OU-MVLP) [29], The TUM-GAID Database.
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