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Abstract
The aim of this study is to provide an evaluation of the impact of two largely used

data assimilation techniques, namely three- and four-dimensional variational data

assimilation systems (3D-Var and 4D-Var), on the forecasting of heavy precipitation

events using the Weather Research and Forecasting (WRF) model. For this purpose,

two flash flood events in central Italy are analysed. The first occurred on September

14, 2012 during an Intensive Observation Period of the Hydrological cycle in the

Mediterranean experiment (HyMeX) campaign, while the other occurred on May

3, 2018. Radial velocity and reflectivity acquired by C-band weather radars at Mt.

Midia (central Italy) and San Pietro Capofiume (northern Italy), as well as conven-

tional observations (SYNOP and TEMP), are assimilated into the WRF model to

simulate these damaging flash flood events. In order to evaluate the impact of the

3D-Var and 4D-Var assimilation systems on the estimation of short-term quantita-

tive precipitation forecasts, several experiments are carried out using conventional

observations with and without radar data. Rainfall evaluation is performed by means

of point-by-point and filtering methodologies. The results point to a positive impact

of the 4D-Var technique compared to results without assimilation and with 3D-Var

experiments. More specifically, the 4D-Var system produces an increase of up to

22% in terms of the Fractions Skill Score compared to 3D-Var for the first flash

flood event, while an increase of about 5% is achieved for the second event. The

use of a warm start initialization results in a considerable reduction in the spin-up

time and a significant improvement in the rainfall forecast, suggesting that the initial

precipitation spin-up problem still occurs when using 4D-Var.

K E Y W O R D S
3D-Var, 4D-Var, flash floods, radar data assimilation, Weather Research and Forecasting (WRF) model

1 INTRODUCTION

In recent years the Mediterranean region, and the Italian ter-

ritory in particular, has been affected by several flash flood

events (Hally et al., 2015; Cassola et al., 2016; Silvestro

et al., 2016; Maiello et al., 2017). Most of these events

have occurred during the autumn when the Mediterranean

Basin is frequently crossed by Atlantic troughs, which advect

warm and moist air mass from the sea to the western regions

of Italy, increasing the water vapour content in the air and
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destabilizing the atmosphere. In autumn the Mediterranean

Sea is still relatively warm, providing additional heat and

moisture to the lower atmosphere, which triggers the devel-

opment of convective phenomena (Duffourg and Ducrocq,

2011, 2013). The complex orography of the Italian Peninsula,

including the Alps and Apennines mountain ranges, facilitates

the lifting and consequent condensation of air, which is a key

factor in the production of heavy precipitation.

The aforementioned elements, in combination with urban-

ized watersheds with steep slopes that characterize most of

the Italian regions, increase the potential risk of flash floods.

Another important factor that contributes to these events is

the slow evolution of convective systems that produce heavy

precipitation affecting the same area for several hours or even

days, resulting in fatalities and economic damages in the range

of millions of euros. It is worth also recalling the related

socio-economic impacts of these events on the Italian munic-

ipalities, who spend a large amount of financial resources

every year on repairing the damages caused by heavy rainfall

(Lastoria et al., 2006; Salvati et al., 2010). Accurate fore-

casting of the locations and timings of precipitating cells is

therefore necessary to ensure the safeguarding of human life,

and to adopt a series of measures aimed at preventing and

reducing the possible damages during a heavy rainfall event.

This is still a challenging problem in both numerical stud-

ies and operational forecasts (Mass et al., 2002; Bryan and

Rotunno, 2005; Yano et al., 2018).

Improvements in the initial conditions may help to solve

this problem (Rabier et al., 1996; Ehrendorfer, 1997; Sten-

srud et al., 2000; Simmons and Hollingsworth, 2002; Gal-

lus and Bresch, 2006) and, in this context, assimilation of

local data can be used. Variational data assimilation allows

different observation types to be combined with the back-

ground field (first guess) in order to provide the best possi-

ble estimate of the atmospheric state at the initial time. In

recent years, many efforts have been made in the develop-

ment of variational data assimilation systems, including three-

and four-dimensional variational data assimilation systems

(3D-Var and 4D-Var), to include weather radar measurements.

Weather radar systems can provide a 3D structure of a storm

in terms of radial velocity (by using Doppler radars) and

reflectivity factor measurements with wide spatial coverage

(up to 100 km) and at very high spatial resolutions (hundreds

of metres). Thus, the radar data volume (i.e., the resolution)

can be much larger than for conventional observations, and

it can include the possibility of assimilating data within the

3D atmospheric structure, which is useful for understand-

ing and forecasting the convective motions and structures.

Xiao et al. (2005) developed an observation operator for

radial velocity within the 3D-Var system of the Pennsylvania

State University/National Center for Atmospheric Research

(PSU/NCAR) fifth-generation Mesoscale Model (MM5). The

results showed the positive impact of radial velocity data

on short-term rainfall prediction. A radar reflectivity data

assimilation scheme for the same 3D-Var system was also

developed by Xiao et al. (2007). The assimilation of radar

reflectivity measurements acquired by the Jindo radar in

South Korea was assessed for rainfall estimates of Typhoon

Rusa, highlighting the positive impact of the assimilation

procedure on short-term quantitative precipitation forecasting

(SQPF).

Several studies based on the 3D-Var method have been

accomplished by assimilating measurements from one or

more weather radars. As an example, reflectivity and radial

velocity data provided by 12 radars were assimilated into

the Weather Research and Forecasting (WRF) model for

the simulation of a squall line over the Great Plains of the

United States (Xiao and Sun, 2007). The results showed

an improvement in precipitation skill and a positive impact

on the localization of convective cells. Lee et al. (2010)

evaluated the impact of multiple radar data for the simu-

lation of a mesoscale convective system over the Korean

Peninsula. The use of radial velocity and reflectivity data,

acquired from two radars, improved the heavy rainfall and

wind field forecasts. Over Europe, both radial velocity and

reflectivity, measured by a single Doppler radar, have been

assimilated for the simulation of a heavy rainfall event in

central Italy (Maiello et al., 2014). The authors showed that

the use of weather radar data, combined with the outer-loop

strategy that allows the nonlinearity of observation opera-

tors to be factored in and increases the number of assimilated

observations, can have a positive impact on rainfall predic-

tion. Wattrelot et al. (2014) assimilated the radar reflectiv-

ity from the French radar network using the Application of

Research to Operations at Mesoscale (AROME) model. They

demonstrated that the 3D-Var system improved the analysis

field and the performance in terms of SQPF. Stanešić and

Brewster (2016) assimilated SYNOP data and radial velocity

and reflectivity data from the Bilogora radar in Croatia using

the 3D-Var method assimilated into the Advanced Regional

Prediction System (ARPS) high-resolution model for the sim-

ulation of a storm in northwest Croatia. They showed that

the assimilation of radar data and conventional observations

improved the localization and estimation of precipitation

of the thunderstorm. Finally, Maiello et al. (2017) evalu-

ated the impact of assimilating radar reflectivity from three

radars with the 3D-Var method over low- and high-resolution

domains for the simulation of a flash flood event in cen-

tral Italy. They showed the positive impact of assimilating

multiple radar reflectivity fields when performed over both

domains.

The 4D-Var method, developed by Huang et al. (2009),

was used by Wang et al. (2013a, 2013bb,) to assimilate

weather radar data into the WRF model. They improved the

cost function with the addition of a Kessler warm rain micro-

physics scheme and its tangent linear (TL) and adjoint (AD)
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models. The assimilation of radial velocity and reflectivity

data in a short-duration assimilation window worked well,

producing a dynamically consistent analysis and improving

the estimation of precipitation as compared to the 3D-Var

method. Choi et al. (2013) used the 4D-Var method for the

simulation of a heavy rainfall event in South Korea. They

assimilated the radial velocity from 13 radars, adopting a

strategy with more outer loops. The results showed that

4D-Var improves the rainfall prediction and the quality of the

analysis field, ensuring a better forecast.

Although both 3D-Var and 4D-Var demonstrate good per-

formance in rainfall forecasting, the required computational

resources differ significantly. The 4D-Var method is very

computationally demanding because, unlike 3D-Var, it uses

the numerical weather prediction (NWP) model as a dynam-

ical constraint to ensure that the local structure is retained.

On the plus side, 4D-Var allows for observations distributed

within the assimilation window to be assimilated, improves

the convective-scale initial condition and ensures a consistent

analysis field. Nevertheless, the incremental approach pro-

posed by Courtier et al. (1994) and used in WRF 4D-Var

relies on the TL model, which replaces the full nonlinear

model as a forward model. This approach reduces the com-

putational resources in the cost function minimization and

provides greater stability of the numerical problem. Chu et al.
(2013) carried out a preliminary comparison between the

WRF 3D-Var and 4D-Var data assimilation methods, assim-

ilating conventional observations for the prediction of two

cyclonic systems in the Antarctic region. The study demon-

strated the positive impact of 4D-Var after the first 24 hr of

simulation and showed a better physical balance of the anal-

ysis field. Sun and Wang (2013) also compared 4D-Var and

3D-Var methods by assimilating radar reflectivity and radial

velocity from the Weather Surveillance Radar-1988 Doppler

(WSR-88D) network. The results showed the positive impact

of 4D-Var on the precipitation forecast during the passage

of a squall line and demonstrated how the assimilation of

radial velocity produces a greater impact than reflectivity on

rainfall estimation as well as a reduction in the precipitation

spin-up time.

The aim of this study is to (a) evaluate the impact of the

4D-Var system in comparison with the 3D-Var system for

the WRF model, (b) evaluate the impact of multiple weather

radar data with respect to the assimilation of conventional

observations, and (c) quantify the potential contributions of

the 3D-Var and 4D-Var methods in terms of SQPF. Two

flash flood events, occurring in central Italy, are used for

this purpose. The first occurred on September 14, 2012 dur-

ing the Hydrological cycle in the Mediterranean experiment

(HyMeX) campaign (Ducrocq et al., 2014; Ferretti et al.,
2014; Davolio et al., 2015), while the other occurred in the

spring, on May 3, 2018. Conventional observations are assim-

ilated with or without radar reflectivity and radial velocity

acquired by two C-band Doppler radars and the performances

of these two approaches are evaluated in terms of SQPF. In

order to evaluate the impact on the precipitation forecast, two

different methods are used: a point-by-point basis (conven-

tional) technique and a filtering (neighborhood) technique.

The key novelties of this work lie (a) in the assimilation of

multiple radar data using the 4D-Var technique in an oro-

graphically complex region in the Mediterranean Basin, (b) in

the comparison between the 3D-Var and 4D-Var assimilation

methods implemented in the WRF model, assimilating the

same number of observations, and (c) in the exploitation of

different methods for the statistical evaluation. Moreover, this

work is the first experiment conducted with WRF 4D-Var and

radar data in Italy and it represents the first effort to compare

the two variational methods for two severe weather events

occurring in the Mediterranean basin.

This paper is structured as follows. Section 2 provides

a brief description of the WRF 3D-Var and WRF 4D-Var

data assimilation systems. An overview of the case studies

is presented in section 3. The WRF model configuration and

the experiments carried out are presented in section 4. The

description of the two statistical methods used for precipi-

tation assessment is provided in section 5. The results are

discussed in section 6. A summary and conclusions are given

in section 7.

2 DATA ASSIMILATION IN THE
WRF MODEL

Radar measurements and conventional observations are

assimilated using the WRF model data assimilation system

(WRFDA; Barker et al., 2012). This system allows differ-

ent observation types to be ingested and a domain-dependent

forecast error covariance matrix (B matrix) to be estimated.

Moreover, the system is designed to be used with the two

variational approach methodologies, 3D-Var and 4D-Var, as

described in the following subsections.

2.1 General description of WRF 3D-Var
and 4D-Var
The variational data assimilation methods 3D-Var and 4D-Var

are widely employed in ocean and atmospheric sciences,

mostly in NWP. The WRF 3D-Var data assimilation system

(Barker et al., 2004; Skamarock et al., 2008) is based on the

minimization of a penalty or cost function that reduces the

misfit between the background forecast (or the first guess) and

observations. With respect to the atmospheric state vector x,

the cost function J is defined as follows:

J(x) = 1

2
{(x − xb)TB−1(x − xb)

+ [y0 − H(x)]TR−1[y0 − H(x)]}, (1)
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where y0 is the observation vector, xb is the background

vector field and H is the observation operator. B and R
are the background and observation error covariance matri-

ces, respectively. Moreover, in WRF 3D-Var, all observations

falling within the assimilation window are assimilated at its

centre.

In order to reduce the computational cost, WRF 3D-Var

adopts the incremental approach (Courtier et al., 1994) in

which the cost function minimization is performed in a

preconditioned variable space. The preconditioned control

variables used for this purpose are unbalanced temperature,

stream function, pseudo-relative humidity, unbalanced poten-

tial velocity and unbalanced surface pressure.

The WRF 4D-Var data assimilation system uses a numer-

ical model as a constraint with the aim of simulating the

trajectory (Huang et al., 2009; Zhang et al., 2013). This choice

allows observations to be assimilated into the entire assimi-

lation window. The state analysis is estimated by minimizing

the following cost function:

J(x0) =
1

2
(x0 − xb

0
)TB−1(x0 − xb

0
)

+ 1

2

n∑

k=0

{yk − Hk[Mk(x0)]}T

× R−1{yk − Hk[Mk(x0)]}, (2)

where the term x0 is the initial state vector at time t0 and xb
0

is

the background state vector provided by a previous forecast.

The assimilation window is divided in n sub-windows, so that

yk is the observation in each of them, and Hk and Mk are the

observation and forward nonlinear model operators, respec-

tively. The WRF 4D-Var system, as already mentioned, adopts

the incremental approach proposed by Courtier et al. (1994),

so that the forward nonlinear forecast model is replaced with

the TL and AD models. This approach decreases the compu-

tational resources necessary for minimizing the cost function

and enhances the efficiency in the estimation of the model tra-

jectory, as well as in the computation of the cost function. The

use of the TL and AD models handles the nonlinear processes

within the assimilation window, improving the conditioning

of the cost function. The nonlinear trajectory, which is ignored

in the TL model, is updated at the end of the minimiza-

tion processes before the next outer loop is run. Therefore,

the two variational schemes have their advantages and dis-

advantages: WRF 4D-Var has the advantage of treating the

observations at the correct time and the increments are calcu-

lated at the time of each observation. The simulation of the

model trajectory, a specific feature of 4D-Var, ensures better

consistency between the dynamical and microphysical fields.

On the other hand, WRF 3D-Var has the advantage of being

fast and computationally cheap.

2.2 Reflectivity and radial velocity
observation operators
The radar reflectivity and radial velocity are assimilated using

the 3D-Var and 4D-Var methods by means of two different

observation operators implemented in WRFDA. The radial

velocity operator Vr takes into consideration the three com-

ponents of the wind field (u,v,w), the distance D between

the radar antenna and the target and, finally, the hydrometeor

terminal fall speed Vt:

Vr =
1

D
[(xd − xr)u + (yd − yr)v + (zd − zr)(w − Vt)], (3)

where

D = [(xd − xr)2 + (yd − yr)2 + (zd − zr)2]1∕2
, (4)

with (xd,yd,zd) and (xr,yr,zr) being the coordinates of each

grid point and the radar location, respectively. Vt is computed

using the relationship between the rainwater mixing ratio and

a correction factor (Sun and Crook, 1997).

The reflectivity Z (in dBZ) is assimilated using the follow-

ing observation operator:

Z = a1 + a2 log10(𝜌qr), (5)

where 𝜌 is the air density (kg⋅m−3) and qr is the rainwater

mixing ratio (g⋅kg−1). The coefficient a1 (equal to 43.1) and

a2 (equal to 17.5) are determined according to the hydrom-

eteor distributions defined by Marshall and Palmer (1948).

Equation 5 was introduced by Sun and Crook (1997) and was

implemented for the first time in WRF 3D-Var and 4D-Var by

Xiao et al. (2007).

2.3 Estimation of the background matrix B
The estimation of the B matrix is a critical point for both

the 3D-Var and 4D-Var methods. The assimilation procedure

combines observations with a short-range previous forecast

affected by errors. Therefore, the evaluation of the error in

the forecast field is a key action to ensure that the assimilated

data produce dynamically consistent increments at each grid

point.

The National Meteorological Center (NMC) method (Par-

rish and Derber, 1992) is widely used in the literature (e.g.,

Berre, 2000; Gustafsson et al., 2001; Barker et al., 2012)

and is adopted in this work. This technique is based on an

ensemble of forecasts over a long time period (weeks or

months). More specifically, the method evaluates the differ-

ences between different sets of 24 and 12 hr forecasts being

verified at the same time. For the case study occurring in

September 2012, the B matrix has been computed to consider

the whole period of the HyMeX campaign (from September
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to November 2012). Conversely, for the second case a period

of 2 weeks was taken into account.

Moreover, the tuning of the background error factors,

named LEN_SCALING and VAR_SCALING, has a signif-

icant influence in 3D/4D-Var techniques. Both these fac-

tors are meaningful to the analysis (Jianfeng et al., 2005)

and can strengthen the impact of radar measurements.

LEN_SCALING controls the spatial decorrelation scale and

VAR_SCALING tunes the background error covariance for

the following five variables: unbalanced velocity potential,

unbalanced temperature, pseudo-relative humidity, unbal-

anced surface pressure and stream function. The covari-

ance tuning has been performed through a sensitivity study

by varying the LEN_SCALING parameter in 3D-Var and

4D-Var experiments with radar data. The water vapour mix-

ing ratio increments (i.e., the difference between analysis

and first guess) have been evaluated with three different

LEN_SCALING factors: 1, 0.75 and 0.5, respectively. The

use of a LEN_SCALING factor of 0.5 reduces the variable

perturbation length scale by 50%, ensuring that the water

vapour increment is comparable with the weather radar range;

this is why this value is chosen for the simulations. For sim-

plicity, the same LEN_SCALING factor is used for the fol-

lowing variables: unbalanced velocity potential, unbalanced

temperature, pseudo-relative humidity, unbalanced surface

pressure and stream function. In contrast, the default values

are set for the VAR_SCALING factors.

3 DESCRIPTION OF THE CASE
STUDIES

Two flash flood events are analysed, the first of which

occurred on September 14, 2012 (case study 1), in autumn

during the HyMex campaign, while the second occurred on

May 3, 2018 (case study 2) in the spring. Synoptic descrip-

tions of the two case studies are presented in the following

sections.

3.0.1 Case study 1: September 14, 2012
The HyMeX program was aimed at improving our knowl-

edge of hydrological cycles in the Mediterranean Basin and,

in particular, the predictability and modelling of extreme

events and interdecadal or multidecadal variabilities in the

atmospheric circulation. The First Special Observation Period

(SOP1) field campaign took place during the period between

September and November 2012, and focused on heavy rainfall

and flash flooding events occurring in the western Mediter-

ranean area and their impacts in terms of casualties and

damage caused. During the campaign, nine Intensive Obser-

vation Periods (IOPs) were identified over the Italian territory.

In this study, we take into consideration the fourth Intensive

Observation Period (IOP4), which occurred in central Italy on

September 14, 2012.

An anticyclonic ridge characterized the synoptic scenario

of IOP4 over western Europe, which separated two differ-

ent cyclonic areas, one located over the Azores Islands and

the other over the central Mediterranean Basin (Figure 1a).

On September 14, 2012 at 0000 UTC, the Mediterranean

low-pressure system, resulting from a strong meridional oscil-

lation of the polar front, evolved into a cut-off. The latter

was associated with two different relative minima on the sur-

face pressure field, the first of which was located over the

southern part of the Tyrrhenian Sea (off the coast of Cam-

pania), while the second occurred over the central Adriatic

Sea (Figure 2a). Strong and organized convective activity

was observed around the two relative surface pressure min-

ima. In the central Adriatic region the convection was further

enhanced by a low-level wind convergence line, generated by

the interaction between cool northeastern winds (the bora)

and moist and warm southeastern flow (the sirocco) formed

along the coast of Abruzzo (Figure 2b). The convergence line

increased the instability of the air column, triggering convec-

tive cells. Furthermore, in the inland areas of the Abruzzo and

Marche regions, a relevant orographic lifting occurred along

the eastern slopes of the Apennine mountains.

The local meteorological features, embedded with the syn-

optic and mesoscale structures, produced heavy and persistent

precipitation during the morning of September 14, 2012 over

the central Adriatic region. A flash flood event occurred along

the coastline of the Abruzzo and Marche regions, causing

damage to houses, railways, streets, hospitals and highways,

with estimated economic damages of over one million euros:

in several municipalities of the Pescara urban area a state

of emergency was declared. Because of the complex orog-

raphy of the area in question, peak rainfall was recorded

at the Majella and Gran Sasso mountains and along the

coastal areas of the Abruzzo and Marche regions (Figure 3).

Rain-gauges located at the coastal cities of Chieti, Pescara

Colli and Ortona measured 83, 80 and 64 mm⋅6 h−1, respec-

tively. Relevant accumulations were also reported in the Gran

Sasso and Majella mountain regions, namely at Roccacasale

(80 mm⋅6 h−1), Passo Lanciano (78 mm⋅6 h−1) and Campo

Imperatore (70 mm⋅6 h−1).

3.0.2 Case study 2: May 3, 2018
The second flash flood occurred in central Italy on May 3,

2018. At 0000 UTC, the large-scale flow showed a stretched

trough (with its axis oriented from the northeast to the south-

west), extending from northwestern Europe to the inland

sectors of Algeria (Figure 1b). A strong meridional oscillation

of the polar jet stream occurring within the previous 48 hr,

together with an upper-level divergence and a strong temper-

ature gradient at low levels, resulted in the deepening of a
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F I G U R E 1 ECMWF analyses: geopotential height at 500 hPa (coloured areas) and sea level pressure fields (white solid lines) on (a)

September 14, 2012 at 0000 UTC and (b) May 3, 2018 at 0000 UTC. Images courtesy of http://www.meteociel.fr

cyclone (992 hPa) on the western side of Sicily (Figure 2c).

Over the next 12 hr, the trough evolved into a cut-off system.

Because of this synoptic scenario, the central Adriatic

region was affected by a southeasterly flow at upper- and

midtropospheric levels (300, 500 and 700 hPa) and by easterly

winds at lower-pressure heights (950 and 1,000 hPa), which

supplied a large amount of warm and moist air. Moreover,

as highlighted by Figure 2d, strong low northeasterly winds

forced upward by the Apennine mountain ridge in the cen-

tral Adriatic region further increased the instability of the

air column. As illustrated in Figure 3b, relevant peak rain-

fall was recorded in northern Abruzzo: rain-gauges in Moz-

zano and Force measured, respectively, 55 and 58 mm⋅6 h−1,

while along the coast rain-gauges measured 63 mm⋅6 h−1

at Pineto and 48 mm⋅6 h−1 at Pescara Colli. In the inland

areas, the orographic precipitation contributed to an increase

in the accumulated rainfall, especially on the eastern side

of the Sibillini mountains (indicated by a red rectangle in

Figure 3b).

4 DATA AVAILABILITY AND
NUMERICAL SIMULATIONS

The available data used for assimilation and numerical exper-

iments are described in the following subsections. The dataset

consists of reflectivity and radial velocity data, collected by

two C-band Doppler radars, as well as data from conventional

observations, such as SYNOP (surface synoptic observations)

and TEMP (upper-level temperature, humidity and wind

observations), provided by the Global Telecommunication

System of the World Meteorological Organization. In addi-

tion, the WRF model configuration and the set-up of the

numerical experiments are also presented.

4.1 Description of the assimilated dataset
C-band Doppler radars at Mt. Midia (MM) and San Pietro

Capofiume (SPC) (Figure 4a), which form part of the Italian

radar network, acquire reflectivity and radial velocity data that

are assimilated into the 3D-Var and 4D-Var methods. The MM

radar, which is managed by the Abruzzo region, is located

in central Italy at the top of Mt. Midia (42.057◦N, 13.177◦E,

1,710 m above sea level). The instrument operates with a fre-

quency of 5.5 GHz and a resolution in the range of 500 m.

Four volume scans are performed every 15 min at different

elevation angles (0◦, 1◦, 2◦ and 3◦), with a maximum range

of 120 km. The SPC radar (44.654◦N, 11.623◦E, 31 m above

sea level), managed by Arpae Emilia Romagna, is installed in

San Pietro Capofiume in northern Italy. The instrument cov-

ers a large part of the Po Valley and the coastal areas of the

northern Adriatic Sea, with a maximum range of 125 km. The

radar scanning strategy provides six elevation angles: 0.5◦,

1.4◦, 2.3◦, 3.2◦, 4.2◦ and 5◦, and operates with a frequency of

5.6 GHz and a resolution in the range of 250 m.

The measurements obtained by the two weather radars are

processed with a quality control algorithm in order to remove

the main sources of errors that may affect radar measurements

(e.g., ground clutter, signal attenuation, beam blocking and

radio interference). The MM and SPC radars have different

http://www.meteociel.fr
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F I G U R E 2 Analyses of 950 hPa temperature field in ◦C (coloured areas) and sea level pressure in hPa (black solid lines) from ECMWF at (a)

0600 UTC on September 14, 2012 and (c) 1200 UTC on May 3, 2018. Wind fields (m⋅s−1) at 10 m and total column and water vapour (kg⋅m−2)

analyses from ECMWF at (b) 0600 UTC on September 14, 2012 and (d) 1200 UTC on May 3, 2018

spatial resolutions and their data are collected as polar coor-

dinates. For these reasons, the reflectivity and radial velocity

data are converted to Cartesian coordinates and horizontally

thinned by interpolating them over the domain grid with a spa-

tial resolution of 12 km (described in the next section). The

thinning of the radial velocity and reflectivity data is needed

to reduce the high density of the radar measurements and

to ensure numerical stability of the assimilation techniques.

SYNOP and TEMP data are also quality-controlled, through

the observation preprocessing module implemented in WRF,

and then assimilated.

4.2 WRF model configuration
The Advanced Research WRF (ARW) model (version

3.7.1), which was developed at the National Center

for Atmospheric Research (NCAR), is used for the

numerical simulations. The model is characterized by

a fully compressible non-hydrostatic set of equations,

terrain-following hydrostatic-pressure vertical coordinates,

Arakawa C-grid staggering and a third-order Runge–Kutta

time-integration scheme. Additional technical information

can be found in Skamarock et al. (2008). A two-way nest-

ing configuration with two domains is used for this study:

the first domain (D01) covers central western Europe and

the Mediterranean Basin, with a spatial resolution of 12 km;

the nested one (D02) covers central Italy with a horizontal

resolution of 3 km (Figure 4b). The initial and boundary

conditions for D01 are provided by the European Centre for

Medium-Range Weather Forecasts (ECMWF) with a hori-

zontal resolution of 0.125◦, while the D02 uses the initial and

boundary conditions generated from the mother domain. For

each domain, 37 unequally spaced vertical levels are used,

from ground level up to 100 hPa.

Several physics options are eligible for the WRF model.

In this work, we have used the same parametrization schemes
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F I G U R E 3 Precipitation amount (mm) (a) from 0000 to 0600 UTC on September 14, 2012 and (b) from 0600 to 1200 UTC on May 3, 2018.

Grey points represent the rain-gauges of the Italian Civil Protection Department [Colour figure can be viewed at wileyonlinelibrary.com].

as set for the WRF operational chain of the Center of Excel-

lence in Telesensing of Environment and Model Prediction

of Severe Events (CETEMPS) (Ferretti et al., 2014). For

long wave radiation, the Rapid Radiative Transfer Model

(RRTM) scheme (Mlawer et al., 1997) is applied, while the

Dudhia scheme (Dudhia, 1989) is selected for short wave

solar radiation. The Grell 3D ensemble (G3D) scheme (Grell

and Devenyi, 2002) is also adopted, although no cumulus

parametrization is used on the higher resolution domain.

The new Thompson scheme (Thompson et al., 2008) with

six different types of hydrometers is used for the micro-

physics. The Yonsei University (YSU) scheme (Hong et al.,
2006) is chosen to parametrize the vertical turbulent fluxes

within the planetary boundary layer (PBL). Finally, the Noah

land surface model (Noah LSM; Chen and Dudhia, 2001)

is chosen for the parametrization of land surface processes.

The parametrizations used in this study are summarized in

Table 1.

4.3 Design of experiments

For case study 1, the numerical experiments are initialized

at 0000 UTC on September 14, 2012; case study 2 starts at

0600 UTC on May 3, 2018. All simulations are initialized

using ECMWF analyses and forecasts. The 4D-Var method

is applied to the low-resolution domain (D01, 12 km) only,

because of a too-high computational cost for the D02 domain.

In order to factor in the nonlinearity of the observation

operators and increase the number of assimilated observa-

tions, the outer-loop procedure (Rizvi et al., 2008) is applied

in this work. This method reduces the gap between first guess

and observations; therefore, some measurements previously

rejected by the WRFDA quality control (Andersson and Järvi-

nen, 1999) can be assimilated in the next try. The outer-loop

technique may also improve the quality of the analysis field

(Guo et al., 2006; Rosmond and Xu, 2006; Massart et al.,

http://wileyonlinelibrary.com
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(a) (b)

(c) (d)

F I G U R E 4 (a) Locations and spatial coverage of radars at Mt. Midia (MM; green point) and San Pietro Capofiume (SPC; red point). (b) The

two domains used for the simulations (red rectangles) and the spatial distribution of assimilated SYNOP data (green points). (c, d) Two examples of

assimilated data at 0000 UTC on September 14, 2012. Radar reflectivity is measured from (c) MM and (d) SPC radars at 1◦ and 1.4◦ elevation

angles, respectively

T A B L E 1 Parametrization adopted for subgrid-scale processes

Physics options D01 D02

Microphysics Thompson Thompson

Cumulus parametrization Grell 3D Ensemble Scheme Resolved

Long wave radiation RRTM RRTM

Short wave radiation Dudhia Dudhia

PBL YSU YSU

Land surface physics Noah LSM Noah LSM

2010) by retaining local features. Two outer loops are applied

for the assimilation experiments.

For each case study, seven numerical experiments are per-

formed to assess the impact of 3D/4D-Var methods on the

rainfall forecast. The same assimilation window of 1 hr is

used for both variational techniques, assimilating radar data

(Figure 4c,d) and conventional observations (Figure 4b) from

0000 to 0100 UTC and from 0600 to 0700 UTC in case studies

1 and 2, respectively.

For the 3D-Var experiments, conventional observations,

radar reflectivity and radial velocity are assimilated at 0000

and 0100 UTC for case study 1. The same observations are
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T A B L E 2 Description of the seven simulations performed

Experiment
Assimilation
method

Radar
data

Conventional
observations

Start
mode

CTL None No No Cold

3DVAR-CON 3D-Var No Yes Cold

3DVAR-CONMMSPC 3D-Var Yes Yes Cold

4DVAR-CON 4D-Var No Yes Cold

4DVAR-CONMMSPC 4D-Var Yes Yes Cold

3DVAR-CONMMSPC_warm 3D-Var Yes Yes Warm

4DVAR-CONMMSPC_warm 4D-Var Yes Yes Warm

assimilated at 0600 and 0700 UTC for case study 2. To eval-

uate the impact of the radar data, two experiments are carried

out:

1. 3DVAR-CON, assimilating SYNOP and TEMP data only;

2. 3DVAR-CONMMSPC, also including the radial velocity

and reflectivity volumes provided by the MM and SPC

radars.

Similarly to the 3D-Var experiments, the following numer-

ical simulations are performed using 4D-Var:

1. 4DVAR-CON, assimilating SYNOP data at 0000 and

0100 UTC (0600 and 0700 UTC for case study 2) and

TEMP data at 0000 UTC (not available for case study 2);

2. 4DVAR-CONMMSPC, accounting for the same conven-

tional observations, but also including the radial velocity

and reflectivity volumes acquired at 0000 and 0100 UTC

(0600 and 0700 UTC for case study 2).

With the aim of using an equal number of observations

for the numerical experiments, the same assimilation window

is used for the 3D-Var and 4D-Var methods. A total of 1,353

SYNOP, 38 TEMP and 2,748 radar observations are assimi-

lated for case study 1, while 1,674 SYNOP and 2,748 radar

observations are assimilated for case study 2. Furthermore, a

control experiment (CTL) without assimilation is carried out

for both events.

Finally, in order to evaluate the performance of 4D-Var

and 3D-Var with a warm start initialization, two addi-

tional experiments (4DVAR-CONMMSPC_warm and

3DVAR-CONMMSPC_warm), including radar measure-

ments (reflectivity and radial velocity) and conventional

observations, are performed for both case studies. For

this simulation, the WRF forecast fields, initialized 6 hr

previously, are used as the first guess for the two assimilation

techniques.

In order to compare the different variational methods in

terms of SQPF, all simulations are run for 6 hr. A summary of

the performed experiments is reported in Table 2.

5 VERIFICATION METHODS

The impact of 3D-Var and 4D-Var is evaluated by comparing

the observed precipitation, collected by the rain-gauge net-

work of the Italian Civil Protection Department (DPC), with

the rainfall forecasted by the WRF simulations. A quality con-

trol is applied to the rain-gauge data before using them for the

statistical analysis. Possible errors due to instrument failures,

connection problems and false measures are removed. The

verification is performed over a sub-area of the D02 domain,

referred to hereafter as the Study Area (SA). The SA extends

from the coastal region of the central Adriatic Sea to the

coastal region of the central Tyrrhenian Sea (Figure 5), mainly

covering central Italy.

The analysis of the 6 hr precipitation field, obtained

through a spatial interpolation of rain-gauge data, shows

rainfall only in the SA of the D02 domain (Figure 5). The

statistical analysis is therefore performed over the SA. In addi-

tion, two different sub-regions (Figure 5) are identified within

the SA: Lazio-Abruzzo (LA) and Marche-Abruzzo (MA). The

Abruzzo region, which is characterized by the highest amount

of precipitation, is included in both sub-regions and is asso-

ciated with both Lazio and Marche because the latter regions

are either totally or partially covered by the Mt. Midia radar

and affected by precipitation in this case study. The use of

the two sub-regions, on the one hand, reduces the number of

no-rain data that can affect the statistical analysis and, on the

other hand, allows the impact of data assimilation on the lee-

ward and upwind sides of the Gran Sasso and Majella massifs

(central Apennines) to be evaluated.

To evaluate the short-term (first 6 hr of simulation)

response to the 3D-Var and 4D-Var assimilation techniques

in the SA, MA and LA sub-regions, SQPF is employed.

For case study 1, hourly precipitation measurements from

0000 to 0600 UTC on September 14, 2012 are used, while

for case study 2, those from 0600 to 1200 UTC on May 3,

2018 are used. In this respect, the conventional point-by-point

approach and the filtering method are applied.
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F I G U R E 5 Description of the three sub-regions: Study Area (SA), Marche-Abruzzo (MA) and Lazio-Abruzzo (LA). The points represent the

locations of rain-gauges forming part of the Italian Civil Protection network [Colour figure can be viewed at wileyonlinelibrary.com].

5.1 Point-by-point approach

The point-by-point (conventional) approach provides a quan-

titative assessment of the precipitation estimated by the WRF

simulations. Such an approach consists in comparing the pre-

dicted and observed rainfall at the same location through

point-by-point matching. A contingency table is introduced

to account for possible combinations between the rainfall

amounts and one or more threshold values. The elements of

the contingency table are described in the following:

• Hits: the observed and forecasted values are greater than

the threshold;

• False alarms: only the forecasted value is greater than the

threshold;

• Misses: only the observed value is greater than the thresh-

old;

• Correct negatives: the observed and forecasted values are

lower than the threshold.

Different statistical scores may be calculated using this

table (Wilks, 2006, p. 627). However, the Equitable Threat

Score (ETS; Schaefer, 1990), which is widely used in the liter-

ature (Sousounis et al., 2004; Jankov et al., 2007; Hong et al.,
2010; Pennelly et al., 2014), is adopted for this study. The

ETS represents the ratio between the hits and the sum of all

hits, false alarms and misses, corrected by a random term that

reduces the probability of random hits in wet or dry climates.

The score ranges from −1/3 to 1, with 1 being the best score.

5.2 Filtering method
The point-by-point method shows significant limitations in

the assessment of precipitation fields at high spatial and tem-

poral resolutions (Roberts, 2003). Therefore, another method-

ology – the filtering method – is used to assess the WRF

precipitation forecast. The rainfall measurements observed by

the rain-gauge network and those estimated by the WRF sim-

ulations are spatially interpolated on a regular grid with a

horizontal resolution of 3 km (the same as the D02 domain)

and matched using a neighbourhood approach, comparing the

forecasts and observations considering 3× 3 grid cells around

each grid point. The Fractions Skill Score (FSS; Roberts and

Lean, 2008), which is frequently used in the literature for the

assessment of precipitation, is computed here (Baldauf et al.,
2011; Rennie et al., 2011; Romine et al., 2013; Wang et al.,
2013a, 2013b). The FSS index ranges from 0 to 1, with 1 being

the best score.

6 RESULTS

Evaluating the impact of the data assimilation methods

involves the two statistical analyses previously described in

sections 5.1 and 5.2. The FSS and ETS are calculated using

a threshold value of 1 mm⋅h−1 to assess the model's ability to

reproduce the onset of precipitation. A comparison between

the FSS and the ETS in the SA region is performed with the

aim of assessing the response of the two statistical indexes

in estimating precipitation with the two assimilation meth-

ods. Moreover, to evaluate the impact of data assimilation

http://wileyonlinelibrary.com
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F I G U R E 6 Upper panels: evolution of (a) ETS and (b) FSS for the threshold >1 mm⋅h−1 in the SA region for the case study occurring on

September 14, 2012. Lower panels: evolution of (c) ETS and (d) FSS for the same threshold in the SA region for the case study occurring on May 3,

2018. Dashed red lines represent the CTL, yellow lines 4DVAR-CONMMSPC, green lines 4DVAR-CON, black lines 3DVARCON and blue lines

3DVAR-CONMMSPC

with 3D/4D-Var, the FSS are also calculated, using the same

threshold value, for the LA and MA regions, where peak

rainfall is observed. Finally, a sensitivity test to assess the

behaviour of the assimilation in a warm start mode is car-

ried out. The results are described in the following three

subsections.

6.1 Statistical analysis: ETS versus FSS
6.1.1 Case study 1
The ETS is calculated for the 1 mm⋅h−1 threshold in the

SA region (Figure 6a). The 3D-Var and 4D-Var simula-

tions show higher values of the ETS than the CTL (dashed

line) in the interval from 0000 to 0400 UTC. However, the

impact of assimilation is reduced in the last 2 hr of simu-

lations. On the other hand, the FSS calculated in the same

region using the 1 mm⋅h−1 threshold (Figure 6b) from 0000 to

0500 UTC displays a greater improvement for the 3D/4D-Var

experiments than for the CTL, and a positive impact of the

4D-Var simulations over the whole simulation period. This

is in contrast with the ETS after 3 hr of simulation. This

behaviour highlights the different responses of the statisti-

cal methods in the assessment of the precipitation given the

different approaches. Indeed, the point-by-point method is

performed considering a non-homogeneous spatial distribu-

tion and a limited number of rain-gauges, whereas the spatial

verification uses a regular grid, ensuring the estimation of

precipitation over all regions, as well as a neighbourhood

approach that smooths the precipitation field.

6.1.2 Case study 2
The ETS, computed in the SA region for the 1 mm⋅h−1 thresh-

old, is provided in Figure 6c. The 4DVAR-CONMMSPC

simulation (yellow line) shows higher values of the ETS

than the CTL from 0700 to 1000 UTC. This behaviour high-

lights a slight improvement of 4D-Var with radar data and
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conventional observations in terms of SQPF, even though

the impact is limited to the first 4 hr of simulation. Later,

the impact of assimilation is reduced and the CTL per-

forms better. As for case study 1, the FSS computed for

the same threshold (Figure 6d) confirms the good perfor-

mance for 4DVAR-CONMMSPC. However, similarly to what

is obtained for the case study 1, the use of the FSS extends the

positive impact for the whole simulation period.

These results suggest high sensitivity of the statistical

methods in the assessment of precipitation; hence, greater

attention needs to be paid to the choice of methods and in the

conclusions that can be drawn from them (Baldwin and Kain,

2006).

6.2 Statistical analysis: 4D-Var versus
3D-Var
6.2.1 Case study 1
For the comparison of 4D-Var and 3D-Var, two restricted

areas with significant rainfall are used: the LA and MA

regions. To this purpose, the FSS for the 1 mm⋅h−1 thresh-

old is calculated. Figure 7a shows the good performance of

the 4D-Var simulations in the LA region. This result sug-

gests that there is a clear benefit in using 4D-Var compared

to 3D-Var, although the 3D-Var experiments do produce a

slight improvement in the FSS compared to the CTL in

the interval from 0300 to 0600 UTC. In addition, the FSS

for 3DVAR-CONMMSPC (blue line) is greater than that

for 3DVAR-CON (red line), which is the simulation with

only conventional observations. This behaviour highlights the

benefits of also including radar data in the 3D-Var experiment.

The positive impact obtained using the 3D-Var and 4D-Var

methods decreases in the final hours, confirming that data

assimilation has a significant impact for only a limited time

interval. For the MA region, the FSS shows good perfor-

mance of the 4D-Var experiments over the whole simu-

lation interval (Figure 7b). On the other hand, the FSS

for the 3D-Var simulations shows a worsening when com-

pared to the CTL. Similarly to the results for the LA

sub-region, 3DVAR-CONMMSPC performs a bit better than

3DVAR-CON, while 4DVAR-CONMMSPC shows a slight

improvement only until 0300 UTC.

6.2.2 Case study 2
Similarly to case study 1, FSS is analysed for the LA region,

with a threshold of 1 mm⋅h−1, for case study 2 (Figure 7c).

4DVAR-CONMMSPC clearly shows good performance,

with the highest FSS values for the whole period. On the

other hand, the FSS for the 3D-Var and 4DVAR-CON exper-

iments does not differ greatly from the CTL. These results

suggest that the use of the 4D-Var method in combination

with the radar data benefits the SQPF for this case. Finally,

the FSS for the same threshold value is presented in Figure 7d

for the MA region. According to the result in the SA, the

4DVAR-CONMMSPC experiment confirms the positive

impact of assimilating radar data. Higher values of the FSS

as compared to the CTL are found for 4DVAR-CONMMSPC

during the simulation period, suggesting that the radar data

have a positive impact on the estimation of precipitation for

this case study.

In conclusion, the use of the FSS allows us to identify

the key role of 4D-Var in the estimation of precipitation by

showing a clear signal in the results, which is also found

for the point-by-point score. Very low values of the FSS are

found in the first few hours of simulation, suggesting that the

model is unable to produce realistic precipitation because of

the spin-up, which also occurs in simulations using 3D-Var or

4D-Var assimilation techniques.

6.2.3 A brief comparison of 4D-Var
with respect to the ECMWF initial conditions
for D01
In order to evaluate the impact of 4D-Var on the initial con-

dition (IC) with respect to the ECMWF IC, we compare the

relative humidity over D01, predicted by CTL (no assimila-

tion, i.e. ECMWF IC) and 4DVAR-CONMMSPC, with the

relative humidity measured by automatic weather stations

provided by the DPC. A point-by-point verification approach

is adopted for this purpose. More specifically, the comparison

is performed using the root mean square error (RMSE) only

in the MA region, where a significant amount of precipitation

is observed. The 4DVAR-CONMMSPC simulation shows a

reduction in the RMSE of about 1% compared to the CTL (not

shown) for both flash flood events. This result points out the

positive impact of 4D-Var with respect to the initial and lateral

boundary conditions provided by ECMWF for D01.

6.3 Sensitivity to the warm start
initialization
The previous statistical analysis suggests that the 4D-Var

technique, in combination with the radar data and conven-

tional observations, can improve precipitation estimation in

the assimilation window. Two additional simulations for each

flash flood event, named 4DVAR-CONMMSPC_warm and

3DVAR-CONMMSPC_warm, are carried out to evaluate the

impacts of 3D-Var and 4D-Var methods in the warm start

mode. To this purpose, the initial conditions are provided by

a WRF simulation initialized 6 hr earlier. The same conven-

tional observations and radar data as used in the previous sim-

ulations are assimilated in 4DVAR-CONMMSPC_warm and

3DVAR-CONMMSPC_warm. The FSS is used to compare

the new simulations with the CTL, 4DVAR-CONMMSPC

and 3DVAR-CONMMSPC (both in cold start mode) for the

1 mm⋅h−1 threshold value and the MA and LA sub-regions

previously defined.
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F I G U R E 7 Upper panels: evolution of the FSS for the threshold >1 mm⋅h−1 in (a) the LA region and (b) the MA region for the case study

occurring on September 14, 2012. Lower panels: evolution of the FSS for the same threshold in (c) the LA region and (d) the MA region for the case

study occurring on May 3, 2018. Dashed red lines represent the CTL, yellow lines 4DVAR-CONMMSPC, green lines 4DVAR-CON, black lines

3DVAR-CON and blue lines 3DVAR-CONMMSPC

6.3.1 Case study 1
The FSS, with a threshold of 1 mm⋅h−1 (Figure 8a), shows

the highest value for 4DVAR-CONMMSPC_warm over

the whole simulated period for the LA region. Moreover, a

reduction in the spin-up time is found in the first few hours

of simulation. The FSS for 3DVAR-CONMMSPC_warm

is greater than that for 3DVAR-CONMMSPC. This

result, in combination with the positive impact of

4DVAR-CONMMSPC_warm, suggests that a spin-up period

is required for both assimilation techniques. However, the

simulations with a warm start initialization converge to the

CTL in the final hours of simulation, highlighting that the

influence of 4D-Var and 3D-Var is restricted to a short time

range. The FSS for the same threshold confirms the reduction

in the spin-up time for the 3D-Var and 4D-Var experiments

and the positive impact of 4DVAR-CONMMSPC_warm

in the estimation of the rainfall field in the MA region

(Figure 8b). The differences between the warm start and cold

start experiments indicate that a spin-up time is still required

for the MA region.

6.3.2 Case study 2
The FSS is also used for the second flash flood event.The

FSS is provided for the threshold value of 1 mm for the

LA region (Figure 8c). According to the results for case

study 1, experiments with a warm start show a reduc-

tion in the spin-up time except at 0800 UTC, where the

FSS values are very low. This behaviour is due to the low

accumulated rainfall from 0700 to 0800 UTC in the Abruzzo

and Marche regions, where increased precipitation occurs

later. The warm start initialization improves the precipitation

estimation for both 3DVAR-CONMMSPC_warm and

4DVAR-CONMMSPC_warm when compared to the CTL

and the simulations in cold start mode. On the other

hand, no difference between 4DVAR-CONMMSPC_warm
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F I G U R E 8 Upper panels: evolution of the FSS for the threshold >1 mm⋅h−1 in (a) the LA region and (b) the MA region for the case study

occurring on September 14, 2012. Lower panels: evolution of the FSS for the same threshold in (c) the LA region and (d) the MA region for the case

study occurring on May 3, 2018. Dashed red lines represent the CTL, yellow lines 4DVAR-CONMMSPC, green lines 4DVAR-CON, black lines

3DVAR-CON and blue lines 3DVAR-CONMMSPC

and 3DVAR-CONMMSPC_warm is found, in con-

trast to the results for case study 1. Figure 8d shows

that the highest FSS values for the MA region are

associated with 4DVAR-CONMMSPC_warm and

3DVAR-CONMMSPC_warm and a significant gap with

respect to the other simulations is found. Moreover, the

impact of a warm start initialization is reduced in the

final hours of the simulation period, where the simulations

converge to CTL.

These results highlight a possible limitation of 4D-Var

when assimilating a reduced number of radars over a large

area, which might reduce its capability to have a significant

impact.

7 SUMMARY AND CONCLUSIONS

In this paper, seven numerical experiments are presented to

evaluate the impact of 3D-Var and 4D-Var in terms of SQPF

for two flash flood events occurring in central Italy. The

same number of radar measurements, reflectivity and radial

velocity from Doppler radars at Mt. Midia and San Pietro

Capofiume, in combination with conventional observations,

are assimilated into the WRF model. Two different techniques

for objectively analysing and comparing the results of the

experiments are used: the point-by-point (or conventional)

method with the ETS score, and the filtering method with

the FSS score. Three different regions are selected for the

evaluation: the Study Area (SA) and the Lazio-Abruzzo (LA)

and Marche-Abruzzo (MA) sub-regions, using a threshold

value of 1 mm⋅h−1.

The conventional approach highlights the positive impact

of 4D-Var in the first few hours of simulation for both case

studies in the SA region. This improvement reduces in time,

ending with the CTL performing better than the two assimila-

tion methods. However, the results obtained with the conven-

tional approach depend strongly on the number of rain-gauges
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and their spatial distributions, which can affect the statistical

analysis and the computation of the ETS. In this respect, the

filtering method (FSS) allows the signal partially found with

the conventional method to be clarified. Indeed, the 4D-Var

experiments show higher values than the CTL for the FSS

over the whole simulation period. This behaviour confirms

that the SQPF evaluation depends on the statistical meth-

ods. Moreover, it demonstrates a positive impact of radar data

assimilation in the 4D-Var experiment for case study 2. The

FSS is calculated for the LA and MA regions to evaluate

the performance of the two assimilation methods in the areas

affected by relevant rainfall. The FSS for the 4D-Var exper-

iments show greater values than for the 3D-Var experiments

for both case studies. This result suggests a clear benefit of

using 4D-Var as compared to 3D-Var, even if the same number

of observations are assimilated. The FSS calculated for case

study 2 shows a positive impact on the precipitation forecast

when radar data are assimilated using the 4D-Var technique,

although such a clear signal is not found for case study 1.

Moreover, the FSS for 3DVAR-CONMMSPC is greater than

that for 3DVAR-CON, suggesting a positive impact of radar

data assimilation in the 3D-Var experiments. Therefore, to

quantify these results, comparing the FSS for 4D-Var with

radar data and conventional observations with that of 3D-Var

results in an increment (expressed as a percentage) equal to

22.5 and 15.9% for the MA and LA regions, respectively, for

the case study occurring on September 14, 2012. For the sec-

ond case study occurring on May 3, 2018, the score increases

by 5.5% in both regions. The different responses of each of

the two experiments may be related to the computation of the

B matrix, which covers 3 months for case study 1 but only 1

week for case study 2 due to limited computational resources.

Finally, two experiments are performed to examine

the role of the warm start in relation to both 4D-Var

and 3D-Var radar data assimilation. In these experi-

ments, a further improvement in the FSS compared to

the cold start and CTL experiments is found. More-

over, a tendency for 3DVAR-CONMMSPC_warm and

4DVAR-CONMMSPC_warm to converge to the CTL in the

final hours indicates that the positive influence of using a

warm start mode for 4D-Var and 3D-Var is restricted to a

short time range. The warm start mode simulations show that

4D-Var performs better than 3D-Var in case study 1. This

result suggests a greater impact when the observations are

assimilated using 4D-Var. Conversely, no differences with

respect to 3D-Var in the warm start mode are found for case

study 2. Overall, these results allow us to identify an improve-

ment with the warm start both in terms of reducing the spin-up

time and increasing the FSS values during the simulations

across all regions.

In conclusion, the experiments suggest that 4D-Var assim-

ilation has a positive impact on the precipitation forecast

for both case studies in cold start mode. If a warm start

initialization is used with 4D-Var and 3D-Var, a considerable

reduction in the spin-up time and a significant improvement in

the rainfall forecast is obtained. This suggests that the initial

precipitation spin-up problem still occurs when using 4D-Var.

Moreover, the simulations in warm start mode indicate that

4D-Var performs better than 3D-Var for case study 1, while for

case study 2 the difference is less clear. However, case study

2 is characterized by a lower amount of precipitation, which

might cause the benefit of 4D-Var to be reduced.

The next step in this work will be to perform the assimila-

tion with 4D-Var and 3D-Var over a high-resolution domain

(3 km), increasing the frequency of the assimilated radar data

(e.g., every 10 min) to further investigate the impact of both

techniques on the estimation of precipitation. Moreover, the

development of a procedure for a cycling assimilation could

additionally improve the impact of data assimilation, allow-

ing initial conditions to be continuously updated and thereby

producing a better rainfall forecast. However, 4D-Var requires

a huge amount of computational resource and computational

time, meaning that its usage in operational contexts is still

a challenge. In this respect, a comparison between the two

assimilation methods and their benefits could be very useful

for guiding future investments in the computational resources

for small forecast centres. Finally, further investigations could

focus on the assimilation of more than two radars and on the

use of a larger number of outer loops, as in Maiello et al.
(2017).
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