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Abstract 

The scientific mission objectives of the Stuttgart Operated University Research CubeSat for 

Evaluation and Education are meteor observation, measurement of the lower Earth's atmos-

phere during re-entry as well as technology demonstrations. The meteor observation is done 

by pointing a camera towards Earth and continuously taking images during Eclipse. Since it is 

not possible to downlink all images, an on-board detection algorithm is necessary and mission 

critical. Therefore, this algorithm needs to be tested thoroughly. Realistic test data showing 

meteors from orbit is needed to properly develop and test the algorithm. Existing videos, pro-

vided by the Planetary Exploration Research Center, captured from the ISS are used as a 

baseline but are not sufficient to test the algorithm. The videos do not have the diversity of 

meteors needed and the meteor properties are not settable which makes it difficult to test the 

detection algorithm in as many scenarios as possible. Therefore, an artificial meteor program 

was developed to simulate meteors with given properties as perceived from a meteor obser-

vation system in a low Earth orbit. Here, we present the details of the artificial meteor program, 

its working principle and how we tested an algorithm for meteor detection. 

The user can choose between different background videos, the existing ISS videos from PERC 

or the self-generated videos. Each different background is used to test a different aspect of the 

meteor detection algorithm. The ISS videos from PERC provide more diverse backgrounds 

than the self-generated videos with e.g., clouds and lightning. For these self-generated videos, 

a program is developed to take image sections of NASA’s Black Marble and putting them frame 

by frame together into a video. These videos are more suitable for simulating satellite rotation 

and camera properties. 

Independent of the background video, settable meteor properties contain important character-

istics of a meteor like the light curve, brightness, speed, direction and shape. Additionally, the 

user can choose the meteor position in the video frame, in which frame it appears and which 

distance it covers. Furthermore, distortion settings can be applied which contain airplanes with 

adjustable parameters and scalable noise. 

Only a properly working meteor detection algorithm leads to a success of a mission critical part 

of the SOURCE CubeSat. Therefore, the development of this artificial meteor generation pro-

gram is crucial. Furthermore, this technology demonstration of developing and especially test-

ing a meteor detection algorithm will enable future space-based missions for meteor observa-

tions. 
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Nomenclature 

dTV selectable distance between 
camera and screen 

lcurr  current pixel brightness 

lmax  maximum pixel brightness 

Sscreen  screen size 

Screenres screen resolution 

Sensorres sensor resolution 

ztotal  total frames for visible meteor 

z  current frame number 

Acronyms/Abbreviations 

ArtMESS Artificial Meteorvideo  
  Simulation Software 

MeSHCam Meteor, Star and Horizon 
  tracking Camera 

PLOC  Payload On-board Computer 

PERC  Planetary Exploration  
  Research Center 

SOURCE Stuttgart Operated University 
Research CubeSat for Evalua-
tion and Education 

1. Introduction 

This paper describes the working principle and 
results of developing a meteor simulation 
named Artificial Meteorvideo Simulation Soft-
ware (ArtMESS). The task of ArtMESS is to cre-
ate videos, showing meteors entering Earth’s 
atmosphere as seen from orbit. Those videos 
are needed to test space-based meteor detec-
tion algorithms. ArtMESS can generate a vari-
ety of different, realistic meteors which allows 
systematic testing. Its use case include testing 
and optimizing a detection algorithm for the 
Stuttgart Operated University Research Cu-
beSat for Evaluation and Education (SOURCE) 
satellite on ground using realistic data. The 
SOURCE satellite is a 3U+ CubeSat developed 
by KSat e.V. and the Institute of Space Systems 
at the University of Stuttgart and is part of ESA’s 
Fly your Satellite! program [1]. Its mission ob-
jectives are education, technology demonstra-
tions, re-entry science and meteor observation 
during eclipse. A visual camera is used for me-
teor observation. The observation generates a 
high amount of image data. This leads to the ne-
cessity of onboard processing since the down-
link capacity is constrained. Due to the limited 
processing power and the absence of suitable 
detection algorithms, one must be developed 
and tested on ground. The camera used on-
board the satellite is called Meteor, Star and 

Horizon tracking Camera (MeSHCam) (see Ta-
ble 1).  

Table 1. Details of the MeSHCam 

Parameter Value 

Camera GenieNano M1920 

Sensor resolution 1936 px × 1216 px 

Pixel size 5.86 µm 

Lens Schneider-Kreuznach 
Cinegon 

Focal length 12 mm 

Field of view 31° × 48° 

 

For the testing campaign and algorithm devel-
opment a testbed is setup and calibrated in the 
IRS cleanroom. The testbed consists of the 
MeSHCam that is imaging a TV screen showing 
videos of meteors as seen from orbit. These im-
ages are saved and can be processed later or 
live using the PLOC. The algorithm then returns 
the positions and frames of the detected mete-
ors.  

2. Meteor Simulation ArtMESS 

The meteor simulation is a Python based pro-
gram. Fundamentally, it takes provided back-
ground videos, for example captured videos 
from the ISS by the Planetary Exploration Re-
search Center (PERC) [2] and adds artificial 
meteors to provide suitable test data for an 
onboard detection algorithm. The following 
chapters will go into more depth on the three 
main parts of the program which are the used 
backgrounds, the meteor image generation it-
self and the implementation of several distor-
tions (e.g., camera noise) that can occur ob-
serving meteors from a satellite. 

2.1. General Principle 

ArtMESS reads in a selected background video 
and saves each video as an individual image. 
Next, the meteor images are generated. There-
fore, the number of images from the back-
ground video is counted. For each background 
image a mask image containing the meteor is 
generated, all other pixel values are set to 0. 
The mask images are combined into a three-di-
mensional array. Axes one and two of the array 
represent one mask image with the dimensions 
of the video (e.g., 1920 x 1080). The meteor 
pixel brightness is set according to adjustable 
parameters. The third axis represents the tem-
poral progression. The length of the third axis is 

set by the number of background frames. After-
words, the array is also divided into frames and 
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saved as individual images. These mask im-
ages are then further adjusted for distortions 
like camera noise. In a final step, both the initial 
background images and the mask images are 
put together into joint image frames and in the 
end into to the final test video. All parameters 
set by the user or chosen randomly are written 
to a csv-file along with the assigned video name 
to allow for later review. This also includes the 
frame number and position in the frame of the 
implemented meteor. Thus, automated evalua-
tion is enabled by comparing the meteor posi-
tions detected by the detection algorithm and 
the actual positions of the meteors. ArtMESS is 
also capable of operating in three different 
modes. Int the first mode a single video is gen-
erated, the second one generates a whole test 
set which varies meteor parameters for system-
atic testing. Finally. the third mode allows to 
read parameters of a previous run and change 
some parameters (e.g., implementing the same 
meteor but using a different background). 

2.2. Backgrounds 

The used backgrounds can be divided into three 
categories: A black background, self-generated 
background videos from NASA’s Black Marble 
[3] and ISS videos from PERC [2]. 

The black background is used to create base-
line videos for testing. They can be used to test 
the algorithms general capability of detecting 
meteors. The self-generated background vid-
eos are used to test the algorithms’ ability to dis-
tinguish city lights from meteors. The back-
ground videos are based on the black marble 
images and are generated using an additional 
small script using the sliding window method. 
For this method sections of NASA’s Black Mar-
ble image [3], which shows the Earth at night, 
are used: A sliding window moves across the 
image plane, generating a series of frames that 
are put together in a video. This imitates a sat-
ellites movement while observing Earth. This is 
possible due to the large resolutions of the black 
marble images. Finally, ISS videos provided by 
PERC [2] are used. These offer a lot of variety 
for example lightning, clouds, real meteors, or 
image errors like noise.  

2.3. Meteor image generation 

The detection algorithm determines areas that 
are not moving in the main direction caused by 
satellite movement. Hence the following param-
eters can influence the result of a successful de-
tection (see [4] and [5] for more details on the 
algorithm).  

Brightness: Brightness is an important factor 
not only influenced by the absolute brightness 

but also by the light curve itself. The light curve 
of a meteor represents the variation in bright-
ness as it burns up in the atmosphere. For a re-
alistic result it is necessary to consider this prop-
erty of a meteor. Therefore, a brightness func-
tion is used, which gives the current pixel bright-
ness (lcurr) of the meteor depending on the dura-
tion of the meteor (ztotal) and its maximum bright-
ness (lmax). The currently implemented functions 
is orientated on actual light curves measured 
[3]. It is implemented as shown in Eq. 1, where 
z is the current time step. 

𝑙𝑐𝑢𝑟𝑟 = 𝑙𝑚𝑎𝑥 −
4

𝑧𝑡𝑜𝑡𝑎𝑙
2 ∗𝑙𝑚𝑎𝑥

∗ (
𝑧−𝑧𝑡𝑜𝑡𝑎𝑙

2
)

2

 (1) 

For a more realistic depiction in the final video, 
each pixel brightness is multiplied by a random 
factor between 0.8 and 1.2. This simulates the 
burn up of the meteor in the atmosphere and 
considers the fact, that the meteor has not the 
same brightness of its spatial extension. 

Speed and angle: Furthermore, speed and an-
gle play a key role in the simulation. A similar 
meteor and satellite movement makes it harder 
for the algorithm to detect the meteor. Suitable 
and realistic values for speed have been found 
to be 1.5 to 7 pixels of meteor movement be-
tween two frames. A meteor is considered easy 
to detect when the angle between satellite and 
meteor movement is 180° +- 45° while 0° +- 45° 
are the hardest to detect. In this case the meteor 
moves almost in the same direction as the sat-
ellite. 

Trail: The final parameter is the length of the 
meteor trail. It is used to further diversify the 
available test cases. The longer the trail the 
easier the algorithm recognizes the meteors 
due to their larger size. Values between 100 pix-
els to 500 pixels are good and realistic values. 

It is important that the motion of the meteor is 
realistic with respect to background. Therefore, 
an optical flow is calculated for the background 
videos and is used to correct the movement of 
the meteor between frames. 

2.4. Distortions 

During space-based meteor observation, a va-
riety of distortions can occur. The algorithm 
needs to deal with those. Radiation and camera 
noise can complicate detection and are there-
fore considered in the simulation. Implemented 
are e.g., gaussian noise, salt and pepper noise 
or hot pixel to name a few. The noise is layered 
over the final video frames, as one of the last 
steps.  
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Additionally, to the noise, the algorithm also 
needs to deal with limitations of the attitude con-
trol system: The satellite may rotate around the 
optical axis during observation.  This effects the 
algorithm and needs to be considered during 
testing and development. Thus, the ArtMESS 
allows to generate videos with a settable rota-
tion. It is implemented by using a bigger sliding 
window on NASA’s Black Marble images [3]. 
This results in a larger background video with 
higher aspect ratio. After generating the meteor 
images and combining them with the back-
ground, the final video images are cut out and 
rotated by a few pixels each frame. This results 
in a rotation around the optical axis. 

3. Testbed setup 

As mentioned above, the testbed is used to dis-
play and image the generated videos using the 
meteor detection camera MeSHCam. The im-
ages taken by the camera are either processed 
with the meteor detection algorithm in real time 
or stored for later processing. This allows to test 
the camera, the control software as well as to 
optimize the algorithm by using realistic data: 
The images are acquired with the same camera 
and significant camera settings effecting the al-
gorithm as planned for the orbital observations. 
Before describing the required calibration, a 
short overview of the testbed design is given. 

3.1. Testbed Design 

The testbed consists of a large OLED screen 
mounted on an aluminum frame. The camera is 
mounted on an optical rail to allow horizontal 
and vertical adjustments as well as providing a 
fixed and defined position.  

When conducting measurements, the complete 
setup is covered in blackout curtain to prevent 
stray light from entering the setup as you can 
see in Figure 1.  

 

Figure 1: The testbed setup during algorithm 
testing in the clean room with MeSHCam and a 

generated video displayed. 

3.2. Optical design 

An OLED screen is chosen as the basis for the 
testbed, since pretests showed that screens us-
ing a backlight (e.g., LCD) cannot be used. This 
is due to the fact, that the backlight emits light 
even for complete dark parts of a video (high 
black level).  The light is imaged by the camera 
and results in unrealistic images. Moreover, the 
issue is worsened due to the uneven distribution 
of the light generated by the screen. An OLED 
screen uses individual LEDs for each pixel, thus 
in black parts of the video the LEDs are turned 
off resulting in a superior black level. 

Two aspects are considered when designing 
the testbed: 

1) The size of the screen must be large 
enough to cover the complete FOV of the cam-
era at a useful distance. A useful distance is de-
fined as large enough that the camera still can 
be focused (614mm for the used lens) but small 
enough to keep the setup at reasonable dimen-
sions (not larger than 1.3m). 

2)  At the chosen camera distance, the 
screen resolution should be large enough. This 
means, one pixel of the camera image should 
image more than one screen pixel. 

The screen size can be derived from basic ge-
ometry using the FOV and selectable distance 
between camera and screen (𝑑𝑇𝑉). 

𝑆𝑠𝑐𝑟𝑒𝑒𝑛,𝑣 = 𝑡𝑎𝑛(𝐹𝑂𝑉𝑣/2) ∗ 2 ∗ 𝑑𝑇𝑉 (2) 

The vertical FOV is used since it reaches the 
edge of the screen first, therefore limiting the 
distance. This is due to the higher screen ratio 
(16:9=1.77) compared to the image sensor ratio 
(1936px/1216px=1.6). Using the screen ratio 
and calculated vertical screen size, the screen 
diagonal can be calculated. 

At the time of the testbed design, only one af-
fordable OLED screen (LG OLED55B8LLA) 
was available with a diagonal of 55 inch. This 
means, the maximum distance is about 1.2m, 
before the FOV expands over the screen. The 
actual distance used is 1m to keep the setup 
smaller. 

The second aspect, number of screen pixels im-
aged on one camera pixel, is calculated with the 
resolution of the screen (3840px*2160px) and 
camera (1936px*1216px). At the given distance 
of 1m the size of the screen imaged is deter-
mined by using Eq. 3. Next, the number of 
screen pixels imaged is calculated. Finally, the 
pixel density can be determined using the num-
ber of screen pixels imaged and camera resolu-
tion. 
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𝑃𝑖𝑥𝑒𝑙 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =  
𝑆𝑐𝑟𝑒𝑒𝑛𝑟𝑒𝑠,𝑥

𝑆𝑒𝑛𝑠𝑜𝑟𝑟𝑒𝑠,𝑥
   (3) 

For a distance of 1m, the pixel density is suffi-
cient with 1.46 screen pixels per camera pixel. 

3.3.  Testbed Calibration 

The testbed can only represent a proper envi-
ronment if the settings of the hardware and the 
input images are adjusted accordingly. This will 
ensure that the images the MeSHCam outputs 
are resembling the view of an Earth observing 
satellite to test the detection algorithm. The cal-
ibration mainly counters the specific brightness 
curve of the TV screen: Instead of a linear rela-
tion between input pixel value and output pixel 
value, a quadratic relation was observed as can 
be seen in    Figure 2. This is an effect of the 
screen because the output pixel values of 
MeSHCam are scaling linear with the received 
irradiance. 

  

Figure 2: Output pixel of MeSHCam plotted over 
input pixel to the TV screen at different aper-

tures. 

3.3.1. Relative Brightness Calibration 

To assure consistency between tests, specific 
TV screen settings were fixed. The settings 
were chosen in a way that leaves little to no 
room for the screen to modify the input. For ex-
ample, OLED-Light and Dynamic Contrast were 
shut off. The brightness and contrast settings 
were selected because their specific combina-
tion resulted in the least curved input pixel value 
vs output brightness relation. 

The next step of the brightness calibration is to 
determine a specific lens aperture. To use the 
screen to the maximum extent, a displayed pixel 
of maximum brightness should produce a pixel 
close to maximum brightness in the image the 
camera outputs. To achieve this, an array of 8 
images with different luminosities (0 to 255) was 
shown on the screen and imaged by MeSHCam 
with different apertures in the range from 1.4 to 
11. The results provided the best fitting aperture 
as well as enough data points to calculate the 
regression curve of all possible pixel values 
shown in Figure 2. In our case, aperture 4.5 was 

chosen because it met the earlier specified cri-
teria best. The regression curve can now be 
used to predict the output pixel values in the 
camera given the input pixel values of the 
screen. Through reversing the curve, it is possi-
ble to determine the input needed for a specific 
output. In the meteor simulation, a Python func-
tion creates a lookup table and then swaps all 
pixel values in an input frame. If a modified 
frame is imaged by the MeSHCam, the bright-
ness in the resulting image will be almost iden-
tical compared to the original input frame as can 
be seen in Figure 3. 

Figure 3: Comparison of pixel values after the 
calibration’s adjustment. 

3.3.2. Geometric Calibration 

Automated test evaluation using the known me-
teor position in the video and the detected me-
teor position determined by the algorithm im-
proves the development speed of the algorithm 
significantly. It is achieved by mapping pixel po-
sitions on the screen to pixel coordinates in the 
camera image. This requires a fixed camera: 
The camera must be centred and rotationally 
aligned with the screen. In order to take into ac-
count small inaccuracies in camera alignment 
between individual tests, a chequerboard-style 
image is imaged by the MeSHCam. The corners 
of the squares can be automatically read out, 
thus creating a rough map. Finally, interpolation 
between coordinates allows the mapping of all 
coordinates from the taken image back to the 
original frame. If the algorithm detects a meteor 
at a specific position in the image, the position 
can be mapped to coordinates in the original im-
age. Since the meteor position in the original 
video is known from ArtMESS, it can be 
checked whether the meteor was identified cor-
rectly.  

4. Results  

The meteor simulation works and is used to de-
velop and improve the detection algorithm. 

4.1. Application of the simulation 

In the scope of a master thesis, the simulation 
was used to develop and improve the algorithm 
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[4]. Therefore, a systematic set of test videos 
was generated. This test set contains videos 
with different backgrounds, each is used for a 
different purpose:  The black background is 
used to evaluate the effect of algorithm param-
eters on the detectability of meteors with differ-
ent properties (e.g., speed and brightness). The 
black marble backgrounds [2] are used the de-
termine the effect of a moving background and 
adapt the parameters accordingly.  Various vid-
eos taken from the ISS [2] are used to consider 
clouds and lightning.  

All in all, the simulation was crucial for testing, 
improving and setting parameters for the algo-
rithm. Furthermore, the export of the meteor po-
sition in the generated videos allows for an au-
tomatic evaluation of the results since the algo-
rithm also exports the meteor position and time 
of detection. Using a Python script to automati-
cally evaluate the detection performance signif-
icantly reduces the development time. 

4.2. Comparison of artificial and real meteor 

To validate the simulation and assure realistic 
data is generated, the videos and implemented 
meteors were compared to the meteor videos 
taken from by PERC from the ISS. As can be 
seen in Figure 4, the artificially generated me-
teor looks similar to a real meteor. Thus, the 
generated videos can be used for further devel-
opment.  

 

Figure 4: This image shows two meteors. On the 
left you can see an artificial meteor and on the 

right is a real meteor for comparison. [3] 

5. Discussion / Conclusion 

As outlined in the previous section, ArtMESS is 
a crucial tool in the development of the novel 
space-based onboard meteor detection algo-
rithm for the SOURCE mission. Therefore, the 
development of the detection algorithm and 
testing it with ArtMESS is mission critical.        
ArtMESS will be used to further improve the de-
tection algorithm and will also be further devel-
oped. For example, the formula for the light 

 

4 https://egit.irs.uni-stuttgart.de 

curve can be improved and adapted to repre-
sent a more realistic meteor burn up. Since 
other space-based meteor observations mis-
sions are planned and each of them relies on a 
working detection algorithm, we decided to pub-
lish ArtMESS under an open-source license. 
ArtMESS will be published this year on the In-
stitutes Software Repository4. 
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