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Abstract: Robotic Process Automation (RPA) is a source of growing applications in a number of
industries both as an individual technology and as a complement to other technologies (such as
Internet of Things (IoT)). RPA allows the automation of human activities on a computer, especially
when these activities are repetitive and high in volume. RPA saves man-hours and increases the
productive capacity of the processes. The application of RPA in civil engineering is still in its early
stages, and there has been little work on the subject in the literature. This paper presents RPA
technology, for the first time in the literature, as a long-term management, control, and auto fault
correction process for a low-cost accelerometer that can be used in SHM applications. However, this
process requires a significant number of man-hours to stay operational, given the architecture of its
applications. With the application of an RPA implementation workflow formulated based on the
Design Science Research Method (DSRM), the management and control of the data acquisition process
of a low-cost accelerometer located on a structural column are automated and put into operation in
this study. RPA also made it possible to automatically detect and notify users of errors in the process,
restart the process, and bring the process back online every time errors occurred. In this way, an
automated process was obtained that operated continually and freed up human labour.

Keywords: robotic process automation; RPA; low-cost accelerometer; structural health monitoring;
Arduino; modal analysis

1. Introduction

The growth of the world’s population has resulted in an increasing number of struc-
tures such as buildings, bridges, railways, tunnels, and dams. However, some of these
structures are known to be outdated, damaged, and unable to meet standard regulations [1].
To solve this problem, there is growing interest in carrying out inspections to assess the
structural performance of bridges [2]. These inspections are traditionally complemented
by active monitoring to measure the structural response of parameters such as strains,
accelerations, and deflections [3–5], with a focus on evaluating the health of the structural
elements. These procedures, also known as Structural Health Monitoring (SHM) strate-
gies [6], have several applications such as damage detection, calibrating the numerical
model of a structure (also known as a digital twin) [7], structural observation through
time [8], and the current and future performance assessment of the structure [9–11].

One of the premises of the SHM is to transform data into information that summarizes
the state of the structure in the form of indicators. In an environment of multiple sensors,
the capturing and processing of data have been possible thanks to the application of IoT
to make long-term monitoring possible [12]. Then, having a sensor system at its disposal,
the challenge of locating damage to a structure arises. For these purposes, sensitivity
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and probabilistic analysis methods have been developed based on the analysis of the
interrelation of vibration and transmissibility [13].

In dynamic monitoring [14,15], accelerometers, which are reported to be the most
commonly used sensors for SHM applications by many scholars [16–18], are generally
employed. However, in static states [19], thermometers, distance sensors, and strain gauges
are employed to obtain data from the under-study of a structure [20,21].

It should also be noted that in civil engineering, periodic vibration acquisition is
enough to monitor damage evaluation and structure degradation. Nowadays, real-time
estimation of the modal parameters of a bridge for damage evaluation is receiving wide
attention. Real-time SHM is especially essential for the aftermath of natural or manmade
disasters. However, most operational and experimental modal analysis methods are
unsuitable for short data arrays. Consequently, they cannot be used in their original
shape for real-time implantation [22]. Alternatively, First Order Eigen Perturbation (FOEP)
techniques can evaluate iterative eigenspace. In this way, the collection of eigenvectors
related to each eigenvalue can be updated at each time instant, enabling real-time damage
detection applications [23] with lower computational cost [24].

However, as indicated previously by scholars (such as [25]), the high price of ac-
celerometers and data acquisition systems is one of the main limitations of practical SHM
applications. In addition, SHM applications are shifting from temporary structural assess-
ment (also known as time-based evaluations) to long-term monitoring (permanent-based)
applications [3]. It should also be noted that the high cost of SHM monitoring includes the
post-processing and computational cost of structural modal analysis. This paper aims at
the alleviation of the high cost of commercial SHM applications by combining a reliable,
low-cost vibration acquisition system with a robotic process automation system. Addi-
tionally, by using FOEP methods, low-cost real-time modal analysis of the structure under
study can be performed [26]. For example, Bhowmik et al. [27] used FOEP for developing
a real-time monitoring application that enables damage detection from the outputs of a
single sensor.

In fact, the long-term monitoring of bridges using current dynamic sensors and data
acquisition equipment is limited to singular infrastructures with a specific SHM budget.
For this reason, bridges generally only have a small amount of long-term monitoring using
dynamic SHM applications [18]. Nonetheless, with the use of continuous health monitoring
and condition assessment strategies, the early failure identification of important structures
such as bridges can be estimated [28]. More than 35% of all bridges in the European
Union are over 100 years old. Thus, the absence of continuous health monitoring of these
structures poses a high risk for sudden structural collapses. This type of collapse due to
increased transfer speed, axle load, train frequency, and many other unknown factors was
not considered when these bridges were designed 100 years ago.

Therefore, low-cost sensors based on Arduino technology are currently being de-
veloped for SHM purposes to monitor structures with a lower budget [29–33]. Most of
these works are based on Arduino or Raspberry Pi technology. Arduino is an easy-to-use
microcontroller that can be programmed easily with an open platform [34]. Raspberry
Pi 3+ is a low-cost Linux-based computer that supports Arduino technology and can be
connected to the Internet using a Wi-Fi or LAN connection [18].

In addition to the use of Arduino and Raspberry Pi as low-cost acquisition equipment,
the advent of Micro Electro Mechanical System (MEMS) accelerometers has significantly
reduced the cost of SHM using accelerometers [33]. There are a number of low-power wire-
less structural monitoring systems that have been developed and implemented in health
monitoring of bridges using low-cost MEMS accelerometers [4]. Some of the latest low-cost
vibration acquisition technologies designed for SHM applications are discussed below.

Grimmelsman et al. [33] presented a solution using a low-cost MEMS accelerometer
(ADXL335 [35]). In their work, this low-cost accelerometer’s performance and capability
were compared with conventional instrument-grade accelerometers PCB 393A03 [36] and
3741E122G [37]. It should be noted that both accelerometers (instrument graded and low-
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cost MEMS) were connected to a National Instruments NI-9234 vibration input module for
the performed experiment on the bridge under study.

Girolami et al. [38] proposed a system to synchronize several low-cost accelerometers
(LIS344ALH [39]) distributed along with a structure. This system is useful for experimental
modal analysis purposes. This paper’s used data acquisition equipment is tailored and
incorporates a 32-bit ARM Cortex M4 processor and an STM32L433 microcontroller.

Ozdagli et al. [31] proposed a Low-cost, Efficient Wireless Intelligent Sensor (LEWIS)
containing a low-cost accelerometer MPU6050 [40] for vibration acquisition of railways. In
addition, Aguero et al. [41] have proposed an updated version of LEWIS, which has better
resolution and solves a few problems with the previous version of LEWIS, such as battery
connection and data storage [41,42].

Komarizadehasl et al. [18] introduced a Cost Hyper Efficient Arduino Product (CHEAP)
for SHM of infrastructures. This system uses a number of similar synchronized ac-
celerometers in order to improve the overall noise density of a data acquisition process.
A wireless triaxle Super Adaptable Reliable Accelerometer (SARA) was developed by
Komarizadehasl et al. [43]. This triaxial accelerometer is the updated version of the CHEAP
sensor. It is wireless, has a higher sampling frequency, and can be synchronized with other
SARA sensors.

Elhattab et al. [44] presented an application for the fundamental frequency extraction
of bridges using a smartphone built-in MEMS accelerometer. This paper uses the stochastic
resonance (SR) phenomenon to elevate the sensitivity of an iPhone device accelerometer.

Nikola et al. [45] used an LSM6DSL accelerometer, a low-cost MEMS accelerome-
ter with an ST Microelectronics STM32F3 32 bit microcontroller unit (MCU). This paper
presents a low-power/low-cost triaxial vibration acquisition system with local processing
and IoT capabilities. This system uses a Raspberry Pi to manage the acquired data and give
users remote access to the data acquisition process.

Magdaleno et al. [46] designed a scalable acquisition system based on multiple myRIO
devices connected to a series of low-cost MEMS accelerometers (ADXL355). The validation
was performed by deploying several accelerometers on a timber platform. The acquired
modal parameters were compared with commercial accelerometers.

Table 1 shows the main characteristics of the most popular low-cost systems in the
literature and is organized in columns: (1) Reference; (2) Accelerometer type; (3) Range:
the acceleration amplitude range, (4) Bandwidth: half of the sampling frequency of an
accelerometer is accounted as its bandwidth according to the Nyquist theorem [47]; (5) Root
Mean Square (RMS) Noise: RMS noise density of the accelerometer [43]; (6) Synchronisation:
the possibility of post-synchronizing the outputs of several low-cost accelerometers after
an experimental test. The synchronisation is needed for modal analysis of the under-study
structure [48]; and (7) Internet access: the connectivity of the sensor to the Internet for
virtually controlling the system.

Table 1. Comparison of the main characteristics of low-cost monitoring systems based on Ar-
duino technology.

Reference Accelerometer Range (g) Bandwidth (Hz) Noise Density (µg/
√

Hz) Price Synchronization Internet Access

[33] ADXL335 ±3 g 50 300 $530 No No
[38] STAMP ±2 g 50 50 No data Yes Yes
[31] LEWIS 1 ±2 g 50 400 $73 No No
[41] LEWIS 2 ±2 g 250 300 $91 No No
[18] CHEAP ±2 g 42.5 162 84 € No No
[43] SARA ±2 g 166.5 51 140 € Yes Yes

Analysis of Table 1 shows that the low-cost accelerometers called STAMP and SARA
stand out from the rest of the list. These sensors are characterized by their lower noise
density (50 and 51 µg/

√
Hz), synchronization possibility, and Internet access compared to

the rest of the sensors. Furthermore, it should be noted that among the presented accelerom-
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eters in Table 1, SARA is the only wireless low-cost accelerometer that is successfully used
in the validation of the experimental modal analysis of a short-span bridge with a calibrated
software model [43].

The effectiveness of the proposed accelerometer and its data acquisition system was
validated in [18] for laboratory conditions. Additionally, SARA is calibrated in the Applus
company and is validated on the experimental modal analysis of the Polvorines footbridge
in Barcelona [43].

Further analysis of Table 1 shows that the majority of the current low-cost accelerome-
ters share one or several of the following drawbacks: (1) High RMS value: Acceleration
amplitudes lower than the RMS value of the accelerometer cannot be measured accurately;
(2) Low-sampling frequency: The low-sampling frequency of the accelerometer reduces the
versatility of the solution to singular structures with a low-sampling frequency; (3) Internet
connection: Not being able to be monitored or controlled wirelessly; (4) Not being part of
the Internet Of Things (IoT): The data cannot be visualised and stored wirelessly; (5) Syn-
chronisation limitation between several accelerometers: Not being able to synchronise
multiple low-cost accelerometers for experimental modal applications; (6) Not being tested
on a real structure: The reliability of a system can only be justified if the solution is already
verified with an actual structure; (7) High Noise Density (ND): The noise density is another
parameter for measuring the resolution of the accelerometer; and (8) Not being smart or
automated: Similar to most of the commercial solutions, low-cost accelerometers require
operators to setup, control, and check them.

One of the main inconveniences of applying low-cost sensors using low-cost accelerom-
eters (such as SARA) is that data acquisition requires manual work, such as:

• Executing the Arduino code;
• Making sure the accelerometer is responsive;
• Executing the data acquisition code; and
• Constantly checking the data acquisition process for probable errors.

Furthermore, it should be noted that commercial solutions also require manual work
activities, such as:

• Checking the connectivity of all channels connected to the axis of the accelerometers;
• Checking the response and status of every accelerometer;
• Setting the data acquisition process preferences;
• Controlling the flow of information for any possible irregularity; and
• Checking the outputs of every single channel to see if every single accelerometer is still

operative or if some of the accelerometers have gone offline due to a lack of electricity,
excessive ambient temperature, heavy induced vibrations, or other issues that might
have broken the accelerometers.

Consequently, long-term structural monitoring will require active control personnel
to check the data acquisition, report significant issues, and solve minor problems. The
post-processing of data from a long-term SHM application into a server cloud can be a
time-consuming, repetitive, and tedious job for an engineer.

There is a considerable lack of civil engineering literature about Robotic Process
Automation or RPA. RPA could automatically control the outputs of the sensors for: (1) Sys-
tematic errors: Sometimes, after a long operational period, sensors may start reporting the
wrong values due to impacts such as a sudden power cut, insufficient input voltage due to
cable deterioration or battery ageing, or ambient activity. RPA can easily detect these errors
and some of them can be solved automatically. (2) Big data: Long-term data collection
requires long-term data processing supervised by an RPA program that can detect errors
from dangerous events and notify the person in charge. (3) Sensor failure: A sensor may
stop working due to ageing, inadequate primary mounting, or ambient activities, including
detaching or harming the data acquisition process that should be reported to the person in
charge by RPA. (4) Repetitive steps: a structural system identification method designed to
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evaluate the health of a structure may contain many repetitive activities that can be taught
to RPA applications.

RPA is an emerging technology [49] that is presented as an alternative that covers
these needs and provides greater robustness to the SHM process with low-cost sensors.
RPA is a type of software that uses business rules and an activity structure to replace
human activities, with the same user interface for the software for exactly what a human
would do [44,45]. These emulated activities work with greater efficiency, fewer errors, and
increased productive capacity (robots do not sleep). Their implementation has resulted in
significant savings for equivalent full-time employees (FTEs) [50,51].

RPA does not require a large initial investment or a significant adjustment in the
computer systems and processes of its implementation [52]. RPA also enables faster and
lighter programming than other technologies such as customised programming [53]. RPA
is characterised by user-friendly drag and drop programming and is directly executed in
productive environments [54].

RPA is commonly used in several fields such as healthcare and pharmaceuticals, finan-
cial services, retail, telecommunications, energy and utilities, and real estate [55]. However,
according to the authors’ knowledge, there are few applications of RPA in civil engineering
and little monitoring through sensors in the literature. From an operational point of view,
RPA is considered a virtual workforce that is able to replace human work [56,57]. This
condition becomes more relevant in an SHM context with low-cost sensors giving some
advantages, such as long-term monitoring, data acquisition, and checking. These advan-
tages are obtainable through the integration and automatization of SHM activities, reduced
labour hours, and error prevention.

RPA has captured the attention of researchers and practitioners in the context of In-
industry 4.0 and the Internet of Things (IoT) [58]. IoT has been applied in civil engineering
in SHM [59], but it has not yet been combined with RPA.

IoT and RPA are complementary technologies and, in some cases, allow for solving
the same problems but through different functionalities and architecture [58].

This paper reviews the use of RPA in civil engineering applications. Then, to illustrate
the applicability of this technology to this field, RPA is proposed for the control, man-
agement, and auto fault detection of the long-term data acquisition process of a low-cost
accelerometer (SARA). SARA is chosen among other low-cost solutions due to its low Root
Mean Square (RMS) resolution, sampling frequency, and post-synchronization capability.
In fact, the results of an experimental modal analysis using four SARAs were validated
with the calibrated analytical model for a footbridge [43].

Therefore, this paper includes the following novelties. First of all, despite its benefits
over other technologies (e.g., python programming or IoT), RPA programming is rarely
used in civil engineering applications. Secondly, the paper illustrates with a step-by-step
example how easy it is to use this technology for a task as complex as automatically and
remotely managing the information and performance of long-term data acquisition and sen-
sor control. This application aims to encourage civil engineering researchers to use RPA in
their future applications. Finally, this paper proposes the combination of IoT and RPA tech-
nologies for developing reliable, self-troubleshooting, long-term monitoring applications.

It should be highlighted that this paper focuses on integrating the RPA technology with
an IoT-based low-cost wireless accelerometer (SARA) [43]. Commercial wired accelerom-
eters are typically connected to a data acquisition equipment where their performance
functionality is constantly controlled and monitored [18]. However, since low-cost wireless
accelerometers are not connected to shared data acquisition equipment, RPA can serve as
their monitoring and controlling unit. RPA allows the automation of human activities on a
computer, especially when these activities are repetitive and high in volume. This paper
discusses the application of RPA for automating the management of the SHM of a structure
with low-cost sensors for the first time in the literature. This process requires a significant
number of man-hours to stay operational given the architecture of its applications.
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This paper is structured as follows. In Section 2, the research methodology that drives
this work is explained. In Section 3, a literature review is presented. In this analysis, related
papers regarding civil engineering and sensors are summarised. In Section 4, an RPA
development workflow is proposed for the automation application. The necessary steps for
the data acquisition process of a SARA are presented. In Section 5, the results of the case
study on the SHM process automation with the RPA workflow application are explained.
In Section 6, the results are discussed. Finally, conclusions are drawn in Section 7.

2. Research Methodology

The research methodology for this article was based on Design Sciences (Design
Science Research Method–DSRM) [60,61]. This is a suitable method for engineering science
and solving real-world problems through artefacts, and the output of DRSM is a proof
solution concept [60]. This framework was adopted with reference to the applications
made by [62–65] and structured in the following five stages: (1) Identification of problems
observed and motivations, (2) Definition of objectives for a potential solution, (3) Design
and development, (4) Demonstration (case study), and finally, (5) Evaluation. The research
activities and the tools used in the different stages are summarised in Figure 1:
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As shown in Figure 1, in the first stage of the methodology, a literature review was
developed with the following aims:
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• Identifying problems and needs in structural monitoring processes with low-cost
sensors and the manual data processing.

• Identifying the uses of RPA in civil engineering and structural monitoring processes.
• Determining RPA options to apply to the structural monitoring process with low-

cost sensors.

Section 3 details the literature review process and the selection of works regarding
low-cost sensors in the literature, as well as the differences in how the sensors sent and
dealt with the generated information.

In the second stage, based on the literature review and after identifying the literature
gap, the objective of a potential solution was defined as the application of RPA to automate
structural long-term monitoring processes based on low-cost sensors.

In the third stage, a workflow was proposed for the automation of the structural
monitoring process with RPA—the DSRM artefact—through the following four activities:
(1) defining the sensor system to be automated, (2) defining how to select the candidate
automation process and identifying the software involved, (3) defining how to select the
RPA tool and technology for automation, and (4) developing the automation development
process with RPA.

In the fourth stage, the proposed workflow was applied in an SHM process, and this
step was concluded with the automated process working—the DSRM output. It was also
expected that this workflow could be applicable as a straightforward task to other fields of
civil engineering with repetitive processes that used feasible applications for automation
with RPA.

In the fifth stage, the performance of the automation was evaluated through a con-
trolled test in a time window. The benefits achieved by the automation of the process
were also analysed. Finally, considerations and recommendations were established for
future studies.

3. Literature Review
3.1. IoT in SHM

Internet of Things (IoT) refers to the protocols for linking physical objects with sensors,
software, and other technologies enabling data exchange over the internet [66–70]. Thanks
to its advantages, IoT has been widely applied to civil engineering and SHM. In fact,
a number of applications have been presented in the literature in these fields. Among
many others, these applications include the cultural heritage preservation, the analysis of
concrete technology and crack detection, as well as material tracking in the construction
process and its monitoring [59]. IoT technology was also used for real time evaluation
of dynamic sensor information and to send alerts to the users if fixed thresholds were
exceeded (see, e.g., [45]). A detailed review of the application of IoT in SHM was recently
reviewed in [59]. Nevertheless, this work includes no reference to the use of RPA protocols.
The only applications of RPA connected to IoT technology in the literature are mainly
focused on the system connection together with artificial intelligence, machine learning,
big data, and blockchain [49,70–77].

IoT and RPA, in general, enable interoperability between devices and applications [59,78].
However, there are differences in the type of application and the number of devices.
RPA and IoT are complimentary but different technologies [58]. While RPA is being
used to automate activities that involve a high volume of manual effort, IoT is being
oriented towards automation and data analysis through the internet [58]. RPA, on the
other hand, allows linking between different applications that require a smaller volume of
interconnected applications and computers. The application of RPA to enable high levels
of iterations has been widely proven in transactional banking processes [79,80].

It should be noted that RPA is not presented in this work as a replacement for IoT
technology. The ability of the used low-cost accelerometer to start data acquisition by itself
and upload the acquired files to a cloud makes it an IoT-based device. Actually, in this work,
RPA is programmed to perform repetitive tasks to enable the control of the data acquisition
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process, as well as to identify and solve malfunctioning errors while the IoT-based system
is working.

3.2. Robotic Process Automation

Automated processes with RPA are also known in the literature as bots or robots, and
this automatization is produced with RPA software. Robots usually perform the following
tasks: data transfer between applications through screen scraping, email query processing,
and collation of payroll data from different sources, similar to what a human user would
do [53,81]. To address an overview of RPA in the academic literature, Scopus and the Web
of Science were surveyed to determine the productivity in this field. The key terms used
were “robotic process automation” or “RPA”, with an initial sample of 348 articles obtained.
After discarding duplicates and articles not focused on RPA or RPA applications, a sample
of 204 papers was obtained. The selection process is summarised in Figure 2. This process
was based on the reading of the abstracts of these papers. In specific cases, the sample
paper was consulted when the abstract did not clarify the focus on RPA.
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The yearly distribution of the selected articles is shown in Figure 3. As can be seen,
RPA has captured increasing interest over the past four years, and 2020 was the year with
the highest productivity.
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Figure 3. Yearly distribution of papers published with RPA applications.

The works were also classified according to their field of study. This information is
summarized in Figure 4.

The analysis in Figure 4 shows that the works were focused on a general approach
to an RPA field, and a holistic perspective of this technology was applied. Aspects high-
lighted in this group of works were contextualization in industry 4.0 [82] and trends in
its application [83,84] The accounting and finance field included applications such as the
automation of typical and repetitive accounting tasks [54], the auditing process [85,86], and
case studies [50,87]. The third most developed field was the study of the social impacts of
RPA. These papers mainly addressed aspects such as the change to human work with the
task substitutions made with RPA [88], RPA–human coexistence [89], and psychological
impacts on workers [87].
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Figure 4. Field of study of the selected papers.

In the process automation field, technologies can be classified according to task type for
automation and level of intelligence. RPA is oriented to performing a digital task and is less
smart than machine learning. RPA executes only what has been programmed in a repetitive
manner [90]. Considering the limitations of RPA, there are some eligibility specifications for
the processes that are required to be automated. [81,91] present the process selection criteria
to address efficient process automation considering the perspectives of task, data, system
utilized, and human activities. The evaluation criteria include the number of activities,
deviation cases, loops, number of systems involved, and users performing task in the
process. According to [81], the most important eligibility criteria were the standardisation
level of the selected process and their tasks. A standardised sequence of activities had
to have a minimum number of exceptions, variations, or outcomes. The perspective of
the system focused on the software with which the RPA interacted. The premise was to
choose processes with low complexity in terms of the number of applications, sequence
of screens, or interfaces. However, from the human viewpoint, processes should not
require high interpretation skills, such as drawing a conclusion based on reading a text.
The limitation was that the RPA technology was based on a rule-based flow and lacked
learning capabilities [81]. As mentioned above, automating processes with RPA involved
interactions with different computer applications. Therefore, the automation process and
the effectiveness level of these interactions depended on the application architecture that
the RPA was faced with. The above, for example, depended on the activity of reading a
table on a web page that was developed with HTML language.

Following [92], the Gartner Magic Quadrant gave the most influential global bench-
marking of information technology applications. According to the 2021 version of this
report, the most prominent RPA business software programs were Uipath, Blueprism, and
Automation Anywhere [93]. For these applications, the automation process was based
on a series of RPA sub-technologies and mechanisms of interaction with the applications
of a computer. The above accounted for different levels of capacity and stability. There
were also automation options that were made to work with certain applications due to
their massive use, for example, Excel and SAP Enterprise Resource Planning (ERP). These
sub-technologies are summarised in the following table, adapted from [94].



Buildings 2022, 12, 1140 10 of 28

As shown in Table 2, the sub-technologies have advantages and disadvantages, ad-
dressing different levels of performance for the same need. Desktop Automation is the
most reliable sub-technology for automation [94].

Table 2. Sub-technologies used in RPA software.

Technology Capacity Advantage Disadvantage

Desktop Automation

RPA understands the user
interface of the application
and does not depend on the
position of the screen elements
for capture and consumption
during the process.

Reliable automation
independent of screen
resolution and size.

Automation option not
available for all cases.

Web automation

Screen scraping, data
extraction, data filling and
interaction with elements such
as buttons.

Compatibility with languages
such as HTML, Flash
and Java.

Only accessible directly with
the web. Interactions via
remote control (for example,
VNC) do not allow integration
with RPA.

Interface Automation Interaction of RPA such as
PDF, Chrome and Firefox.

Recognition of controls in
most Graphical User Interface
(GUI) as well as OCR (Optical
Character Recognition)

There could be controls that
RPA is not able to detect, and
it is necessary to opt for a less
stable technology, such as
image recognition.

Screen Scraping Obtaining text from the
screens of software.

Compatibility with
documents format, such
as PDF.

Automation option not
available for all cases.

Image Automation

Interaction with screenshots
of applications running live
on a remote controller or
virtual machine.

Recognise items in an app’s
screenshot (image).

Of all the automation options,
this is the least stable, since it
depends on the resolution and
size of the screen, as well as
the relative position of the
controls a user interacts with
(e.g., a button).

Automation of core systems Interaction with
mainframe systems.

Compatibility with T3700,
terminals, Java.

Automation option not
available for all cases.

SAP Automation Native interaction with
SAP ERP.

Compatibility with some
SAP functionalities.

Automation option not
available for all
SAP functionalities.

Excel Automation Native interaction with Excel

Execution of Excel controls
natively integrated into RPA
applications. Some of these
commands operate without
having to open Excel.

Automation option not
available for all
Excel functionalities.

The implementation of RPA could be carried out at different scales [95], from the
automation of a specific process to the constitution of an environment of multiple robots [96]
operating in a coordinated way and maintained by a Centre of Excellence (CoE) [57,91].
This aspect was relevant considering the fact that the implementation of RPA involved the
transfer, in part or in whole, of a process that had been previously developed by humans
and was now executed by bots. Therefore, in the event of any production environment
problems, both the systems the robot interacted with and the RPA software had to maintain
a certain level of performance. The above aspects were monitored by a CoE [97].

According to [98,99], the implementation of RPA must follow a certain life cycle for
correct operation and the minimisation of risks. This RPA life cycle has the following
stages: (1) Process discovery, consisting of studying the documentation of the process and
determining whether or not it is a candidate for automation. If the process is eligible to
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be automated, the (2) design stage is developed, where automatable tasks and data flows
are specified. (3) In the development stage, the RPA code is developed, and successive
tests are performed to detect errors and ensure the expected performance. Finally, in
stage (4), operation and maintenance, the automatised process for working in a productive
environment is considered. In this phase, different errors (due to exceptions not detected in
the previous stages) or change requirements of the RPA code are resolved.

In an enterprise context of RPA implementation, organisations are attracted to RPA
because this technology promises benefits and savings [100]. However, it is not always
clear how to manage (or govern) RPA over time [91]. For this reason, an institutional RPA-
Governance policy is necessary [100] to capture the automation needs and execute them
according to a prioritisation that considers technical feasibility as strategic alignment [101].
Establishing RPA governance allows specifying decision rights and responsibilities for
important automation decisions and creates a framework to encourage desirable behaviours
in the use of RPA [102].

Regarding the application of RPA in civil engineering, sensors, and monitoring, three
papers were found that were published between 2020 and 2021. Then, concerning the field
of study shown in Figure 4, [103] was related to the integration between RPA and Artificial
Intelligence (AI) and [104] and [105] were linked to civil engineering. These articles are
summarised in Table 3.

Table 3. Related papers with civil engineering, sensors, and process monitoring.

Reference Location Year Field of Study Use of RPA Applications Automated RPA Software Used RPA Sub-
Technology Used

Saxena
et al. [103] India 2020

Integration of
RPA with

Artificial Intelligence

Integrating software
activities in Facial

Emotion Recognition
training process

using Raspberry Pi 3

Python Uipath
Python activity
pack with Desk-
top Automation

Yamamoto
et al. [104] Japan 2020 Civil Engineering

Developing a
building automation

system (BAS) for
energy saving

Excel Not specified Image Automation

Shah et al. [105] India 2021 Civil Engineering

Integrating software
activities for
temperature

monitoring in
a building

FreeCAD Eclipse Ditto
OpenFlow SimFlow

ParaView
Uipath Image Automation

According to Table 3, in the work of Shah et al. [103], a Facial Emotion Recognition
(FER) system was developed using Raspberry Pi 3 B+. RPA was used to automate the FER
training process, in which a Python code linked to Raspberry Pi 3 B+ was executed with
Uipath. Yamamoto et al. [104] implemented a remotely monitored building energy-saving
system in which the applications that were involved were interfaced with RPA through
remote control. The automation was based on image capture (Image Automation, according
to Table 2) and linked to Excel, where the process rules were recorded.

Finally, a similar approach to this research can be found in the work of Shah et al. [105].
This work was a digital twin framework that was developed for temperature monitoring
through sensors linked to Programmable Logic Controller (PLC) programs and open-source
software. Uipath was the RPA application used to capture user input (a temperature value)
and execute a Computational Fluid Dynamics (CFD) routine with this data.

In the following section, the application of the proposed workflow for the autom-
atization of the data management of low-cost sensors is presented for the first time in
the literature.
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4. RPA Development Method
4.1. RPA Workflow

As presented in Section 3.2, the implementation of RPA follows a life cycle. For this
research, a workflow was proposed for the application of RPA in the SHM processes. This
workflow was based on the literature review and is presented in Figure 5.
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The application of this workflow was intended to result in an automated process
with a minimum of manual work. The proposed workflow was based on the following
four stages: (I) Process discovery and RPA governance preconditions: this stage sought
to evaluate the process and the preconditions of governance where automation would
be installed. The candidate process was evaluated based on the guidelines proposed in
Wellmann et al. [81], reviewing the level of standardisation and the correct development
of the manual tasks selected for automation. Additionally, the savings of the FTEs could
be calculated in this stage for the estimation of benefits. Regarding RPA governance, the
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existing preconditions for the organisation to adopt this technology had to be validated
at this stage. These preconditions were related to (1) the previous RPA developments
for reuse, and (2) the maintenance capabilities of the RPA technology, namely the role
of the CoE. The above was relevant because the operation of a bot involved permanent
monitoring since the stability of the robotic process would depend on the systems involved
and the changes they experienced. Finally, (3) the information security requirements were
studied. As an output of this first stage, the documentation of the current process (As-Is
process [106]) and the identification of the preliminary improvements to the process, also
named “quick wins” [107], were obtained. This documentation considered the process
diagrams, procedures, screenshots, and videos of the working applications and the analysis
of the FTEs.

In the second stage, (II) Process To-Be design, the automated process, called the To-Be
process [106], was designed based on the background obtained in the previous stage. This
stage began with the analysis of the process documentation, governance, and performance
requirements. This analysis was conducted to determine the feasibility of selecting the RPA
sub-technology for automatization development. Finally, the process was reformulated,
which could involve modifying, adding, or deleting existing tasks. The premise was to
define an optimised sequence of activities to be automated, not necessarily the process in
its initial pure state.

The third stage, (III) RPA Deployment and testing, consisted of constructing the
robot according to the designed process with RPA software. The above was a process of
development and successive tests that validated that each task (e.g., a click, reading text,
writing text) worked correctly and according to the defined sequence. These tests were
performed in a test environment as well as in production environments.

The fourth and final stage, (IV) Operation and maintenance, considered the robots op-
erating in a productive environment according to the designed process developed in stage
II. At this stage, the CoE had a leading role and had to take care of the correct functioning
of the robots through monitoring. This control was usually carried out with control panels
using logs obtained from the automatised process. If errors were detected, changes in the
bot workflow would be carried out by the CoE, guaranteeing operational continuity.

In the following section, the application of the proposed workflow is explained for an
SHM process case.

4.2. Representation of the Needed Steps for Data Acquisition Process of a SARA

In this section, first, the reason behind choosing a SARA for this research is outlined.
Then, a brief introduction to the sensing part and the data acquisition part of a SARA
is presented. Finally, the necessary steps for successfully performing a data acquisition
experiment with a SARA are explained.

As it is already presented in Table 1, a SARA is a low-cost accelerometer with many
positive aspects such as internet connection, high accuracy, and post-synchronisation
capability. A SARA stands out from most of the current low-cost accelerometers in the
literature, and the accuracy and the resolution of a SARA can also be compared with those
of some piezoelectric accelerometers. Table 4 compares a SARA’s RMS resolution and price
with some commercial accelerometers that are widely used in SHM applications intended
for bridges and footbridges.

Table 4. Comparing a SARA with habitual accelerometers for the SHM of bridges.

No Name Price Acceleration Range Sampling Frequency Resolution Sensitivity

€ g Hz mg V/g
1 SARA 140 ±2.0 333 0.92 0.625 Triaxial
2 IMI 604B31 613 ±50 5000 0.35 0.100 Triaxial
3 IMI 607A61 324 ±50 10000 0.35 0.100 Uniaxial
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It should be noted that a SARA is the only wireless solution presented in Table 4.
Additionally, it is essential to mention that a SARA does not require extra Data Acquisition
Equipment (DAQ). However, to acquire data from every single channel of the piezoelectric
accelerometers (Numbers 2 and 3), 700 € was needed on average [18].

It is essential to mention that SARA is a low-cost accelerometer that offers post-
synchronization capability, has a noise density of 0.00005 m/s2 and is already validated in
a field test on a footbridge. Additionally, to validate the robustness and accuracy of SARA,
one of them is calibrated in the Applus company [43]. These qualifications make SARA a
suitable choice for using cutting-edge technologies such as RPA.

A SARA is a triaxial accelerometer that has improved noise density and accuracy
due to the combination of the outputs of five synchronised MPU9250 circuits by using
a multiplexor (TCA9548A). It is detailed in [18,43] that reporting the averaged results of
five similar low-cost accelerometers aligned and located on a rigid plate has a better RMS
resolution, noise density, and accuracy. In addition, a SARA automatically downloads and
relocates the latest microcontroller and acquisition code from the cloud to its hard drive.
Later, every hour, the SARA uploads its acquired data to a cloud. This way, the hard drive
will never become overwhelmed or filled.

The SARA sensor used for this research is shown in Figure 6a, with two essential parts:
(1) Sensing part: this part contained the aligned accelerometers and the multiplexor, and
(2) Acquisition part: this part contained the Arduino that was responsible for converting
the outputs of the accelerometers to a typical acceleration value (g) and the Raspberry Pi 3+
that was used to save the outputs of the Arduino and give internet access to the whole
system. Raspberry Pi is a low-cost Linux-based computer. Raspberry Pi worked as the
system’s brain and controlled all the processes. The compact version of the SARA circuit
developed by the research group is presented in Figure 6b. The performance of this sensor
has been validated in laboratory conditions by the Applus company, and for the modal
analysis of real structures (such as the Polvorines Footbridge in Barcelona, Spain) [43] with
a noise density as low as 0.00005 m/s2.
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It should be noted that the information for each SARA corresponded to the averaged
measurement of acceleration at a particular location, and this information had to be anal-
ysed independently from the information obtained by the other SARAs. Therefore, every
SARA had to be individually checked and scheduled for an acquisition process. It should
also be clearly stated that this process was manual and required a large amount of work. In
addition, this was an unfeasible procedure for the long-term monitoring of a large number
of sensors in the monitoring of real structures.

Furthermore, it is essential to point out that SARA uses both Arduino and Raspberry
Pi for a robust data acquisition and enabling the post-synchronization of several accelerom-
eters. Arduino works as a data conditioner and Raspberry Pi works as a low-cost data
acquisition system that can give wireless access to the data acquisition process and the
low-cost accelerometer configuration with microsecond resolution [43]. It is important
to highlight that the proposed methodology is not limited to Arduino-based sensors. In
fact, its adaptation to other IoT-based sensor solutions (such as ESP32 and ESP8266 based
microcontrollers) is a straightforward task.

To start a data acquisition for a single SARA, the Raspberry Pi first had to be reached
virtually through the internet. This could be done through the Virtual Network Computing
(VNC) software, a remote-control program. With every VNC account, up to five Raspberry
Pis could be wirelessly controlled in the free plan. Every Raspberry Pi with a Raspbian
operating system had the VNC server software preinstalled. To reach every SARA, a series
of steps had to be taken. The required steps are illustrated in Figure 7.
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Figure 7. Entering the data acquisition system of a SARA: (a) Signing in to the VNC Viewer platform,
(b) Main window of the VNC Viewer, (c) Choosing the accelerometer under study, (d) entering to the
data acquisition platform of the selected accelerometer.

Figure 7 shows the logging panel of the VNC software where the credentials of the
account (steps 1 and 2) had to be typed. Figure 7b shows the main window of the virtual
software. In step 3, the computer team had to be selected. Figure 7c shows the available
sensors of the team where the name of the targeted sensor had to be chosen. Figure 7d
shows the necessary credentials of the selected sensor. For higher security, the username
and password of each sensor had to be introduced each time a user logged in.
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The steps summarised in Figure 7 enabled the user to enter the acquisition environment
of a single SARA. However, the VNC platform on the free plan had a team member
limitation of five. Therefore, with more than five SARAs, more than one VNC account
would be needed. Even though the SARA would download the latest microcontroller
and acquisition code to its hard drive from a cloud, it would require help to execute them
correctly. Raspberry Pi could be programmed to run both of these codes, but unfortunately,
no notice or alarm would be shown in the case of a problem or misbehaviour. After the user
entered the desired SARA, the last updated Arduino (Figure 8) code had to be uploaded to
the SARA microcontroller. The Arduino code controlled the sensing part and converted the
output of the accelerometer into conventional units (g or m/s2). Then, after successfully
uploading the newest Arduino code, the Python code for the data acquisition was run. This
code was used to obtain the data from the Arduino, add a timestamp with microsecond
resolution, and save the data on a file on the Raspberry Pi hard drive. It can be seen from the
way the SARA worked that a simple data acquisition procedure required a large amount of
effort. Furthermore, during the data acquisition, a few additional problems could appear.
For example, in the initiation process of data acquisition, there was always a chance of
the sensors malfunctioning. If the ground connection of the sensing part of a SARA was
not correctly connected to the ground, an error with a magnitude of −0.06 and a sampling
frequency of 1 Hz appeared. From then on, the sensor did not measure any vibrations and did
not save the coding error. The only way to solve this problem was to restart the microcontroller
by disconnecting it from the power source. To solve this issue, the Raspberry Pi had to be
rebooted. In this way, for a short period, the Arduino was discharged. However, to make
long-term monitoring energy efficient, data acquisition is not generally permanent [32]. In
this case, active personnel would be needed to supervise or to perform the steps as mentioned
above for every single attempt of the data acquisition.
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The required processes in SARA could be done:
(1) Manually: It was evident that for scheduled data acquisitions, somebody needed

to be online for programming, controlling, and rebooting all the sensors in the case of an
initiation error. This methodology was verified in a series of site tests. However, these
procedures would require a large amount of time and attention. Human errors (such as
forgetting about an accelerometer, uploading the wrong file, or not checking all the sensors
periodically) could affect the whole data acquisition program. Moreover, repeating the
whole data acquisition was necessary because the captured data were not useful.

(2) Automatic processes with Python and Linux: The Raspberry Pi could be scheduled
to start up, connect to the internet, mount a shared drive, and bring the latest microcontroller
and the Python acquisition codes to the folders of interest. However, through experiments,
it was seen that the Raspberry Pi could not correctly upload to the Arduino through the
already installed Arduino platform in all its attempts. In addition, in the case of an error
with the sensing part or the Arduino microcontroller, the system would become stuck
in a loop of rebooting with no way out. Using and learning Python and Linux codes
to automatise a SARA was time-consuming, very difficult for implementing changes,
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challenging to implement in real applications, not user friendly, and required specialised
and advanced knowledge of the core coding of Raspberry Pi.

RPA was presented as an alternative to automating SHM with a SARA. RPA was
capable of performing actions on different applications. All these actions were orchestrated
using a process flow that directed the course of activities based on the information displayed
in the applications. Therefore, RPA could make decisions by “reading” what was displayed
on the screen. This process flow was executed through visual programming, which made
the use of RPA simple and flexible.

Next, we present the robotisation of this SHM with RPA, with the application of the
proposed workflow.

5. Case Study: Use of RPA to Control Information from SHM Obtained with a SARA

The following section describes how the RPA workflow was applied to the SHM
process to analyse the information from the SHM of the low-cost monitoring system SARA.

5.1. Process Discovery and RPA Governance Preconditions

A summary of the SHM process involved in the SARA development is presented
in Figure 8.

Figure 8 corresponds to the (As-Is) process described in the previous section. This
figure includes the following five activities: (1) Open the remote control using the VNC
viewer. (2) Select the Arduino sensor and run, in order to open the Raspberry Pi micro-
computer and run an Arduino code. (3) Run the data acquisition program in the Python
code. (4) Check the results of the data acquisition in the sensor’s folder. The sensor data
files were generated approximately every ten minutes, with a size of 9 Mb. If the process
failed, only one file was generated that slowly increased in size for hours or days without
reaching the size of 9 Mb. If the data files were not generated, an error would be considered
and activity (5) would be performed, which was the resetting of all applications. If there
was no error, the process paused for a period of waiting time, and then rechecking in the
form of a loop was performed.

For process automation, Uipath RPA software was used. According to the Gartner
Magic Quadrant [66], this application was chosen with consideration of its good reputation
and the availability of all its functionalities in unlimited trial mode, which facilitated
academic work. For RPA technologies applicable in the process, process activities 1, 2,
and 3 had to be performed in a mode using Image Automation through the VNC application.
For this case, the robot had to identify the different buttons of the sequence of screens
through images.

For the governance preconditions, the owners of the SHM process were researchers
from a university who had not used RPA before. Considering the experimental context
of the SHM process, there were no information security requirements to consider. It was
sufficient to keep the robot operational on a physical computer with access to VNC.

5.2. Process To-Be Design

This section describes how the To-Be process was analysed and redesigned. It was
verified that there were difficulties in the RPA automation of activity 4, as described in
Figure 8, which were related to error detection. When the data file size grew “slowly” when
loading in the sensor’s folder, this error was found. However, the reading of the size of
the file had to be performed continuously by reading an image in a file name. The above
procedure required a high level of programming effort and knowledge of exceptions. After
several tests using Image Automation for activity 4, it was impossible to obtain a stable
performance. To resolve this problem, activity 4 of the As-Is process was modified. The
SARA was reprogrammed to export a readable file with the name “error” in the sensor’s
folder when an error occurred. Then, it was programmed in Python that all the contents of
that folder be shared every hour through Google Drive. This shared folder was visible from
any computer and was left accessible where Uipath was installed. This solution enabled
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a more stable performance, reducing time consumption. The second kind of error was
verified when the sensor in the directory had generated no data file.

The As-Is process had only two paths, to remain in an error check loop or to reboot
the process. Therefore, in the case of any exception that arose throughout the process, the
reboot had to be performed. However, if the error persisted, reboot instances could be
limited, and a message could be sent to users via email.

Figure 9 shows the redesigned process that was automatised using Uipath in all activities.
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Considering the lack of RPA capabilities in the organisation, it was determined that
the role of CoE would be assumed collaboratively between two research groups. The
UPC (Catalunya Polytechnic University) in Barcelona had physical access to the sensors.
The PUCV (Pontifical Catholic University of Valparaíso) was responsible for maintaining
the sensors via access to the sensors through the VNC, the shared folder, and the RPA
application available on a computer.

5.3. RPA Deployment and Testing

With the definitions from the previous stage, an RPA code was built in Uipath software
using Image Automation and Desktop Automation technologies. Figure 10 shows the
process implemented in Uipath. The figure also indicates the correspondence between the
RPA sub-activities and the activities displayed in the general diagram of Figure 9.

As shown in Figure 10, in activity 1, an open action for the VNC application with the
access credentials preinstalled was considered, and activity 1 was kept in the foreground
of the screen where the following interactions were made. In activity 2, entering a folder
where the executable file for Arduino was located was considered, and the folder was given
a “double click.” If the Arduino run was not completed successfully, an error control was
implemented to restart the task. This control checked the “error” or “completed” message
on the Arduino control screen. Since the deployment time of the different screens could
have a delay, this was controlled by incorporating a forced delay between the screens. The
values for these delays were between 5 s and 20 s, which were the times identified after the
tests to ensure the correct refreshing of the application screens.

In activity 3, a folder where the Python executable file was located was entered using
“double click”. The robot then opened Python and executed the code with the sending of
the F5 key. After this task, the software was programmed to wait for one hour to continue
with activity 5.a. This last activity was controlled through the IF statement, verifying the
existence of the “error” file thrown by the Python program or the non-existence of files
generated in the directory. If the correct file was found, the process was working properly,
and the software waited for another hour. Otherwise, the robot notified the users of the
email error, with a built-in Uipath “send email” activity and predefined access credentials,
as shown in Figure 11a. Finally, the robot performed the reboot directly in the Raspberry Pi
command panel Figure 11b. The robot stopped its operation when the number of errors had
been repeated in succession up to n times (n parametric value). The robot sent a notification
message by email (activity 5.b).
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5.4. Operation and Maintenance

At this stage, the robot was put into production and monitored by the CoE. During this
monitoring, minimal errors were detected for the deployment times of the screens, which
could have an origin in the internet connectivity. These bugs were corrected by performing
adjustments, adding longer timeouts to the Uipath delay actions, and connecting the
computer to a VNC account from the UPC university.

The sensor was installed in a column in the Civil Engineering Department of Campus
Nord of UPC university Barcelona, Spain. This experiment aimed to check the performance
of the RPA tool itself, not the modal analysis of the building under study. The acceleration
was recorded along three axes (x, y, z), as shown in Figure 12.
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Figure 12. Installed sensor and its acceleration reference system.

The robot was submitted to a final test for 48 h, with the correct behaviour obtained as
defined in the process. This test started on 15 October (day 1) at 17:24 h and finished on
day 3 at 17:30. In this test, two errors were forced to evaluate the robot’s behaviour: Error 1
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at 13:24 on October 17th and Error 2 at 16:40 on day 3. Figure 13 shows the acceleration
records obtained from SARA during the 48 h testing for the three axes (x, y, z). Figure 13
shows the two error events, which generated record discontinuities of 15 and 18 min.
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Figure 14. Email notifications sent by the robot. (a) Error 1. (b) Error 2.

The data capture process over 48 h generated 234 files with an average of 9.35 Mb each,
every 12 min on average. Figure 15 shows the cumulative volume of data generated, which
reached a total of 2200 Mb at the end of the test. Therefore, the hourly volume of data
generated was 46 Mb. It should be noted that the acquired data is stored in a hard disk and
shared via Google Drive to visualise the RPA process. The generated data are encrypted
and stored on a computer (or a virtual machine) [43]. What is sent via email is a notification
to users when the RPA detects errors, but no files are sent by this means.
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The automated process also saved man-hours. As shown in Table 5, a person spent
5 min every hour reviewing the process. Over 48 h, the person would have worked four
man-hours. However, this effort was even greater when it was considered that the human
resources would be involved in the process continually, even if the personnel only spent a
few minutes on each review. This saving of human effort was one of the most appreciated
advantages of RPA.

Table 5. Man-hour savings during the monitoring process.

Day 1 (Cumulative Minutes) Day 2 (Cumulative Minutes)

SHM without RPA 120 240
SHM with RPA 5 10

Total savings of required
man-hours 230 (95.8%)

According to Table 5, applying the RPA allowed a saving of 95.8% of the required
man-hours in the SHM process. In economic terms, and considering the cost of a project
engineer in Chile—where the CoE is located—the man-hour has a cost of €15 [108]. On
the other hand, the annual cost of a Uipath RPA license amounts to 3000 € per year [94].
Considering that the bot can operate 24/7, the hourly cost of this virtual workforce reaches
0.342 €, that is, only 2.28% of the cost of an engineer. This estimated saving is aligned
with the findings of other research where the impact of RPA on the reduction of FTEs is
revealed. [84,91,100].

It should also be clearly stated that this work focuses on controlling, managing the
functional ability, and checking the good programming of a low-cost accelerometer (SARA).
With some programming modifications, this system can be applied to other low-cost sensor
configurations (no need for Arduino + Raspberry Pi).

6. Discussion

As a proof of concept (POC), this research has developed the application of RPA
to automate an SHM process for the first time in the literature. Through this POC, the
aim of the RPA technology proposed in this paper is to automate the management of
the SHM of a structure. This POC allows the evaluation of the interoperability between
RPA technology and low-cost sensor applications inside the SHM process, achieving a
functional result. The above is allowed by a simple programming language based on a
flowchart and a high-level language that does not require advanced programming skills.
RPA developments in other industries take a few weeks [109]. In addition, a limitation
of this research is the study of multiple sensor systems. Nevertheless, this technology is
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used on a daily basis for managing large operations (such as automatic reviews of bank
accounts, see, e.g., [79]). Several virtual computers are programmed to work together to
handle large amounts of information efficiently in these applications. These works give the
precedents for considering that the proposed RPA methodology could be used to handle a
different number of sensors efficiently together.

Therefore, future studies could develop the simultaneous execution of several SHM
processes in a multi-robot environment. Although the individual automation of each of
these processes can be achieved by applying the proposed workflow, an environment
of many robots in operation requires orchestration that could be supported by a new
robot (a robot that monitors other robots) and the monitoring that corresponds to the CoE.
Furthermore, a new study could address the review of acceleration files in real-time and
check the files for critical values to alert users using the bot when this occurs. Since robots
do not sleep or ask for vacations, they will be continually available. It should be noted
that the aim of RPA applications in this future work will not be to control thousands of
sensors simultaneously but to monitor the performance of the sensors included in real SHM
systems. The number of sensors will obviously depend on the structural characteristics as
well as the monitoring budget.

In this paper, RPA was used for short-term monitoring of low-cost sensors, although
the aim is to continue this research to prove its strong performance in long-term monitoring.
This work has not been carried out yet, but the research will be addressed soon. It is
important to highlight this paper’s aim: to illustrate the benefits and potential of using RPA
in civil engineering applications to encourage researchers to use it.

7. Conclusions

The Robotic Process Automation (RPA) knowledge base in the literature focuses on a
generic approach to technology, followed by the automation of more transactional processes
such as accounting, finance, customer management, and back-office, among others. In
addition, RPA is a relatively new field of study for which the first articles date from 2016.

This paper is an applied type of research, in which the functional ability of a low-cost
accelerometer is managed and controlled. This case study is developed for the first time in
civil engineering. In addition, this paper proposes an RPA implementation workflow. This
workflow is elaborated on generically to make it replicable for other work and to encourage
researchers, civil engineering professionals, and the maker community to venture into this
technology area.

The low-cost accelerometer employed in this paper (SARA) uses an Arduino as its
signal conditioner and a Raspberry Pi as its data acquisition equipment. Although they
have the advantage of being low-cost, these devices have limited functionality, and data
capture becomes problematic when they have variable performance. After applying the
automation workflow with RPA, it was possible to automate the control, management,
and auto fault detection of SARA for a long-term data acquisition process. One of the
benefits of this automation is that the data capture process of the device is kept operational,
despite the instabilities that might occur. The activities described in the workflow have the
aim of challenging the initial process (As-Is) to obtain an improved and optimal version
for optimization (To-Be). The workflow led to testing to detect and solve the process
variabilities that affected the performance aspects, such as the effect of the connection speed
on the scrolling of the screens of the applications mounted on Raspberry Pi.

The control, management, and automatic problem solving of the sensors require a high
number of man-hours. RPA allows for the saving of this effort by offering a greater capacity
for continuous monitoring. One of the main advantages of RPA is its simple programming.

Future studies could develop the simultaneous execution of several processes in a
multi-robot environment. Although the individual automation of each of these processes
can be achieved by applying the proposed workflow, an environment of many robots in
operation requires orchestration that could be supported by a new robot (a robot that
monitors other robots) and the monitoring that corresponds to the CoE. Furthermore, a
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new study could address the review of acceleration files in real-time and check the files for
critical values to alert users of the bot when this occurs. Since robots do not sleep or ask for
vacations, they will be continually available.
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