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Abstract—Failures in the main bearings of wind turbines
are critical in terms of downtime and replacement cost. Early
diagnosis of their faults would lower the levelized cost of wind
energy. Thus, this work discusses a gated recurrent unit (GRU)
neural network, which detects faults in the main bearing some
months ahead (when the event that initiates/develops the failure
releases heat) the actual fatal fault materializes. GRUs feature
internal gates that govern information flow and are utilized in
this study for their capacity to understand whether data in a time
series is crucial enough to preserve or forget. It is noteworthy
that the proposed methodology only requires healthy Supervisory
Control and Data Acquisition (SCADA) data. Thus, it can be
deployed to old wind parks (nearing the end of their lifespan)
where specific high frequency condition monitoring sensors are
not installed and to new wind parks where faulty historical
data do not exist yet. The strategy is trained, validated, and
finally tested using SCADA data from an in-production wind
park composed of nine wind turbines.

Index Terms—early fault detection, wind turbine, main bear-
ing, gated recurrent unit neural network, anomaly detection,
SCADA data.

I. INTRODUCTION

HE global energy system is undeniably in flux. Re-
newable energy uptake and utilization are critical to
combating climate change and ensuring a long-term future.
Renewable electricity will be key to Europe reaching climate
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neutrality by 2050, according to the European Commission’s
projections [1]. Wind energy is a critical component in achiev-
ing this goal, as it accounts for 50% of the European Union’s
power mix, with renewables accounting for 81%. The core of
the problem in the progress of the wind business, however, is
a decrease in the levelized cost of electricity (LCOE). The
LCOE of a wind park includes many parameters such as
total installed costs, lifetime capacity factor, operation and
maintenance (O&M) expenses, project economic lifespan, and
cost of capital. While all these criteria play a role in calculating
a project’s LCOE, some have a greater influence. Wind energy
O&M expenses, particularly, account for a major portion of
the LCOE (20-25 percent for onshore wind parks and 25-30
percent for offshore wind parks) [2]. Hence, optimizing main-
tenance procedures forms a critical component of achieving
low-cost wind energy.

In any industrial-scale wind park, energy output losses
due to unforeseen asset maintenance, as well as component
replacement costs, can amount up to millions of euros each
year. Hence, it is critical to transition from corrective (re-
placing failed parts) and preventive maintenance (planned at
regular intervals without regard for the asset’s actual state) to
predictive maintenance, which is based on actual and timely
data collected through a network of sensors monitoring the
actual asset (performed using high-frequency data of physical
quantities) and warns operators in advance before the fatal
break-down materializes, enabling them to program, repairs
to match with weather or production windows, thus lowering
costs. To better use the information in the vast quantity of
data (gathered continuously or periodically, online or offline)
from diverse sensors obtained from the assets, digitalization
and artificial intelligence are crucial technologies. The main
concept is to identify changes in the situation that suggest
a growing malfunction and reflect departures from typical
operational procedures.

This paper provides an early (months ahead of time) defect
detection technique for the main bearing of a wind turbine
(WT) based on a GRU neural network (NN) that employs just
SCADA data to this framework. As SCADA data is primarily
used for operation and control rather than condition monitoring
(CM), using it for this purpose is a significant issue. SCADA
data contains approximately 200 different variables (i.e., it
is high dimensional), has a low sampling rate (recorded
continuously at 10-minute averaged intervals to minimize data
transmission bandwidth and storage), depends on the WT’s



IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. X, NO. X, FEBRUARY 2022 2

region of operation and environmental conditions, and is a
time series with strong seasonality. Furthermore, the benefit
of keeping consistent maintenance work order records with
full fault descriptions was unknown when SCADA systems
were established (as it was not envisioned that AI could
help in this application). Operators and maintenance contrac-
tors record maintenance repair operations in a number of
ways, ranging from handwritten forms that detail any work
done in an unstructured format to highly automated work
orders. Furthermore, most of the data comes from routine
operations, resulting in very imbalanced data sets. Despite
these challenges, the idea of leveraging SCADA data for
predictive maintenance has recently received more attention.
Many obstacles, however, remain to be solved in present and
future studies. The next paragraphs quickly assesses the most
important studies in the field, which demonstrate its potential
while also underlining the research hurdles.

For starters, supervised algorithms are used in a large
percentage of articles (classification methods). For example,
in [3], the main bearing fault is diagnosed using support
vector machine (SVM) classifiers; and in [4], simultaneous
multiple faults are again diagnosed using SVM. Despite the
promising performance of supervised algorithms in research,
their deployment in a real application requires domain adap-
tation techniques that provide the ability to train a model on
one dataset (source) for which label is available and secure
a good performance on another dataset (target) whose label
is not available. Otherwise, it is nearly impossible to apply
supervised approaches, as deriving labeled data sets from
WT operational data is often difficult (because of the lack
of standardization in maintenance records), time-consuming,
and error-prone, resulting in a very imbalanced data set.
Furthermore, domain adaptation techniques are crucial to
deploy supervised approaches to wind parks where the defect
has not already occurred. It is noteworthy that there is a
consistent portion of the literature that fosters the use of
domain adaptation techniques to deal with supervised learning
for WT fault diagnosis, as in [5] where a WT gearbox and
cross-bearing faults are studied through simulated data, and [6]
where a bearing fault is studied through a test bench. Second,
as indicated in the review study [7], a substantial number of
sources confirm the conclusions using simulated SCADA data
(as in [4]) or experimental data (from a test bench) as in [3].
Although this is understandable given that real SCADA data
sets are frequently proprietary and not readily available to the
scientific community, it is a significant disadvantage because
data provided by test rigs or mathematical models may not
generalize well to real-world settings [7]. Third, as indicated
in the highly referenced study [8], where a detailed analysis
regarding utilizing real SCADA data for WT CM is given, the
bulk of the references analyzed based their conclusions on a
very limited quantity of data, typically just 1 to 4 WTs. Again,
this is a significant disadvantage, as it is unclear whether
these tactics would scale successfully throughout the whole
wind park. Forth, certain references, such as [9], offer tactics
that result in a significant number of false alerts, making the
contribution inconvenient in the real world, as it would result
in alarm fatigue for operators. Fifth, a significant number

of studies, such as [10] and [3], detect the fault with less
than a week’s notice, rendering them useless in a real-world
situation where the plant operator needs at least months to
program repair to concur with the availability of replacement
parts as well as weather or production windows to minimize
turbine downtime. Finally, several notable references employ
completely unsupervised techniques that have been tested on
real wind parks. For instance, in [11], the pitch system CM is
stated using isolation forest and validated on ten WTs.

However, with advances in the field of deep learning,
progressively, much of the research is focused on capturing
relevant features using neural networks with deep hidden
layers. Methodologies based on artificial neural networks
(ANN) have been proposed, as in [12] and [13], as well as
different variations of autoencoders (based on ANNSs) have
been widely studied. For example, in [14] a gearbox failure
detection method is proposed based on a deep joint varia-
tional autoencoder. In [15] a multi-level-denoising autoencoder
approach is stated and faults at the pitch system and drive
train (vibration anomaly) are detected. In [16] a denoising
autoencoder with temporal information is proposed to detect
anomalies in the generator speed and gearbox filter. Note that
in all aforementioned references time-series data is widely
adopted, where long-term dependency is essential to form
the classifiable features. Because SCADA data is a time
series, temporal data is essential for constructing a prognosis
model. Furthermore, understanding the changes and trends
in variables over time is crucial to constructing the model
architecture. That is, the model learns how previous data
samples impact future data samples, which is the primary
purpose of designing an early defect detection approach. Most
basic designs, such as ANNs, do not take a prior data point
into account when deciding the next; instead, the model learns
from individual samples.

To better address that the traditional ANNs either rely
on expert knowledge and handcrafted features or do not
fully model long-term dependencies hidden in time-domain
signals, recent works focus on the adoption of recurrent
neural networks (RNNs). In this case, the recurrent neural
network (RNN) model may be useful since it has a recurrent
connection and can learn the influence of past and current
inputs while forecasting the outcome. On the other hand,
RNNs suffer from the problem of vanishing gradients that
the LSTM and GRU models solve by employing gates to
determine which information should be kept and which should
be ignored. GRU networks have a few benefits over LSTM
[17] such as a smaller number of parameters and a reduced
computational cost, which are relevant in this application,
which requires training with data over several years. In this
work, the GRU neural network is selected because of its
ability to forecast information from time series data (taking
into account past information) and its simplicity (associated
with a lower computational cost) compared to other types
of RNNs. Finally, there are some relevant works related to
WT fault diagnosis with RNNs. For example, in [18], fault
diagnosis of WT based on long short-term memory (LSTM)
networks (a particular type of RNN) is proposed. However,
not only SCADA but also high-sampling vibration data is used
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and validation is done only with simulated (not real) data. It is
noteworthy the work in [19], where the main bearing failure
(the fault of interest in the present work) is predicted based on
LSTM with more than 90 days on average, but again not only
SCADA data is used but also high-sampling vibration data that
greatly helps to the obtained performance. Finally, the work in
[20] detects the gearbox failure by means of GRU networks,
but the used SCADA data is 1-minute averaged instead of
the standard 10-minute averaged, thus giving extra predicting
capabilities.

All that being said, the novelty of the proposed design
is the following. A novel methodology to detect months
in advance the main bearing failure (when the event that
initiates/develops the failure releases heat) using only standard
10-minute SCADA data and based on a GRU (because of
its ability to forecast information from time series data and
its low computational cost in comparison to other RNNs)
and a novel fault prognosis indicator (FPI) that precludes the
problem of alarm fatigue. Furthermore, the stated methodology
is validated with real (as opposed to simulated or experi-
mental which greatly simplifies the problem) data from an
in production wind farm. The methodology main features are
the following: 1) Semi-supervised and based only on healthy
data (precluding the problem of imbalanced data sets), thus
expanding its range of application to any wind park (although
no faults have yet occurred). 2) Reliable predictions with
minimum false alarms. 3) Early warning months in advance,
providing the plant operator time to program maintenance to
match with replacement part availability, as well as weather or
production windows to minimize turbine downtime. 4) Robust
to seasonality and operating and environmental conditions. 5)
Installing extra costly sensors is not needed, as only SCADA
data is used. Therefore, the method can be applied to WTs
already in operation for life-time extension services (this is
relevant, as it is expected that 38 GW of wind parks in Europe
will reach their life expectancy in the next five years). 6)
Validated on real SCADA data from a wind park composed
by nine WTs in production.

The following is how the rest of the article is structured.
Section II provides a brief description of the wind park.
Following this, the types of main bearing faults are introduced
in Section III. The available SCADA data and work order
records are then presented in Section IV. Section V discusses
the suggested methodology. The findings and discussion in
Section VI are used to analyze and convey the performance
of the stated strategy. Finally, conclusions are drawn and
recommendations for future works presented in Section VIIL

II. WIND PARK

The wind park is composed of WTs with a diameter of
101 m and 2300 kW of nominal power. Figure 1 displays the
main elements of the WT. The energy production starts at an
initial wind speed of 3 m/s and reaches its rated power at 12
m/s. Finally, when the wind speed is 20 m/s or more, the WT
automatically stops using its braking system. In Table I, the
technical specifications of these turbines are summarized.

Notably, the main bearing employed by these WTs is a
double-spherical roller type, which are appropriate for applica-
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Fig. 1. Wind turbine parts.

TABLE I
WIND TURBINES’ TECHNICAL SPECIFICATIONS.

Technical specification  Value
Number of blades 3

Nominal power 2300 kW
Rotor diameter 101 m
Cut-in wind speed 3 m/s
Rated wind speed 12 m/s
Cut-out wind speed 20 m/s

tions involving very low speeds (up to 25 rpm) and high loads
with varying directions; therefore, they are a reliable choice
for the main bearing of a WT. Other characteristics of this
type are robustness to withstanding loads of variable direction
and low friction, which implies a low energy loss and a longer
lifespan.

III. MAIN BEARING FAULTS

Bearings are supports or guides for machine elements such
as shafts that need rotation or oscillation and can handle axial
loads. Many sectors use them, including transportation, medi-
cal (surgical instruments, as well as diagnostic and laboratory
equipment), and energy (wind turbines, and solar panels),
among others. Typically, a bearing comprises four elements:
cage, inner race, outer race, and rolling. During operations,
each of these components is subjected to mechanical stress
by at least one of the following forces: frictional, impact,
centrifugal, and inertial. Therefore, any of them can suffer
a breakdown.

The main bearing, which supports the main shaft of a WT,
is a large component and this section attempts to offer an
insight on the many ways of bearing failure as well as the
enormous number of existing patterns, which make forecasting
a bearing failure in advance difficult. Following the ISO 15243
standard, the SKF company classified a bearing’s different fail-
ure modes as follows [21]: fatigue, wear, corrosion, electrical
erosion, plastic deformation, and fracture and cracking. Each
of these modes has different sources, behavior, and bearing
damage. It is beyond the scope of this paper to elaborately
explain these failure scenarios. However, a brief overview of
some of the aforementioned failure modes is provided in the
next paragraph to promote an understanding of the need for
considering temperature variations while detecting a range of
bearing defects.

First, fatigue is one of the most common failure modes
in bearings. Subsurface-initiated fatigue and surface-initiated
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fatigue are the two types of fatigue. Both submodes have
an accumulation of residual stresses, causing the material to
transition from a randomly oriented grain structure to fracture
planes. This results in microcracks and beginning flaking,
which emit heat. Second, the loss of a bearing surface is
referred to as wear, and frictional heat is frequently present.
Third, corrosion occurs due to the entry of moisture, water and
aggressive contaminating liquids into the bearing. Corrosion
leads to premature and extended spalling, as the material
undergoes structural change and the load zone surfaces are
reduced such that overloading occurs. Thus, the release of
heat due to these three types of failure can be detected using
temperature variables in the fault prediction model. Fourth,
electrical erosion occurs because the electrical current flowing
through the rings via rolling elements causes damage. The
erosion can be divided into two types: excessive current
erosion and current leakage erosion (produced by low-intensity
current). Excessive current erosion heats up the material to
temperatures between tempering and melting levels, forming
craters in the rolling element and deforming the raceways.
Again, the release of heat is the first symptom of this type
of failure. Lastly, the bearing can fracture and crack, where
bearing cracking can be caused by thermal factors. When two
surfaces slide past each other, frictional heat is generated. If the
sliding is considerable, the heat can crack in the perpendicular
direction of the slip. Again, heat release is an initial starting
point that can reveal the developing fault.

In summary, all bearing failures have a starting point from
which an anomalous behavior begins until the end point, which
is when the bearing eventually fails. Symptoms of anomalous
behavior include a change in the main bearing temperature,
among others. Heat release is a widespread symptom, so this
work aims to predict the fault by detecting this first event.
Thus, an early warning can be triggered, notifying that within
a certain number of months, that element will seriously fail.

IV. SCADA DATA

In this study, the SCADA data is obtained from nine in-
production WTs. The available data spans from January 1,
2015, up to December 31, 2018, and shows the continuous
operation of each WT every 10 minutes. The SCADA data
contain a variety of measurements that may be divided into five
categories: environmental (see Table II), electrical, component
temperature (see Table III), hydraulic, and control variables.
The data is obtained with a 1 Hz sampling frequency and
stored on a 10-minute average. The mean, standard deviation,
maximum and minimum values are available for each sensor.
This work focuses only on the mean values; therefore, the
description of the variables in Tables II-III refers to its mean
value. Furthermore, only some exogenous variables (environ-
mental) and some temperature variables are employed by the
proposed strategy; thus, in this section, only these two sets of
variables are explained in depth.

Table II displays various environmental sensors from the
SCADA data. In this, the ambient temperature and the wind
speed can be found. The first one affects the temperature
of all subsystems that change significantly between summer

TABLE II
ENVIRONMENTAL VARIABLES.
Variable Description Units
wtc_AmbieTmp_mean  Ambient temperature °C
wtc_PrWindSp_mean Primary wind speed m/s
wtc_AcWindSp_mean  Actual wind speed m/s

wtc_PriAnemo_mean Primary wind speed of anemometer  m/s

TABLE III
COMPONENT TEMPERATURE VARIABLES.
Variable Description Units
wtc_A1IntTmp_mean Internal temperature Al °C
wtc_BrkTmpGn_mean  Brake generator temperature °C
wtc_GenBeRTm_mean  Generator bearing temperature °C
wtc_GeOilTmp_mean Gearbox oil temperature °C
wtc_HSGenTmp_mean  HS generator temperature °C
wtc_HSRotTmp_mean  HS rotator temperature °C
wtc_HubTemp_mean Hub temperature °C
wtc_NacelTmp_mean Nacelle temperature °C
wtc_MainBTmp_mean  Main bearing temperature °C

wtc_HydOilTm_mean Oil temperature for hydraulic system  °C

and winter. Finally, given its direct impact on the machine’s
operation, wind speed is the most crucial exogenous variable
associated with a WT.

Table III shows some variables related to temperature. The
main bearing defect is the subject of this research. As a result,
it is critical to monitor the temperatures of nearby components,
such as the main bearing temperature itself, the gearbox oil
temperature, and the generator bearing temperature.

Finally, in addition to the SCADA data, information is
available on maintenance and repair actions (work orders)
for the different WTs. These data provide the following
information: failure type, failure date, work order date, affected
subsystems, and actions taken. This information is used in this
work to model and test whether the proposed methodology
can predict the appearance of main bearing faults months in
advance.

V. FAULT DETECTION METHODOLOGY

This section comprehensively describes the stated fault
detection strategy. First, the data preprocess, crucial when
dealing with real data, is described in Section V-A. Next, the
data split is described in Section V-B. This section emphasizes
the GRU model strategy and the way to deal with seasonality.
Then, in Section V-C, the importance of data normalization is
stated, as well as the used normalization technique. Next, in
Sections V-D and V-E, the normal behavior model (NBM)
-WT’s normal/healthy behavior- is constructed based on a
GRU neural network, and the GRU architecture and the
hyperparameter set-up are comprehensively explained. When
healthy data is supplied, the GRU model is trained to predict
the main bearing temperature in a certain time step from
the input variables, functioning as a virtual sensor. Then, the
proposed fault prognosis indicator (FPI) is stated in Section
V-F, which employs a moving average strategy to diminish
the number of false alerts, avoiding alarm fatigue to the wind
park operator.

The proposed methodology can detect any failure asso-
ciated to the main bearing that initiates or develops with
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TABLE IV
SELECTED SCADA VARIABLES.
Variable Description Units
wtc_MainBTmp_mean  Mean main bearing temperature °C
wtc_GenBeRTm_mean  Mean generator bearing temperature ~ °C
wtc_GeOilTmp_mean Mean gearbox oil temperature °C
wtc_PrWindSp_mean Mean primary wind speed m/s

an associated heat release. That is because the conceived
methodology relies on SCADA data associated to temperature
variables to detect the failure. Note that the low sampling
rate of SCADA data (10-minute average) hinders information
in variables with a fast dynamic (e.g., vibrations), however
as temperature variables have a slow dynamic their SCADA
data still contains relevant information. Finally, as indicated
in Section III, the vast majority of different main bearing
failure modes are associated to heat release, thus allowing the
proposed methodology to be widely applicable.

A. Data Preprocess

In Section III, the different types of main bearing failure
are described, noting that a wide variety of failure modes
induce an increase in temperature when the fault initiates. Con-
sequently, in this work, the temperatures of the components
near the main bearing are employed in conjunction with the
ambient temperature to preclude data seasonality. The selected
variables are shown in Table IV, namely, the main bearing
temperature, the generator bearing temperature, the gearbox
oil temperature, and the wind speed. It is noteworthy that the
ambient temperature is subtracted from all variables related to
temperature to avoid the problem of seasonality.

Real data is noisy; thus, a data cleaning strategy is required.
Particularly, in this work, a data imputation strategy is used
for missing data. Techniques based on statistical variables
such as mean, median, and mode are not considered because
they could generate a bias in the data’s mean and deviation.
[22]. Alternatively, the use of the piecewise cubic Hermite
polynomial interpolation is proposed [12], as it contributes a
continuous first derivative function and maintains the shape
and monotonicity. Missing data at the beginning and end of
the data set are filled in with their closest value.

B. Data Split: Train, Validation, and Test

To build a deep learning model, the following steps are
taken: i) dividing the data into training, validation, and testing
data sets; (ii) training and validating the model using the train
and validation data sets, respectively; and (iii) evaluating the
obtained model on the test set to investigate the performance
of the model predictions when using the new data (that the
model has never seen before).

The approach used for data splitting is crucial in developing
a machine or deep learning model, as it has a major impact
on the overall model. The following assumptions are made to
separate the data in this work. To begin with, only healthy data
is utilized to train and validate the model because the major
goal is to build WT’s NBM. Additionally, data from the WT’s
entire region of operation (range 1: when the wind speed is

lower than the cut-in wind speed; range 2, when the wind
speed is between the cut-in and rated wind speed and; range
3, when the wind speed is above the rated wind speed) is used
to train and validate the model. Thus, the model generated
is robust to the WT’s varied operating and environmental
conditions. Finally, to make the model resilient to seasonality,
the training and validation data must span at least one full
year. In summary, the data are split in this manner. Data from
January 2015 to September 2017 (144576 samples) are used
for training, data from October 2017 to December 2017 (13248
samples) are used for validation, and data from January 2018
to December 2018 (52560 samples) are used for testing.

C. Data Normalization

The data for the selected variables originate from several
sources; hence, their order of magnitude differs. Scaling the
data is widely advised by machine/deep learning approaches
to achieve higher performance of the employed optimization
algorithm. Based on SCADA data’s nature for the specific
wind park under study, these data have no significant outliers.
Thus, the min-max scaling is directly selected (since there is
no problem with outliers’ sensibility that this kind of scaling
can suffer) that scales data in the [0,1] range using a linear
transformation from the initial set’s range. Thus, this technique
delivers data that are normalized exactly to the same interval
for all used variables.

D. Brief introduction to GRU neural networks

The deep learning model used in this work is a GRU neural
network. Although this paper does not intend to provide a
detailed understanding of GRU networks, they are briefly
explained below to introduce the used notation and render this
paper self-contained and understandable.

Cho et al. [23] proposed GRUs to allow relationships in
an adaptable manner across temporal scales [24]. The GRU
workflow resembles that of a simple recurrent neural network
(RNN). It processes the input vector x; and the hidden state
h;—1 from the previous timestamp through the gates at each
timestamp ¢. It then produces a new hidden state h,, which
contains both short- and long-term states and is transmitted
to the next timestamp. Regarding the manner in which the
flow of information is regulated by gating units, the GRU is
comparable to a long short-term memory (LSTM) unit and is
often thought of as a simpler version of LSTM. The amount
of gating units and the state vector are the main distinctions
between them. The GRU only has two gating signals (update
and reset), whereas LSTM has three (input, forget, and output).
Therefore, the GRU has fewer parameters and lower computa-
tional cost. Note that the GRU also combines both short-term
and long-term state vectors into a single vector; see [24], [25].

In Figure 2, the gated GRU architecture is shown. The input
and output vectors are x; and y, the reset and update gates
are ¢ and z;, and the activation and candidate activation are
h: and h;, respectively. The following are the definitions of
the two gates:

Zt = U(szt + Uzht—l + bz)7 (1)
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h,

Fig. 2. Architecture of GRU cell.

ry = O'(WrIt + Urht—l + br) (2)

The update gate, z;, controls which bits of the long-term
state should be inserted and which parts should be removed.
The reset gate, r;, determines which part of the prior state is
displayed to the main layer or candidate activation, (hy). Then,
the GRU model can be formulated as follows:

hy = tanh (Wyae 4+ Up(ry - he—1) + bp), (3)
he = (1= z¢) - hy—1 + 2 - Iy, 4

where the candidate activation, iLt, analyzes the input vector ¢
and the previous short-term h;_;, and only the most relevant
parts are stored in the vector h;. On the other hand, the
activation, h;, represents the output state of the model and, as
stated before, it contains the short-term and long-term state.
From the above equations,

o W,, W, , W, are the weight matrices for each of the three
layers in relation to the input vector x.

e U,,U,, U, are the weight matrices for each of the three
layers in relation to the prior short-term state, hy_;.

e b,,b,, by, are the bias terms for each of the three layers.

The GRU network architecture utilizes the four variables
displayed in Table IV. The mean main bearing temperature is
the output of the GRU model at time ¢, and the inputs are
the mean generator bearing temperature, the mean gearbox oil
temperature, and the mean primary wind speed. Thus, there are
three inputs to the network and one output, i.e., the network
is considered as a many-to-one structure. The inputs are given
as a sequence of 144 consecutive time steps, that is, data that
comprise 24 hours (recall samples are given each 10 minutes).

The GRU architecture and selected hyperparameters are
comprehensively explained in the next section.

E. GRU proposed architecture

The GRU architecture requires a set of different hyperpa-
rameters for its optimal performance according to the problem
to be solved. This section describes the selected hyperparam-
eters in detail.

First, the number of hidden layers, that is, the layers
between the input and output of the network, which contain
the GRU cells, is stated. In this work, it is defined as one
single hidden layer, as testing with two layers did not improve

TABLE V

SETUP OF GRU HYPERPARAMETERS.
Hyperparameter Value
Number of hidden layers 1
Number of neurons in the hidden state 128
Batch size 128
Epoch size 50
Initial learning rate 0.001
Loss function MSE

performance in relation to early fault detection and thus did
not justify the additional computational cost.

Second, the hidden size determines the number of features
in the hidden state. In other words, it defines the number of
neurons or GRU cells in the hidden layer. This hyperparameter
determines the learning power of the model. In this paper, 128
neurons are selected in the hidden state due to the amount of
samples that the model has to process.

Third, the batch size is defined in 128 samples, where each
sample contains 144-time steps. An initial learning rate of
0.001 is defined, and 50 epochs is used to train the network.

Finally, a loss function must be defined. In this work, the
mean squared error (MSE) is employed, as large errors are
important (may represent a fault) with respect to small errors
(maybe due to model error). To sum up, Table V details the
hyperparameter values for the proposed GRU architecture.

In a nutshell, the diagram shown in Figure 3 summarizes
the stated approach from the initial data preprocess, through
data imputation, data normalization, and, finally, the training
stage of the GRU model.

F. Fault Prognosis Indicator (FPI)

The FPIs are typically defined using a residual and estab-
lishing a decision threshold. When the residual of a sample
exceeds the threshold, an alert is activated. In this work, the
natural residual to be employed would be the square of the
difference between the real SCADA main bearing temperature,
T, and that predicted by the GRU network, T, ie., (T - T)Q
However, when using this residual straightforward to define
a threshold, an overwhelming number of false alarms (false
positives) would be triggered, leading to alarm fatigue in wind
turbine operators and rendering the method useless.

To prevent this issue, the long persistence in time of the
residual over the threshold has to be monitored, to discriminate
false alarms from real fault detection alarms. Thus, in this
section, to accomplish this aim, an FPI is stated, which filters
the initial obtained residual with a moving average (MA) to
smooth the original spiky residual.

Remember that a MA of k observations smooths a time
series by computing the average of the k most recent obser-
vations; as a result, each new entering observation drives the
oldest in the group out of the computation [26]. According
to [27], the MA may generate cyclic and trend-like displays
even when the source data are separate random occurrences
with a fixed mean. As a result, this property limits its use as
a control mechanism, and the exponentially weighted moving
average (EWMA) emerges. This has the property of allocating
less weight to data as it ages. A point on an EWMA chart
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Fig. 3. Flowchart for the first phase of the proposed methodology until the training of the GRU model.

can be assigned a long or short memory. The EWMA is
the best depicted one-time position ahead of the most recent
observation; consequently, this statistic may be used to forecast
the future observation. In this work, the EWMA is selected to
be applied to the prediction errors as follows,

EWMA =T,y =Ty + e, =T, + NT: = Ty), (5)
where Tt+1 is the predicted value at time ¢+ 1. Similarly, Tt is
the predicted value at time ¢, T} is the measured real SCADA
value at time ¢, and e; = T} th is the prediction error at time
t. Finally, A is a parameter (0 < A < 1) that determines the
memory depth of the EWMA. This parameter is empirically
selected using its relation with the span (s > 1) [28]. Equation
6 shows this relation:

2

)\:s+1. (6)

Finally, after averaging the initial residuals with the EWMA,
a threshold is defined using the training and validation data.
In this study, the threshold is the limit where a residual would
be considered within normal behavior, so the mean p; and
standard deviation o} (this must not be confused with the
sigmoid function) of the EWMA residuals of training and
validation data must be taken into account. It is important
to emphasize that, since the aim is to model the WT’s normal
behavior, the pp and o are obtained only from healthy
data (from training and validation). Finally, the threshold is
designated:

threshold = up, + ko, 7
where  is a constant which establishes the threshold value. In
this work, two values of x are used, as one defines a warning
threshold and the other a fault alarm threshold. To sum up,
Figure 4 shows the second phase of the proposed methodology,
which details the computation of the warning and alarm
thresholds after the EWMA filtering of the prediction error.

In the next section, an analysis is conducted on how the
selection of the span number, s, and the s values to deter-
mine the thresholds (warning and alarm) affects the proposed
methodology.

threshold
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Fig. 4. Flowchart for the second phase of the proposed methodology,
considering the computation of the threshold.

VI. RESULTS AND DISCUSSION

This section provides and examines the outcomes of the
suggested fault prediction approach for a real-world wind park
in operation.

Figure 5 shows the GRU estimations for two different WTs
over the train and test data sets. Remember that the test data
set contains the data of the year 2018. Figures 5 (a) and (b)
display the estimated value 7' and the SCADA target of WT1I,
a healthy WT. The estimation is close to the real SCADA value
in the two figures, and very few samples have disparate values.
The performance of the GRU for this WT is shown in Figures
5 (c) and (d), where the absolute error between SCADA and
prediction is graphed for the training and test sets. In contrast,
Figures 5 (e) and (f) present the GRU estimated value and
SCADA value for WT2, a WT that suffered a main bearing
fault on June 11, 2018. The prediction over the training set
is close to the target, contrary to the prediction over the test
set. Particularly, in the test set, the prediction does not fit well
for months before the fault occurs, and after it (when the fault
is corrected), this error decreases. Figures 5 (g) and (h) show
the residual on the training and test data sets, confirming the
good performance over the training set, while in the test set,
the residual increases a month before the fault and decreases
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Fig. 5. (a) GRU estimated T and SCADA real T, for WT1 over the train set. (b) GRU estimated T and SCADA real T, for WT1 over the test set. (c)
Error absolute value, |T" — T| for WT1 over the train set. (d) Error absolute value, |T" — T\ for WT1 over the test set. (¢) GRU estimated 7', and SCADA
target value T', for WT2 over the train set. (f) GRU estimated T, and SCADA target T', for WT2 over the test set. (g) Error absolute value, |T" — T| for
WT?2 over the train set. (h) Error absolute value, |T" — T| for WT2 over the test set.

after it. As comprehensively explained in Section V-F, the defined patterns and behaviors. As shown in Equation 5, the
EWMA is applied over the prediction errors to measure the depth of memory must be selected and, as stated in Equation
behavior and trend of the data as a function of persistence 6, that parameter is established as a function of the span, s.
over time and, thus, to diminish the number of false alerts. For this study, two spans are considered and analyzed: s =144
The historical data in this study corresponds to samples taken (one day), and s =1008 (one week). These values are chosen
every 10 minutes during a year, and even though temperature is  to measure the persistence of the data trend (successive peaks,
a slow-changing-rate variable by nature, the prediction error monotony) through time. For instance, if the EWMA is weekly
must be filtered with an EWMA to obtain data with better based, perhaps the data trend is more visible and smoother
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Fig. 6. EWMA filtered prediction errors for a WT, considering the span
values s = 144, and s = 1008.

than if it is daily based. It helps to avoid the noise caused by
isolated hourly peaks, which is very common in real SCADA
data. Actually, this selection is influenced by the findings of
McKinnon et al. [29]. Their research, on the influence of
time history on WT failures using SCADA data, tests three
distinct moving windows (MWs): daily, weekly, and monthly.
In comparison to the others, the weekly MW has the best
performance in identifying failures. On the one hand, a daily
MW contains too much noise, leading to a large percentage of
false alarms. On the other hand, a monthly MW removes much
information and does not allow any specification of when an
anomaly occurred.

Figure 6 shows the EWMA computation considering the
established spans. After the EWMA computation, the defini-
tion of the thresholds is required, as stated in Section V. The
aim is to propose two thresholds: one used as a warning and
another to trigger a fault alarm. Table VI shows the detailed
false-positive alarms over the training and validation dataset
for each WT, considering the two proposed spans’ values and
two values for x: 12 and 15. Thus, note that the selected values
for k are just based on the observation of the training and
validation dataset where the WTs are healthy. The value of « is
set to minimize the number of false alarms over these datasets.
Therefore, there is no information from the test set (or from
the knowledge of the occurred fault on the test set) used to
decide the x values. The results demonstrate that using 1008
spans no false-positive alarms are reached over the training
and validation datasets.

Finally, Figure 7 shows the results on the test dataset for the
entire wind park, obtained with the proposed FPI. A warning
is triggered when the prediction error crosses pup + 120y
(green dotted line), while a fault alarm is triggered when the
error exceeds up + 1504 (red dotted line). Recall that the
aforementioned mean and standard deviation are computed
over the filtered prediction errors from train and validation.
For WT2, both the warning and fault alarm were triggered

TABLE VI
FALSE-POSITIVE ALARMS (X-MARK) OVER THE TRAINING AND
VALIDATION DATASETS.

1008 spans
pn +120p  pp + 1504,

144 spans

T ID
W wn +120p  pp + 150,

WT1
WT2
WT3
WT4
WT5
WT6
WwT7
WTS8
WT9

XK XX )

in the first week of June 2018. Considering that for WT2,
the main bearing fault occurred on June 11, 2018, the early
detection through this methodology is accomplished roughly
two months in advance. Additionally, note that there is a
clear trend of residual’s increasing and then a decreasing.
When bearing failure initiates (or develops) there is usually
a brief heat release rendered as temperature increasing. As it
is stated in [21], almost all bearing failure modes (excessive
current, fatigue fracture, thermal cracking, etc.) are driven by
unforeseen heat release. After that, the temperature goes back
to normal i.e. crack is not growing. Thus, the methodology’s
approach is to predict this typical heat release in advance,
before the bearing is entirely damaged. The case for WT3
and WTS5 is interesting, as both a warning and a fault alarm
were triggered in a week, but this WTs are healthy during
2018. Thus, they represent a false alarm. However, note that
the alarm has a very short period length (less than a week),
in both cases, in contrast to WT2 where the alarm is activated
for two months. Therefore, in short, the model successfully
detects the expected fault onset on the WT that contains the
main bearing fault. As it has been before-explained, the onset
defines the start point of the component’s degradation through
time. Thus, it is crucial that despite the residuals go back under
the threshold, the triggered alarm must be kept active. It allows
maintenance operators to plan ahead on-site revisions and give
all needed attention to these component and perform required
actions to extend its lifespan and not compromise WTs uptime.

VII. CONCLUSIONS

In this work, an early fault detection approach for main
bearing failures in WTs is devised and verified using a GRU
neural network and just SCADA data. The model is built
entirely from healthy data and is robust to all operational
and environmental variations. The approach has been tested
at a wind park with nine WTs. The findings show that the
system produces minimal false alarms and that the defect of
concern is predicted months in advance. Unfortunately, there
is just one major bearing failure in the investigated wind park
data, which is insufficient for statistical analysis. To investigate
more extensively and draw conclusions such as a predicted
time and confidence level, it is necessary to apply the model to
other cases with this issue. Finally, it is convenient to study and
test other sequential learning models that have been developed
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Fig. 7. EWMA on residual errors for the WT’s test dataset (using 1008 spans), where the green line represents a fault warning and the red line indicates a
definite fault.
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