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Abstract: Rain type classification into convective and stratiform is an essential step required to
improve quantitative precipitation estimations by remote sensing instruments. Previous studies with
Micro Rain Radar (MRR) measurements and subjective rules have been performed to classify rain
events. However, automating this process by using machine learning (ML) models provides the
advantages of fast and reliable classification with the possibility to classify rain minute by minute.
A total of 20,979 min of rain data measured by an MRR at Das in northeast Spain were used to
build seven types of ML models for stratiform and convective rain type classification. The proposed
classification models use a set of 22 parameters that summarize the reflectivity, the Doppler velocity,
and the spectral width (SW) above and below the so-called separation level (SL). This level is defined
as the level with the highest increase in Doppler velocity and corresponds with the bright band in
stratiform rain. A pre-classification of the rain type for each minute based on the rain microstructure
provided by the collocated disdrometer was performed. Our results indicate that complex ML
models, particularly tree-based ensembles such as xgboost and random forest which capture the
interactions of different features, perform better than simpler models. Applying methods from the
field of interpretable ML, we identified reflectivity at the lowest layer and the average spectral width
in the layers below SL as the most important features. High reflectivity and low SW values indicate a
higher probability of convective rain.

Keywords: Micro Rain Radar; MRR; disdrometer; convective; stratiform; classification; machine
learning; random forest; xgboost; decision trees; support vector machines; naïve Bayes

1. Introduction

Convective and stratiform rain regimes result in different rain microstructures. This
has been observed in different climatological regions [1]; however, the proportions of
convective and stratiform rain depend on the season [2,3] and the geographical location [4].
Temporal changes in these proportions have recently been linked to global warming [5].
Further, it is indispensable to take into account the differences between convective and
stratiform rain when characterizing rain microstructure [6]. A better understanding of
rain microstructure is needed for remote sensing data processing to improve quantitative
precipitation estimations [7–10] which in turn are needed for water management, flash
flood warnings, and (extreme) precipitation forecasting, and to improve the representation
of precipitation processes in numerical weather and climate models.
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Rain type classification and the quality of the classification depend on the available
instruments. Cloud observations have been used for classification [11,12], where cumulus
and cumulonimbus (stratus and nimbostratus) are considered to be the sources of con-
vective (stratiform) rain. Combining rain intensity with rain duration provides another
approach to classifying rain events [13]. However, different thresholds and variations in the
rain intensity are commonly used and a variety of precipitation measurement devices can
be utilized for this purpose [14,15]. Disdrometers have been used to assess the variation
in rain microstructure between convective and stratiform rain [16,17], and consequently
to establish rain type classification methods [18–20]. Satellite imagery and ground-based
weather radar observations have the advantage of wider spatial coverage and consequently
provide alternative methods to classify rain. This includes analyses of the vertical structure
of the radar reflectivity (Z) and the hydrometeor fall speed, horizontal structure, and vari-
ation in Z, as well as the spatial extension of the cloud and the temporal variations in its
structure [21–25].

Micro Rain Radars (MRRs) are widely used to provide vertical profiles of several
precipitation parameters. These parameters can be used to identify the melting layer, which
is the atmospheric region where snow and ice particles melt into liquid raindrops as they
fall toward the ground. This region appears in radar observations in the form of a local
increase in the radar reflectivity and is usually referred to as the bright band (BB). BB
detection supports the classification of rain types because BBs usually appear in stratiform
rain [26], while the turbulence and vertical motions, which characterize convective rain, do
not allow BB formation. The specific characteristics of BB made it possible to classify rain
events, and phases within events. Furthermore, several methods have been proposed to
establish rules of classification for higher temporal resolutions. Key papers which describe
clear rules to classify rain type based on MRR and similar devices are summarized in
Table 1. Additionally, spectral reflectivity MRR raw data and derived Doppler moments
have been used recently for hydrometeor classification and bright band characterization
using MRR-2 and MRR-PRO observations [27,28].

Table 1. Rain regime classification methods considering vertically pointing radars or windprofilers.

Study Classification
Method Classes Instrument Temporal

Resolution Classifiers

Williams et al. [29]

Detection of a
melting layer

between 3.5 and 5 km
height, and

turbulences or
hydrometeors above
7 km height by using

SW and DV.

Stratiform, mixed,
shallow convection,

deep convection

915 MHZ wind
profiler

30 s aggregated over
rain events

SW: Spectral width
DV: Doppler velocity

White et al. [30]

Presence of a bright
band; its detection is

based on a
simultaneous

decrease in Z and an
increase in DV.

Bright band rain,
non-bright band rain,

and hybrid

Vertically pointing
S-band radar

(S-PROF)
30 min Z: Radar reflectivity

DV: Doppler velocity

Cha et al. [31]

Presence of a bright
band; it exists when

Hb < Hpeak <
Htand sharpness > 0.

Low-level rain,
rain with a bright

band
convective rain

MRR 1 min

Hpeak: Height of
maximum Z

Hb: Height of
maximum increase in

Z
Ht: Height of

maximum decrease
in Z

Sharpness: gradient
of Z within the bright

band
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Table 1. Cont.

Study Classification
Method Classes Instrument Temporal

Resolution Classifiers

Thurai et al. [32]

Presence of a
bright band. It is

detected when the
following

conditions are met:
(peak Z—mean Z
below BB) > 1 dB,
Peak Z > (2+ Z at
2 km above BB),

and
Peak Z > max Z

below BB.

Stratiform and
convective

Vertically pointing
X-band Doppler

radar, VertiX
1 min Z: Radar

reflectivity

Massmann et al.
[33]

Presence of a
bright band; it
exists when a
threshold of

increase in the DV
is exceeded at least

35% of the time
within half an

hour.

Ice initiated and
warm rain MRR 1 min DV: Doppler

velocity

Gil-de-Vergara
et al. [34]

Presence of a
bright band. Its

detection is based
on a threshold of

increase in the DV.

Stratiform and
convective MRR 1 min DV: Doppler

velocity

Seidel et al. [35]

Specific values of
mean fall velocities
at different heights

and a rain rate
threshold.

Stratiform and
convective MRR 5 min Mean fall velocity

Rain rate

Rajasekharan Nair
[36]

Presence of a
bright band; it
exists when an

abrupt
enhancement of at
least >1000 mm6

m−3 is detected in
the Z factor at any
particular height.

BB and non-BB MRR 1 min Z: Radar
reflectivity

Foth et al. [37]

Artificial neural
network (ANN)
with 2 hidden

layers using Zmax,
DV max, and
σDVmax.

Stratiform,
convective,

inconclusive
MRR 1 min

Zmax: Maximum
of reflectivity

DVmax:
Maximum of the

mean Doppler
velocity
σDVmax:

Maximum of the
temporal standard

deviation
(±15 min) of the
mean Doppler

velocity



Remote Sens. 2022, 14, 4563 4 of 23

There is a variety of available machine learning (ML) models which are potentially
able to carry out the classification task. These models can be trained to classify rain at a
high temporal resolution, thus detecting short periods of convective rain embedded within
longer periods of stratiform rain. They reduce dependency on subjective expert views;
hence, avoiding human errors and potentially optimizing the process. The question of
the most suitable ML models for this task remains unsolved with no attempts to apply
such classification models on MRR data to date, except for the use of artificial neural
networks [37].

True labels of rain type are required for training the ML models. While most of the
MRR-based classification methods (Table 1) are based on detecting the melting layer, which
is a reasonable approach, the absence of a melting layer does not necessarily indicate
convective rain [21]. Such cases may induce misclassification when the melting layer occurs
above the detection range of MRR, and in the leading and trailing a convective rain period.
Another option for labeling rain type would be the subjective classification of rain events.
However, this approach comes at the cost of full automation of the process. It also makes
the comparison of classification model performance problematic and dependent on human
interpretation of MRR measurements on the interval level.

In this study, we utilize the collocated PARSIVEL2 disdrometer and the method of [20],
hereafter BR09. The method BR09 has been chosen due to the availability of disdrometer
data in this location. The chosen labeling has the advantage of labeling at a high temporal
resolution, not being constrained by the existence of a melting layer, and fully automating
the pre-classification process, thus avoiding possible human errors and subjective uncer-
tainties. However, it comes with a caveat; the microphysical characteristics of rain may
differ between the measurement location in Das, Spain which is a high latitude location,
and Darwin, Australia which is a coastal tropical location where BR09 was established. The
suitability of the separation line in the NW–Dm was affirmed after application in several
locations [32,38,39]. However, the limitations of BR09 were highlighted by identifying six
drop size distribution (DSD) groups and studying the spatial and temporal variability [1].
Three out of four convective rain DSD groups were found to conform with BR09 classifi-
cation, leaving out convective warm rain showers characterized by weak reflectivity and
small drop size but a high number of drops. This limitation should be considered when
interpreting the results of this research and in future practical applications. However, we
assume that the influence on the comparison of ML classification models’ performance
is limited.

This study aims at providing a method to classify rain types based on MRR data.
To this end, a comparison of four more complex ML models: k-nearest neighbors (knn),
random forest (rf), extreme gradient boosting (xgboost), and support vector machine
(svm), and three baseline models: logistic regression, a decision tree, and naïve Bayes,
is performed.

2. Materials and Methods

Precipitation was recorded using a PARSIVEL2 disdrometer and a Micro Rain Radar
(model MRR-2), both located at the Das aerodrome at 42.386451◦ N 1.866562◦ E, 1100 m
above sea level (a.s.l.), and approximately 110 km north of Barcelona in northeast Spain
(Figure 1). The study area is relatively flat and surrounded by mountain ranges with
elevations of up to 2900 m a.s.l.; see Udina et al. [40] for more details. Previous disdrometric
studies in Barcelona indicated the predominance of convective precipitation characteristics
in the region [41,42] in terms of accumulated volume and considering that the Z-R relation
is closer to convective than to stratiform conditions. The precipitation records used in
this study spanned from January 2017 to March 2019 with a temporal resolution of one
minute. Rain events were defined as continuous records of at least five minutes where
the disdrometer detected rain with an intensity greater than 0.1 mm/h. An event may
contain dry periods, however, a single continuous dry period within an event may not
exceed 15 min in duration. Otherwise, a new event was considered. We excluded events
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where no MRR data were available due to power outages and communication problems.
The available dataset contained a total of 293 events spanning over 20,979 min. For data
handling and statistical analyses, we used R [43].
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Figure 1. Measurement location at the Das aerodrome in northeast Spain. The aerodrome location
(1100 m a.s.l.) is marked with a red circle in the right panel.

2.1. PARSIVEL2 Disdrometer

Disdrometers detect the number, size, and fall speed of hydrometeors that fall through
the layer between the laser transmitter end and the receiver end of the disdrometer. The
size measurement is based on the reduction in the received signal. The velocity of each
particle corresponds to the time needed for the signal reduction to end and the size of the
particle [44]. This measurement may be affected by different sources of errors. Consequently,
to correctly identify rain events, a filtering process is needed to remove high wind speed
intervals, snow, hail, frozen rain, graupel, intervals with very low rain intensity periods,
margin fallers, unrealistically large drops, and the splashing effect [45]. We applied the
filtering described by Ghada et al. [6], which is primarily based on the procedure developed
by Friedrich et al. [45]. Removing solid precipitation and high wind speed intervals aids
the pre-classification of rain by BR09 because this method is based on the microstructure of
liquid rain.

2.2. MRR

The MRR is a low-cost, K band (24 GHz) FM–CW Doppler radar profiler manufactured
by METEK [46]. For this study, the MRR was set to provide records with a vertical resolution
of 100 m, from 100 m to 3100 m above ground level (a.g.l.). The data were aggregated in
one-minute intervals and post-processed according to Garcia-Benadi et al. [27] to provide
values of the equivalent reflectivity, Doppler velocity, and spectral width, as explained by
Gonzalez et al. [47].

Most rain type classification methods that use MRR contain a step detecting the melting
layer level as an important feature for identifying the stratiform rain type. This level is
considered to be the one with the highest increase in the Doppler velocity (Figure 2a,c).
However, the existence of vertical air motion and turbulence associated with convection
does not allow a clear melting layer to form in convective rain profiles (Figure 2b). In our
approach, we call the level with the highest increase in the Doppler velocity the separation
level (SL). This level was identified for each interval within the range between 200 m and
2900 m (Figure 2c). The motivation behind seeking this separation level is to split the area
above the MRR into two regions. The regions above and below the SL are expected to
have distinct properties in the case of stratiform rain, but smaller differences, if any, in
convective rain.
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Figure 2. Separation level in stratiform and convective events. The Doppler velocity W is represented
for a stratiform event (a) and a convective event (b). Identifying the separation level for a five-minute
window (c) requires identifying for each minute the height in which the change in SW is the maximum
(blue stars), then finding the mean of the five heights (the height of the layer in yellow).

2.3. Pre-Classification

Every single minute of rain where the disdrometer recorded rain observations was
labeled either as stratiform or as convective. This labeling is based on the method of BR09
(Equation (4)). To perform this labeling for every single minute of the disdrometer, raindrop
size distribution (DSD) measurements, the mass-weighted mean diameter Dm (mm), and
the normalized intercept Nw (mm−1 m−3) were calculated [14]:

Dm =
M4

M3
, (1)

Nw =
44M3

6Dm4 , (2)

where the nth moment of the rain DSD Mn is given by:

Mn =
∫ Dmax

Dmin

DnN(D)dD. (3)

N(D) (mm−1 m−3) is the drop concentration: the number of drops for each diameter
range per unit volume and unit size, D (mm) is the drop diameter, Dmin and Dmax are the
minimum and maximum diameters of detected drops in one minute.

After obtaining the values of Dm and Nw for each minute of rain, the labeling uses the
value of the index i:

i = log10(Nw)− 1.6Dm + 6.3. (4)

When i is negative, the minute is labeled as stratiform, otherwise convective [20,32].
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2.4. Data Preparation

The raw data contain 20,979 min of 293 rain events. The data were pre-processed
before applying machine learning (ML) models according to the following steps:

1. Data quality adjustments using path integrated attenuation (PIA): The PIA value is
calculated for each cell containing liquid water and provides information on how
reliable the received radar signal is. Attenuation correction using PIA was applied
according to Garcia-Benadí et al. [28] and cases where attenuation exceeds 10 dB
were flagged. Higher values signal bad data quality and hence we excluded all
measurements for cells that contain the highest possible PIA value (10 dB) and all
measurements for higher heights of the same minute.

2. Imputation and feature engineering: To identify the separation level and extract the
relevant features to be used in building the classification model, a moving five-minute
window was used. This temporal window includes two minutes before and after
the target time step. The following processing steps have been applied within each
five-minute temporal window:

a. If more than 70% of all measurements of the data within the five-minute tem-
poral window are missing, then the respective minute is removed from the
dataset.

b. If the highest height (3100 m) for a parameter (Z, W, SW) contains only missing
measurements for the entire five-minute temporal window, then the height
(3100 m) for this five-minute temporal window is excluded for the further
processing of the parameter’s measurements. This step is iteratively repeated
for the following heights (3000 m, then 2900 m, etc.) until a height is reached
where at least one non-missing value for the regarded five-minute temporal
window is available.

c. Other missing measurements within the five-minute temporal window were
imputed. Therefore, for each of the parameters Z, W, and SW, missing mea-
surements were replaced by the arithmetic mean of surrounding measurements.
Surrounding measurements are defined by +/− 1 min intervals and +/− 100
m of height from the observation that needs to be imputed.

d. Feature engineering: For each minute, the layer with the highest increase in W
value is identified. The five heights within the five-minute temporal window
are then averaged to identify the height of the SL (Figure 2c). For the area
above the SL (the upper region), the area below it (the lower region), and for
the entire column (containing both the region and the SL), the arithmetic means
and standard deviations of the parameters Z, W, and SW were calculated. These
are 18 features in total. Additionally, the values of Z at the lowest three levels
(heights 100 m, 200 m, and 300 m), and the height of the calculated SL were
added to yield 22 selected features (Table A1).

The five-minute temporal window was chosen previously to classify rain based on the
variation in rain intensity [14]. This period also achieves a desired balance; long enough to
capture the rapid variations during convective rain, and short enough that these changes
are well represented against the typically longer periods of stable stratiform rain.

3. Excluding observations without a label for the classification task: Out of the remaining
11,725 min, 1295 (i.e., around 11%) have no disdrometer measurements. This is
expected when raindrops evaporate before reaching the ground and being detected
by the disdrometer. In such a case, no true label can be derived for those observations.
Since we are facing a classification task, we can only include labeled observations and
hence we exclude those without disdrometer measurements. Since this step leads to
gaps within events and hinders the imputation of the MRR parameters, it must be
executed after all other pre-processing steps.

After pre-processing the raw data, we remain with 10,430 min of 177 events and
22 features available for modeling.
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2.5. Modeling and Evaluation

This is a binary classification problem, in which the target is defined by the rain classes
convective (used as a positive class) and stratiform (used as a negative class). Both classes
were determined by the pre-classification approach (Section 2.3). The classification task is
unbalanced with around 10% of samples (minutes) being convective and 90% of samples
being stratiform rain. Four events with event numbers 186, 191, 196, and 204 were chosen
manually as an unseen test dataset for a more detailed interpretation of the results on
the event and minute level. These events were particularly chosen because each of them
contains periods of convective and stratiform rain. All other events of the pre-processed
data are used for training and evaluating the models.

To tackle this classification problem, four more flexible ML models for tabular data
are compared with three simpler baseline ML models. The four flexible ML models
are k-nearest neighbors (knn) [48], random forest (rf) [49], extreme gradient boosting
(xgboost) [50,51], and support vector machine (svm) [52]. These models require tuning
of specific hyperparameters. The four tuned ML models were chosen due to their highly
predictive performance in practical challenges. As baseline models, we choose the logistic
regression, a decision tree, and naïve Bayes. The three baseline models represent simpler
alternatives for solving classification problems and are often not as competitive as the tuned
ML models in terms of generalization performance.

To tune and train the four ML models and evaluate their performance on unseen
test data, a nested cross-validation approach was used (Figure 3) [53]. Nested cross-
validation is typically chosen when hyperparameter tuning is involved since it allows
tuning the hyperparameters of the ML models (in the inner folds) and at the same time
estimates the generalization error (outer fold) [54]. As an alternative, a simple data splitting
procedure can be used where data are randomly split into three sets: one for training, one
for validation, and one for testing. However, these results rely heavily on the concrete
split (so there is a larger random component in it compared to nested cross-validation).
Furthermore, this approach is only useful if a large sample size is available. We choose five
folds for the outer resampling to measure the performance of the tuned models and use a
holdout strategy for tuning the parameters in the inner folds. Hence, within four of the five
outer folds (shown in dark green in Figure 3), two-thirds of the data are chosen randomly
and used to train the model on some configurations (dark blue in Figure 3), and one-third
of the data (light blue in Figure 3) to evaluate the specific configuration on a holdout set.
The best found configurations are chosen to measure the performance on the fifth left-out
outer fold (shown in light green in Figure 3).

In such unbalanced datasets, we face the problem that the learner can focus too much
on the more frequent class since improving the model for that class improves the training
criterion more than an equal improvement in the smaller class. This is not a model-specific
problem. To address it, the area under the curve (AUC) was used as the evaluation criterion
within the optimization process, in which the hyperparameters are tuned. Additionally,
a number of metrics (BAC, F1 score, precision, and recall) were used to evaluate the
models and account for the unbalanced distribution of classes. The AUC calculates the area
under the receiver operating characteristic (ROC) curve, which visualizes the dependency
between the false positive rate and the true positive rate. To search the configuration space
for the best hyperparameters, iterated F-racing [55] as an efficient automatic configuration
search was applied for tuning the svm and xgboost model, and grid search was applied
for knn and rf models with the hyperparameter ranges and values specified in Table 2.
Iterated F-racing implements an efficient iterated automatic algorithm configuration search
by racing and returns the best found configuration [55]. The approach for the baseline
models is the same but without the tuning step on the inner folds.
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Table 2. Hyperparameter configuration space for model tuning. The table shows the lower and upper
bounds of each ML model’s hyperparameters we tuned using iterated F-racing. The knn and rf are
tuned using a grid search over the hyperparameter values shown in column “Values”. The values of
the hyperparameters C and sigma of the svm have been transformed for the tuning process by the
transformation function shown in the last column of the table.

Model Hyperparameter Lower Upper Values Transformation

knn K: #1 of neighbors
considered

- - 3:15 -

rf num.trees: # of trees - - 400, 600, 800, 1000 -
mtry: # of variables to

split in each node - - 4, 5, 6 -

xgboost nrounds: max. # of
iterations 50 500 - -

eta: learning rate 0.05 0.30 - -
lambda: L2 regulation 0 1 - -

Max.depth: max. # splits
for each tree 1 10 - -

svm Kernel: - - radial basis kernel -
C: cost of constraint

violation −2 5 - 2x

Sigma: inverse kernel
width −7.42 −4.30 - 2x

1 #: number.
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Figure 3. Representation of the nested cross-validation approach for tuning and measuring the
performance of the chosen ML models based on [56]. Within each of the 5 outer folds, a holdout
strategy to tune the hyperparameters is carried out. The best found hyperparameters are then
evaluated on the test set of the outer fold.

To evaluate the performance of the trained models, we compare the AUC, which was
used for evaluation, and also four other performance measures that are typically used for
classification tasks, which are:

Precision = TP / (TP + FP), (5)

Recall = TP / (TP + FN), (6)
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F1 = 2 × (Precision × Recall) / (Precision + Recall), (7)

Balanced Accuracy (BAC) = 0.5 × Recall × TN / (TN + FP), (8)

where the values of TP, FP, FN, and TN are based on the confusion matrix (Table 3) and
actual values are based on Equation (4).

Table 3. Confusion matrix where predicted values correspond to the predicted outcome of the ML
model and observed values correspond to the true underlying label of the dataset based on BR09.
Positive indicates detection of the convective rain as the target rain class.

Observed Values Based on BR09

Positives Negatives

Predicted values
Positives True positives (TPs) False positives (FPs)

Negatives False negatives (FNs) True negatives (TNs)

The precision tells us how accurately the model predicts by calculating the ratio of how
many observations are truly positive of all positive predicted values. Recall, on the other
hand, quantifies how many observations of all truly positive observations are correctly
predicted as positive. We usually need to look at both metrics; a high recall in our case
means that we are correctly predicting almost all convective intervals. High precision in
our case means that we do not have many stratiform intervals which are falsely predicted
as convective. The F1 score provides a measure of the balance between both precision
and recall; if F1 is low, this indicates that either the precision or the recall is low. The
balanced accuracy is particularly important in imbalanced classification problems and can
be interpreted in our case as the averaged recall over the two classes of rain.

2.6. Model Interpretation

Complex machine learning models often lack interpretability. To gain some insights
into such models and their main drivers, we apply interpretability methods of the research
area interpretable machine learning (IML) [57]. In general, global and local IML methods
can be distinguished. While global IML methods try to explain the general behavior of the
model for the entire dataset, local methods try to find explanations for single predictions
and thus for individual instances of the dataset.

A commonly used method to rank features according to their importance is the
permutation feature importance (PFI) [58]. The PFI identifies the most important features
for the performance of the model. To calculate the PFI of a feature x, we permute only the
feature x to break the association between this feature and the target variable. Then, we
predict with the ML model at hand on the modified dataset and calculate how much the
performance (AUC) drops compared to the original dataset. This drop in performance then
tells us how important feature x is for the model’s predictive performance.

To see how a specific feature affects the model’s prediction, effect plots such as partial
dependence plots (PDPs) can be used. PDPs [50] show the average marginal prediction
for a feature of interest. Individual conditional expectation (ICE) curves represent the
marginal prediction on the observation level and hence give further insights into the
models’ behavior [59].

A popular method to understand how different features of a dataset influence a single
model’s prediction is Shapley values [60,61]. Shapley values are based on game theory. The
main idea behind this method is to fairly distribute a payoff (here, a model’s prediction)
among all players (features).

3. Results
3.1. Overall Model Performance

Evaluating the overall performance of each of the seven models revealed that the
more complex models (xgboost, rf, and svm) performed on average better than simpler
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baseline models (Table 4). This is evident particularly for xgboost and rf in terms of the high
average and relatively small standard deviation of five outer fold validation performance
values of AUC, BAC, F1, and precision. This justifies applying a complex ML model to this
classification task. The naïve Bayes model scored the highest recall value. However, its
precision was the worst (0.41). This indicates that 59% of the minutes which are classified
as convective by the naïve Bayes model are false positives. In comparison, xgboost almost
doubles the precision (0.78) without a drastic compromise of the recall.

Table 4. Comparison of tuned ML models and baseline models where convective was chosen to be
the positive class (1) and stratiform was chosen to be the negative class (0). The arithmetic mean
(standard deviation) of the AUC, BAC, F1 score, recall and precision are compared. Best scores are
the closest to 1 and are underlined and in bold.

Model AUC BAC F1 Recall Precision

baseline

naïve
Bayes 0.87 (0.11) 0.81 (0.10) 0.50 (0.08) 0.71 (0.20) 0.41 (0.10)

log reg 0.95 (0.03) 0.77 (0.03) 0.63 (0.06) 0.56 (0.06) 0.73 (0.09)

tree 0.94 (0.04) 0.80 (0.08) 0.66 (0.08) 0.63 (0.18) 0.76 (0.14)

tuned

knn 0.93 (0.02) 0.73 (0.05) 0.57 (0.07) 0.49 (0.10) 0.73 (0.10)

svm 0.96 (0.02) 0.80 (0.07) 0.65 (0.09) 0.61 (0.14) 0.72 (0.06)

rf 0.96 (0.02) 0.81 (0.06) 0.70 (0.08) 0.65 (0.12) 0.77 (0.09)

xgboost 0.97 (0.01) 0.82 (0.04) 0.71 (0.05) 0.66 (0.09) 0.78 (0.07)

3.2. Model Interpretation

xgboost performed best on the given dataset (Table 4). Therefore, we choose the
xgboost model for further analysis. In particular, we are interested in what have been the
most influential features to achieve this performance and how these features influence the
model’s prediction. Furthermore, we analyze how well the model performs on unseen test
events and identify the main drivers for these predictions.

First, we calculate the permutation feature importance (PFI) on the feature level [58]
to identify the most important features for the performance of the model. According to PFI
on the feature level (Figure 4), the by far most important feature is the Z value at the lowest
measured height (Z_n100) followed by the average value of SW below the SL. Both these
features indicate the conditions at the height near the disdrometer which is used for true
labeling.

PFI can also be calculated for a group of features [62], given that grouping these
features is meaningful. Grouping features by the measured parameter (Z, W, SW) and
aggregation technique (arithmetic mean, standard deviation) revealed that Z values at the
lower heights are the most important features for the model’s performance while mean SW
measurements are the second most important group and the standard deviation value of W
measurements are on rank three. Another grouping approach was based on the aggregation
technique and the spatial position of the measurements (lower, upper, and whole column).
Mean values below SL had the highest importance and were followed by the standard
deviation of the values over the whole column (Figure A1). The remaining feature groups
seem to be less important for the predictive performance of the model. The grouped feature
importance scores also show that they do not necessarily add up the individual importance
scores of the features. This effect is due to feature correlations and interactions [62]. Hence,
individual importance scores do not fully reveal the influence of features on the target
which is also shown in the next analysis on feature effects.

The PDP and ICE curves are shown for Z_n100 as the most important feature in
Figure 5a. This feature distinguishes very well between the two rain classes based on its
value. Low values of Z_n100 most of the time classify a minute as stratiform, while minutes
with high values of Z_n100 are very likely predicted as convective. This is particularly true
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when Z_n100 is greater than 40 dBZ, a key value which has been used in the past for detect-
ing convective rain [21]. The second most important feature SW_lower shows the opposite
trend (Figure 5b): The lower the value, the more likely it is that the minute is classified as
convective. The heterogeneous ICE curves in both plots are an indicator that interactions
between the respective features and other features are present. These plots emphasize that
more complex relationships (including feature interactions) have been modeled by the
xgboost model, which might be a further indicator that the underlying relationships in the
data are more complex. This is also in line with the shown outperformance of the xgboost
model compared to simple baseline models such as logistic regression.
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Figure 4. The importance of individual features ordered by the mean value of permutation feature
importance (PFI) for all 5 folds of the cross-validation. It shows the negative difference in AUC
performance values between the original and modified dataset to receive positive PFI values. The left
(right) hinges represent the first (third) quartiles, while the whiskers extend from the hinges to the
smallest (largest) value no further than 1.5 times the interquartile range from the hinge, any value out
of this range is considered as an outlier and is represented with a black dot.
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Figure 5. PDPs (yellow) and ICE curves (black) for the features (a) Z_n100 and (b) SW_lower for a
tuned xgboost model on the entire training dataset.

3.3. Model Results for Specific Events

Despite a global view of the model and data, local explanations for single events might
be useful to understand why misclassifications occur. We will have a look at the left-out
test set which are rain event numbers 186, 191, 196, and 204. While event 196 is almost
completely a stratiform rain event (Figure 6), the events 186 and 191 are rather mixed
(Figures A2 and A3). We calculated Shapley values [60] for each minute, which show the
contribution of each feature to the actual prediction compared to the average prediction (in
the case of convective rain ~0.1). The individual Shapley values indicate clear clusters of
convective and stratiform classes in terms of Z_n100 at events 186, 191, and 196 (Figure 7).
Only 9 min were wrongly classified in these three events, and they mostly occur at the
transitional phase between the two rain classes, either preceding or following a convective
phase. Event 204, however, contained the most misclassification cases. Shapley values of
Z_n100 show stratiform minutes with particularly high values within the convective range.
Similarly, a number of convective minutes appear with a relatively low Shapley value of
Z_n100 (Figure 7).

During event 204, xgboost agreed with Br09 on 83 min as convective rain and 275 min
as stratiform rain. The discrepancies occurred in 20 cases of false negatives and 35 cases
of false positives out of 396 min in total. This event had a high rain intensity exceeding 5
mm/h for more than 90 min. However, a melting layer is clearly identified throughout the
whole event (Figure 8). A subjective classifier would classify all minutes within this event
as stratiform, however, the rain intensity and the microstructure which are observed on the
ground by the disdrometer imply convective rain.
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Figure 6. MRR and disdrometer data for event 196. The upper three panels represent the MRR
measured values of reflectivity Z (dBZ), Doppler velocity W (m/sec), and spectral width SW (m/sec)
respectively. The last panel represents rain intensity R (mm/h) as measured by the disdrometer.
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4. Discussion

The application of machine learning models in meteorological studies, particularly in
the remote sensing area, is gaining more focus. Such models could be used to partition areas
into non-rain, convective, or stratiform based on satellite data [63,64], and ground-based
radar data [65,66]. However, ML models need to be performed carefully as they do not
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necessarily outperform other statistical models [67]. Despite this accelerating interest in
ML and its applications, only one study applied artificial neural network (ANN) models
to this classification task using MRR data [37]. The method successfully detects high
percentages of convective and stratiform rain. Despite the promising high performance of
such deep learning models, they have disadvantages related to the design of the neural
network structure, tuning, and interpretability. Therefore, we restricted our choice to the
aforementioned three simple and four flexible ML models. One major difference in our
study is the use of strictly two classes of rain and not assigning a third inconclusive class.
The third, transitional class of rain can be assigned to minutes where −0.1 < i < 0.1 [39],
or −0.3 < i < 0.3 [32]. In an attempt to avoid the influence of subjective choice of this
threshold, only two classes of rain were chosen. This, besides the choice of classification
features, and the different approaches to include the temporal variability, precludes a true
performance comparison.

The steps of feature engineering include summarizing the MRR output in terms
of means and standard deviations within regions above and below the separation level
over periods of five minutes. Since the existence of a melting layer is “sufficient but not
necessary” in stratiform rain [21], our suggestion to introduce the concept of a separation
level is crucial; it brings in the common knowledge of differences between the regions
above and below the melting layer in stratiform rain, without strictly classifying the rain
based on the existence or non-existence of this layer. Stratiform rain may occur without
a melting layer being observed. This may happen during the periods leading or tailing
a convective period, and in case the melting layer forms above the range of elevations
observed by the MRR. The averaging over periods of five minutes enables accounting for
time dependencies without including them in the model itself. Creating three or more
lagged values of three features and 30 elevations might then already be quite a huge matrix.

The interplay between different features might be an explanation for the good per-
formance of tree-based models; xgboost achieved the highest performance indicators in
this classification task, followed closely by rf. Similarly, the decision tree baseline model
performed quite well, exceeding knn, and on par with svm. These tree-based predictive
models are very well suited to capture lower- as well as higher-order interaction terms.
This also explains the repeated success of random forest at precipitation classification
tasks [64,68].

Many studies pointed out the importance of specific parameters to detect the melting
layer, and classify rain. Radar reflectivity comes at the top of these parameters in most
cases as an average over the whole column, as a maximum value, or as a bright band that
indicates a melting layer (Table 1). Our results rank reflectivity at the lower heights as the
most important feature for classification performance. This is consistent with previous
classification methods which set a reflectivity value of 40 dBZ as a typical threshold for
identifying convective rain [21]. Doppler velocity was also used widely to identify the
melting layer and classify rain such as in [33,34]. However, our results indicate that Doppler
velocity importance as a classifying feature is exceeded by a couple of features, namely the
mean spectral width at the lower region, and the variability of Doppler velocity for the
whole column. The relevance found of the SW is consistent with previous studies [29,69]
where SW profiles of stratiform presented higher peaks than convective profiles, particularly
of shallow convective cases when there were no hydrometeors above the melting level.
Our results indicate that low SW_lower values are associated with higher probability
of convection. This is likely because some of the convective cases detected are shallow
convection cases as reported by Tokay et al. [69]. In their study, deep convective cases had
SW as stratiform cases below the melting level but higher than shallow convective cases,
particularly for low rainfall rates.

The existence of a melting layer is typically associated with a low rain rate [35,70–72].
However, event 204 is characterized by a high rain intensity and a clear melting layer.
This event demonstrates a contradiction between an objective classifier and the BR09
method. It also witnessed the highest disagreement between BR09 and the tuned xgboost
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model. The contradiction highlights that an ML model would not be able to outperform
the training method. Despite our approach and aim at an objective classification process,
the existence of such stratiform events with a very high rain intensity calls for special
measures to avoid misclassification. Additionally, different mixes of physical processes
dominate precipitation at different locations globally and contribute to the variability of
surface raindrop size distribution observations [1]. This raises the concern of achieving
a robust rain type classification performance when labeling rain type based on ground
observation of raindrop size distribution. Possible solutions may include a change in the
labeling process of the training set. An ensemble of subjective and objective classifiers
may be used or combining the objectively classified events with several events which are
pre-labeled by an expert.

While disdrometers produce rain data as observed on the ground, Micro Rain Radars
provide observations of the whole column above the point of interest. Precipitating hy-
drometeors observed by the MRR at different levels reach the disdrometer with a delay
depending on the height, an effect that may be amplified by strong winds. This justifies
the use of a wider temporal window and partially explains the discrepancies between
classification methods that use MRR and disdrometers, especially at periods preceding or
tailing a convective cell. The side wind also plays a role in pushing meteors that are within
the MRR observation range away from the disdrometer observation area.

5. Conclusions

The separation level is defined as the elevation with the highest increase in Doppler
velocity. Subsequently, MRR measurements of Z, W, and SW were summarized above and
below the separation level into 22 features and used to classify rain type at Das, based
on the method of BR09 and a collocated disdrometer. A comparison of the classification
performance of four machine learning models and three baseline models identified tree-
based machine learning models, particularly xgboost and rf, as the most appropriate for
classifying rain type. While the highest importance was assigned to reflectivity close to the
ground level and to the spectral width below the separation level, the high performance
of tree-based methods emphasizes the role of interactions among the 22 features. Future
research may experiment with different true labeling approaches and include different
locations globally to account for the possible spatial variability in rain microstructure and
the shortcomings of the point measurements of disdrometers.
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Appendix A

Table A1. A short description of each of the 22 features.

Feature Definition

Z_all Average reflectivity over a five-minute window
including all elevations

Z_all_sd Standard deviation of reflectivity over a five-minute
window including all elevations

Z_upper Average reflectivity over a five-minute window limited
to elevations above SL

Z_upper_sd Standard deviation of reflectivity over a five-minute
window limited to elevations above SL

Z_lower Average reflectivity over a five-minute window limited
to elevations below SL

Z_lower_sd Standard deviation of reflectivity over a five-minute
window limited to elevations below SL

W_all Average Doppler velocity over a five-minute window
including all elevations

W_all_sd Standard deviation of Doppler velocity over a
five-minute window including all elevations

W_upper Average Doppler velocity over a five-minute window
limited to elevations above SL

W_upper_sd Standard deviation of Doppler velocity over a
five-minute window limited to elevations above SL

W_lower Average Doppler velocity over a five-minute window
limited to elevations below SL

W_lower_sd Standard deviation of Doppler velocity over a
five-minute window limited to elevations below SL

SW_all Average spectral width over a five-minute window
including all elevations

SW_all_sd Standard deviation of spectral width over a five-minute
window including all elevations

SW_upper Average spectral width over a five-minute window
limited to elevations above SL

SW_upper_sd Standard deviation of spectral width over a five-minute
window limited to elevations above SL

SW_lower Average spectral width over a five-minute window
limited to elevations below SL

SW_lower_sd Standard deviation of spectral width over a five-minute
window limited to elevations below SL

SL

Separation level: height above the ground of the region
where the maximum change in reflectivity occurs. It
corresponds with the melting layer in stratiform rain.
See Section 2.2 and Figure 2 for more details

Z_n100 Reflectivity value as measured by the MRR for the first
level (100–199 m a.g.l.)

Z_n200 Reflectivity value as measured by the MRR for the
second level (200–299 m a.g.l.)

Z_n300 Reflectivity value as measured by the MRR for the third
level (300–399 m a.g.l.)
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Figure A2. Event 186. The upper three panels represent the MRR measured values of reflectivity
Z (dBZ), Doppler velocity W (m/sec), and spectral width SW (m/sec) respectively. The last panel
represents rain intensity R (mm/h) as measured by the disdrometer.
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