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Abstract—The separation of the forwarding and control planes
in software-defined networking provides flexibility for network
management. The Controller Placement Problem (CPP) is an
important issue affecting network performance.

This paper presents an evaluation of the Joint Latency
and Reliability-aware Controller Placement (LRCP) optimization
model. LRCP provides network administrators with flexible
choices to simultaneously achieve a trade-off between the switch-
to-controller latency and the controller-to-controller latency,
including the reliability aspect using alternative backup paths.

Control plane latency (CPL) is used as the evaluation metric
and it is defined as the sum of average switch-to-controller
latency and the average inter-controller latency. For each optimal
placement in the network, the control plane latency using the real
latencies of the real network topology is computed.

Results from the control plane latency metric show how the
number and location of controllers influence the reliability of the
network. In the event of a single link failure, the real CPL for
LRCP placements is computed and assesses how good the LRCP
placements are. The CPL metric is used to compare with other
models using latency and reliability metrics.

Index Terms—Software Defined Networking, Control Plane
Latency, Multiple Controller Placements, Single-Link Failure,
Control Plane Reliability.

I. INTRODUCTION

The fundamental idea behind Software Defined Network-
ing (SDN) architectures is that it allows programmability
to configure the network by splitting the control plane (the
control logic) from the data plane (the forwarding plane) and
simplifying the functions of the control plane. SDN facilitates
a logically centralized control plane that enables the admin-
istrators to build more simple, customizable, programmable,
and manageable networks [1], [2].

The data plane forwards data packets according to decisions
made by the controllers. The control plane is accountable for
generating packet forwarding rules for the network devices
such as switches and routers. Both data and control packets
share the same networking infrastructure. The controller place-
ment is an essential design decision that influences the overall
network performance in the SDN network [3].

As shown in Figure 1, the control plane comprises two
types of communication. The first one is the control traffic
exchanged between switches and their assigned controller,
that is, the controller-to-switch traffic (CS). The second type

of communication is the control traffic exchanged among
controllers (CC). Controller-to-controller (CC) traffic is needed
to synchronize the shared data structures and guarantee a
consistent global view of the network, and it maintains a
centralized view of the network state [4], [5].

The East/Westbound Application Programming Interface
(API) is used to communicate between controllers (CC) [6].
On the other hand, the Southbound API (i.e., OpenFlow) is
used to communicate between controllers and switches (CS)
[7].

In order to solve the controller placement problem, most
of the related literature only considered the latency of the
communication between controllers and switches. In contrast,
the (CC) latency is not sufficiently considered within the
evaluation of control plane performance. Defining a balance
between these two types of control traffic (CS and CC) may
influence the overall performance of the network.

LRCP addresses the reliability aspect by considering the
effect of a single link failure [8]. This paper proposes the
Control Plane Latency (CPL) metric to evaluate controller
placements provided by LRCP and assesses how good the
LRCP placements are in a real controller deployment.

The structure of the paper is organized as follows. Section
II describes the state of the art of the controller placement
problem in software-defined networks. Section III presents
a summary of the proposal we aim to evaluate. Section
IV presents the performance evaluation. Finally, Section V
describes the main discussion and conclusion of the achieved
results.

II. RELATED WORK

Previous studies discussed a variety of concerns related to
the Controller Placement Problem (CPP) in Software Defined
Networking (SDN). Extensive surveys may be found in [9]
and [10].

The Controller Placement Problem (CPP) was first pre-
sented by Heller et al. [11]. The purpose of the study was
to determine the minimum number of controllers needed and
where each controller should be placed to provide low laten-
cies between the switches and their corresponding controllers.
The performance of the CPP is evaluated on the Internet2
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Fig. 1. SDN Control Plane Architecture

OS3E real network topology [12]. In addition, the K-means
algorithm is used to minimize the average latency between
switches and their assigned controllers [13]. Another research
is the K-center algorithm to minimize the maximum latency
between controllers and switches [14].

The authors of the Joint Placement Latency Optimization
(LCP) [15] defined an accumulated latency to solve CPP,
which takes into consideration both the latency between
controllers and switches and inter-controller communication
latency. The optimization objective is to minimize the accu-
mulated latency and the optimal number of controllers.

Reliability is also a crucial concern for controller place-
ments. Hu et al. implement a metric known as the expected
percentage of control path loss for a failed network compo-
nent; this is used to characterize the reliability of SDN control
networks. They present a heuristic l-w- greedy algorithm to
evaluate the trade-off between reliability and latency. The aim
of this optimization is to minimize the expected percentage of
control path loss. In this case, the reliability metric is defined
as the expected percentage of control path loss, where the
control path loss is the number of broken control paths due to
network failures [16], [17].

Yuqi Fan et al. propose a Latency-Aware Reliable Controller
Placement Algorithm (LARC) [18]. The aim of this algorithm
is to minimize the average latency between all the switches
and their corresponding controllers when a single-link failure
occurs. The latency of each path includes the primary path
latency and an average of the corresponding possible backup
paths under a single-link failure condition.

Yuqi Fan et al. propose an efficient Reliability-aware Con-
troller Placement (RCP) algorithm [19] for multiple controller
placements. The RCP algorithm splits the network into mul-
tiple subnetworks and places a controller in each subnetwork.
A local search algorithm determines the controller locations
and maps the relationship between switches and controllers.
The simulation results show that the proposed RCP algorithm
can effectively reduce the latency of the primary and backup

paths.
AK Singh et al. propose a Varna-based optimization (VBO)

[20] for a reliable CPP to ensure that it minimizes the
total average latency. Results show that the proposed VBO
algorithm gives better performance compared to other effi-
cient heuristic algorithms such as particle swarm optimization
(PSO) [21], teacher learning-based optimization (TLBO) [22],
Jaya algorithms [23] based solution for RCPP.

The Joint Latency and Reliability-aware Controller Place-
ment (LRCP) is proposed in [8]. The optimization model
for controller placement considers both latencies between
switches to their controllers and the latency between con-
trollers at the same time. This is referred to as joint latency.
Furthermore, the authors consider the reliability impact of a
single failure. This is referred to as reliability-aware.

In this paper, the Control Plane Latency (CPL) metric is
used to evaluate Joint Latency and Reliability-aware Controller
Placement (LRCP) optimization.

III. DESCRIPTION OF THE LRCP OPTIMIZATION

LRCP is an extension of the models CPP [11], which
presents the basic controller placement problem, and LCP [15],
which defines the joint latency as an optimization function.
Furthermore, it includes the reliability aspect following the
LARC model for a single-link failure [18].

LRCP is defined to reduce the accumulated latency by inte-
grating the two sub-objectives of reliability and joint latency.
Latency is approximated by the distance between the nodes.
The optimization of LRCP is formulated as a mixed-integer
linear programming (MILP) under both latency and reliability
constraints. It must be noted that the LRCP optimization is
done off-line and thence its complexity is not a drawback.

A summary of the original proposal is presented in this
section.

Reliability-Latency (RL) is defined as the weighted sum of
the primary and the backup path latencies (1). The primary
path latency (PPL) between two nodes is based on the shortest
path routing algorithm. The backup path latency (BPL) is
the average latency of all the possible alternative paths when
a single-link failure in the primary path occurs. To do the
computation of the average backup path latency, a single-link
along the primary path is removed from the network and a new
shortest path between the nodes is calculated. The Reliability-
Latency between a pair of nodes is defined as:

RL = θ ∗ PPL + (1− θ) ∗ BPL (1)

Parameter θ assigns the weight to the real latency (PPL)
between two nodes and the additional average latency in case
of a failure (BPL).

The controller to switch latency (CS) is the average latency
between a controller and all its associated switches. The
average latency of the inter-controller communications (CC)
is the average latency of all possible paths between pairs of
controllers. The joint latency is defined as the weighted sum of
the average controller to switch latency (CS) and the average



inter-controller latency (CC). This is referred to as joint latency
(2), where λ is the weight between the two latencies. Both CS
and CC use the Reliability-Latency (RL) in order to include
the reliability factor. CS and CC are functions of RL. The joint
latency is the optimization function and it is defined as:

joint latency = λ ∗ CS(RL) + (1− λ) ∗ CC(RL) (2)

Both parameters of the LRCP optimization (λ and θ) play
a key role in controller placements. The optimal placement
may vary depending on either λ or θ. A particular placement
is defined by the location of the controllers and the set of
switches associated with each controller.

Once the control plane application is decided, λ is used
to find a trade-off for the performance of the control plane
application. For instance, when λ is close to one it means that
the control plane application needs very fast communication
between switches and their controller, and the inter-controller
latency is not a key factor for the performance. The optimal
performance of the control plane depends on a balance be-
tween the latencies CS and CC.

Parameter θ allows finding better controller placements
considering the probability of link failures. A greater prob-
ability of link failure may need lower values of θ, so that the
alternative backup paths have a larger weight in the placement
decision. The case when θ = 1 considers the primary path
latency (PPL) only by ignoring backup path latency (BPL).
We may see θ as a parameter to find preventive placements
that may be affected less than the original one by single-link
failures. It is interesting and useful to make an assessment of
the control plane performance of these preventive placements.

The major functions and details of the LRCP optimization
model and the significant results can be found in [8].

IV. PERFORMANCE EVALUATION

As LRCP is evaluated on the Internet2 OS3E network
topology, the performance evaluation is done using the same
topology. OS3E contains 34 nodes and 42 edges. The Python
interface of the GUROBI optimization is used to solve the
Mixed Integer Linear Programming (MILP) model and to
validate the results presented in LRCP.

The goal of the evaluation is to assess the goodness of the
optimal placements provided by LRCP in a real deployment.
For each value of λ and θ, LRCP gives the optimal placement
(location of the controllers and the set of switches associated
with each controller). When a particular placement is deployed
in the network, the important metric is the overall control
plane latency. Thus, the proposed metric for the evaluation
is the Control Plane Latency (CPL), defined as the sum of
the average switch to controller latency (CS) and the average
inter-controller latency (CC).

For each optimal placement found, CPL is computed as:

CPL = CS + CC (3)

Control plane latency (CPL) is computed using the actual
latencies of the real network topology. This corresponds to
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Fig. 2. Control plane latency (CPL) without a single-link failure

the primary path latency (PPL) when no failures occur, and it
is taken as the reference value.

In order to include a degree of reliability, in case a link
failure event occurs, the preventive placement considers this
event and the average backup path latency (BPL) is added in
the optimization. This provides a slightly larger value of the
control plane latency (CPL) value with respect to the average
of the primary path latency only (PPT). For the evaluation, two
cases are differentiated. The first one does not include any link
failure and it intends to assess the real Control Plane Latency
(CPL) for the LRCP preventive placements which include a
weight for the BPL (that is θ less than 1). The second case
computes the real CPL when a single-link failure occurs and
assesses how good are the LRCP preventive placements which
include the case of a single-link failure. Intuitively, when
a single-link failure occurs, an LRCP preventive placement
obtained for θ less than 1 should behave better than the one
obtained for PPL only (θ = 1). The goal is to quantify their
performance.

A. Control Plane Latency Evaluation Without Link Failure

Figure 2 illustrates the impact of the number of controllers
(k) on the control plane latency (CPL). The case in which θ =
1 with different values of λ corresponds to the average primary
path latency (PPL). For θ < 1, the placement considers
the average backup path latency (BPL) and implies slightly
different controller locations and associated switches.

As expected, it provides a higher Control Plane Latency,
because it does not correspond with the optimal placement
when no failures occur. The case with θ = 0.5, shown in Figure
2 indicates that for for five controllers (k = 5) and λ= 0.5,
the average control plane latency for θ = 1 is 5.9 ms while
considering the cost of a single-link failure with θ = 0.5 the
preventive placement gives an average control plane latency of
10.5 ms. This is an increase of about 78%. Unless there is a
high probability of link failures, higher values for θ should be
used; otherwise, the sought protection is counterproductive.
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Fig. 3. Control plane latency (CPL) and λ = 0.5

Useful values for θ are those close to 1. Figure 3 shows
the relationship between the control plane latency and the
number of controllers by varying the weights of θ when λ
= 0.5. It is interesting to note that the control plane latency
grows linearly by increasing the weight of backup path latency
(decreasing values of θ) since the average backup path latency
(BPL) provides a larger value of the control plane latency with
respect to the value for the average primary path latency (PPT).

When five controllers are deployed (k = 5) and λ = 0.5, the
control plane latency decreases from 8.1 ms to 5.9 ms when θ
ranges between 0.8 and 1. This means an increase of 38% in
the control plane latency with respect to the primary paths if
there is no failure. For λ = 0.6 (not shown in the figure), the
control plane latency is 7.7 ms with respect to 5.9 ms; that is
an increment of 31%.

It can be seen from the Figure 3 that giving more weight
to the backup path (lower values of θ) produces preventive
placements with an increase in the control plane latency. As a
conclusion, values of less than θ = 0.8 are not useful because
the CPL increases more than 30% if there are no failures.

In order to compare LRCP evaluation with previous pro-
posals and as a validation of the study, Figure 4 presents the
average control plane latency for the case of five controllers
(k = 5). For θ = 1, using different values of λ, the result cor-
responds with the basic joint placement latency optimization
(LCP) [15] and LRCP [8].

The LCP optimization model minimizes the joint latency
and the number of network controllers providing placements
with a balance between CS and CC latencies. However, the
LCP optimization model does not consider the probability of
a link failure.

In particular, the case when λ = 1 corresponds to the original
optimization of the Controller Placement Problem (CPP), and
for θ = 1, it corresponds with the Latency-Aware Reliable
Controller placement algorithm (LARC).

The CPP places the controllers to minimize the latency
between switches and controllers only without considering the

5

6

7

8

9

10

11

12

0.5 0.6 0.7 0.8 0.9 1

C
P
L
 (

M
IL

L
IS

E
C
O

N
D

S
)


LRCP (θ = 0.8) LRCP (θ = 0.9) LRCP = LCP (θ = 1)

LARC
(θ = 0.8)

LARC 
(θ = 0.9)

CPP, LARC
( = 1, θ = 1)

Fig. 4. Control plane latency (CPL) for five controllers: LRCP, LARC, LCP,
and CPP

failure scenario [11]. The LARC algorithm aims to minimize
the accumulated latency by integrating the two sub-objectives:
the average of the primary path latency and the backup path
latency into one objective between switches and controllers
when a single-link failure occurs [18].

As a last example of the cost associated with using pre-
ventive placements, when five controllers are placed and the
value of λ is set to 0.5, it can be observed in Figure 4 that the
control plane latency with θ = 1 is 5.9 ms whereas it is 7.3 ms
in case of θ = 0.9. This means an increase of 24%. Depending
on the probability of link failures, this extra latency might be
tolerated.

B. Control Plane Latency Evaluation for Single-Link Failure
(SLF)

In this section, the Control Plane Latency (CPL) is com-
puted for LRCP placements considering the effect of single-
link failure. A link failure may affect CS paths, CC paths, both,
for one controller or for several controllers at the same time.
To compute the average CPL, for each placement (location
of the controllers and the set of assigned switches to each
controller), one link i is removed and CPL(i) is computed.
The final value of the CPL metric is the average of CPL(i)
for all the links being removed one at a time.

Figure 5 presents the control plane latency with a single-
link failure for five controllers (k = 5). We compare the results
shown in Figures 4 and 5. For the placements including the
primary latency (PPL) only (θ = 1), the average control plane
latency for λ = 0.6 is 5.9 ms (see Fig. 4) and 6.4 ms in the
case of a single- link failure (see Fig. 5). This is an increase of
about 10%. For θ = 0.8 and λ = 0.6 the CPL is 7.7 ms when
there are no failures (Figure 4) and 6.4 ms with a single-link
failure. This means a relative decrease of about 14%.

This confirms that for low link failure probabilities using
values of 0.8 < θ < 1, provide reliable placements with a
reasonable increase of about 10% in the CPL respecting the
reference values (when no links fail). But this increase is
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Fig. 5. Control plane latency (CPL) with a single-link failure when k = 5
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Fig. 6. Worst-case CPL latency with single-link failure when k = 5

Fig. 7. Optimal controller locations and sets of switches associated with
each controller (θ = 1, λ = 1)

Fig. 8. Optimal controller locations and sets of switches associated with
each controller (θ = 0.9, λ = 0.9)

compensated when a link fails with a relative decrease of about
14%.

As mentioned before, in the case of a single-link failure, the
computed CPL is an average latency. Then, it is relevant to
investigate the worst-case when a link fails. Figure 6 presents
the worst-case control plane latency when a single-link failure
occurs. For instance, for k = 5 when θ ranges from 0.8 to 1
and, the control plane latency for λ = 0.8 ranges from 9.5 ms
to 10.6 ms, and for λ = 0.6 ranges from 8.5 ms to 10.0 ms.
That is, for λ = 0.8 the worst-case CPL increases by 12% and
for λ = 0.6 it increases by 17%.

It is worth mentioning that two nodes have exactly one link
in the Internet2 OS3E network: Miami and Vancouver. These
two switches could get disconnected from their associated
controller if the corresponding link fails and there is no
possible backup path.

Table I, II and III show the details of further results. The
same colour means identical placements (controller locations
and sets of switches associated with each controller) and, thus,
the same control plane latency (CPL). As an example, Figure
7 and 8 show how different values of θ and λ influence the
placement of controllers that manage the control plane, and

the distribution of all switches assigned to each controller.
In LRCP, the parameter λ is used to seek a kind of balance
between CS and CC latencies to optimize the performance
of a given control plane application. Parameter θ is used to
look for a preventive placement in case a single-link failure
occurs. The table contains results for values of θ between 0.8
and 1 because, from the previous evaluation results, these
are the useful values for a real deployment. For a given
placement, fixed by the combination of λ and θ, CPL is
the average control plane latency during a normal operation
(without failures), while CPL(sf) is the average control plane
latency when a single-link failure occurs. The CPL-CPL(sf)
is the relative increase of CPL (sf) with respect to CPL. As
it may be observed in Table I, preventive placements with
θ = 0.8 imply slightly higher values of CPL while smaller
differences for CPL(sf). The table also includes the worst-case
value of CPL and its variance for each placement. It is up to
the network manager to choose the appropriate values of the
parameters and use a preventive placement instead of the one
without considering backup paths.



θ = 1
Weights of λ λ = 0.6 λ = 0.7 λ = 0.8 λ = 0.9 λ = 1

CPL(sf) 6.47 6.39 6.92 8.90 10.58
CPL 5.90 5.91 6.39 8.43 10.18

CPL-CPL(sf) 0.57 0.48 0.53 0.47 0.40
CPL-CPL(sf) 10% 8% 8% 6% 4%
Min CPL(sf) 5.90 5.91 6.39 8.43 10.18
wc CPL(sf) 10.03 9.34 10.66 10.68 11.41

ratio wc CPL / min CPL 70% 58% 67% 27% 12%
Var CPL 1.03 0.80 0.91 0.53 0.34

TABLE I
COMPARISON OF THE CONTROL PLANE LATENCY WITH AND WITHOUT

SLF FOR 5 CONTROLLERS WHEN θ = 1

θ = 0.9
Weights of λ λ = 0.6 λ = 0.7 λ = 0.8 λ = 0.9 λ = 1

CPL(sf) 6.44 6.39 7.10 8.90 10.58
CPL 6.02 5.91 6.58 8.44 10.18

CPL-CPL(sf) 0.43 0.48 0.51 0.46 0.40
CPL-CPL(sf) 7% 8% 8% 5% 4%
Min CPL(sf) 6.02 5.91 6.58 8.44 10.18
wc CPL(sf) 8.54 9.34 9.52 10.69 11.41

ratio wc CPL / min CPL 42% 58% 45% 27% 12%
Var CPL 0.65 0.80 0.81 0.53 0.34

TABLE II
COMPARISON OF THE CONTROL PLANE LATENCY WITH AND WITHOUT

SLF FOR 5 CONTROLLERS WHEN θ = 0.9

θ = 0.8
Weights of λ λ = 0.6 λ = 0.7 λ = 0.8 λ = 0.9 λ = 1

CPL(sf) 6.45 6.45 7.10 8.90 10.92
CPL 6.02 6.02 6.58 8.44 10.51

CPL-CPL(sf) 0.07 0.07 0.08 0.05 0.04
CPL-CPL(sf) 43% 43% 51% 46% 40%
Min CPL(sf) 6.02 6.02 6.58 8.44 10.51
wc CPL(sf) 8.55 8.55 9.52 10.69 11.75

ratio wc CPL / min CPL 42% 42% 45% 27% 12%
Var CPL 0.65 0.65 0.81 0.53 0.34

TABLE III
COMPARISON OF THE CONTROL PLANE LATENCY WITH AND WITHOUT

SLF FOR 5 CONTROLLERS WHEN θ = 0.8

V. CONCLUSION

In this paper, the average control plane latency (CPL) metric
is used to evaluate the Joint Latency and Reliability-aware
Controller Placement (LRCP) optimization model. CPL is
defined as the sum of the average switch to controller latency
(CS) and the average inter-controller latency (CC). LRCP
provides optimal placements considering at the same time a
kind of balance between CS and CC latencies, and a reliability
tradeoff with preventive placements in case a single-link
failure occurs. Parameters λ and θ are used, respectively, for
each goal. Preventive placements consider the corresponding
backup paths.

The main contribution of the paper is the assessment of the
goodness of LRCP preventive placements in a real deploy-
ment. In order to quantify the evaluation, the CPL metric is
used. From the evaluation results presented in LRCP [8], the
reference values selected for the evaluation are five controllers
(k = 5) and values of λ from 0.6 to 1.

From the results obtained, we may conclude that preventive
placements for values of θ < 0.8 are not advisable because

they introduce too much extra latency in the control plane
in a normal operation without failures. On the other hand,
placements with θ >= 0.8 give a good tradeoff between the
added latency while in normal operation and when a single-
link failure occurs.

In summary, for low link failure probabilities using values
0.8 < θ < 1 provide reliable preventive placements with a
reasonable increase of the CPL respect the reference values
(when no links fail), and this increase is compensated when a
link fails with a relative decrease of CPL.
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