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Abstract 

With the increase in computational power in the last decade and the forthcoming Exascale supercomputers, a 
new horizon in computational modelling and simulation is envisioned in combustion science. Considering the 
multiscale and multiphysics characteristics of turbulent reacting flows, combustion simulations are consid- 
ered as one of the most computationally demanding applications running on cutting-edge supercomputers. 
Exascale computing opens new frontiers for the simulation of combustion systems as more realistic condi- 
tions can be achieved with high-fidelity methods. However, an efficient use of these computing architectures 
requires methodologies that can exploit all levels of parallelism. The efficient utilization of the next genera- 
tion of supercomputers needs to be considered from a global perspective, that is, involving physical modelling 
and numerical methods with methodologies based on High-Performance Computing (HPC) and hardware 
architectures. This review introduces recent developments in numerical methods for large-eddy simulations 
(LES) and direct-numerical simulations (DNS) to simulate combustion systems, with focus on the computa- 
tional performance and algorithmic capabilities. Due to the broad scope, a first section is devoted to describe 
the fundamentals of turbulent combustion, which is followed by a general description of state-of-the-art 
computational strategies for solving these problems. These applications require advanced HPC approaches 
to exploit modern supercomputers, which is addressed in the third section. The increasing complexity of 
new computing architectures, with tightly coupled CPUs and GPUs, as well as high levels of parallelism, 
requires new parallel models and algorithms exposing the required level of concurrency. Advances in terms 
of dynamic load balancing, vectorization, GPU acceleration and mesh adaptation have permitted to achieve 
highly-efficient combustion simulations with data-driven methods in HPC environments. Therefore, dedi- 
cated sections covering the use of high-order methods for reacting flows, integration of detailed chemistry 
and two-phase flows are addressed. Final remarks and directions of future work are given at the end. 
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. Introduction 

Combustion is a relevant process in many in-
ustrial and energy-related sectors with high im-
act for the society. In particular, it is key in en-
rgy conversion systems and it is expected to play a
undamental role in the energy transition. However,
ts intrinsically complex nature and the close inter-
ction between chemistry and the turbulent flow
akes many of the involved phenomena far from

eing fully understood. Example of this is how the
uel oxidation, pollutant formation or flame stabil-
ty are critically affected by the turbulent nature of 
he velocity and scalar fields. On top of that, in liq-
id fuel systems, atomization and evaporation phe-
omena are added to the list of challenging simula-
ion tasks. In spray combustion, after fuel injection,
he liquid core is broken into ligaments and eventu-
lly droplets, which are subsequently transported,
xchanging heat and mass with the surroundings.
he size of the droplets usually change between
pplications, for instance, larger droplet sizes are
ound in atmospheric spray burners compared to
igh-pressure injectors. In realistic conditions, the
urbulent flow interacts with the chemical reactions
hat usually take place in thin layers, and lead to
 complex interplay of these two processes at the
mallest scales of the flow. Other phenomena such
s flame/acoustics interactions, localized extinction
r droplet/flame interactions also affect the dynam-

cs of the flame and require complex modelling clo-
ures. 

Combustion involves a wide range of scales.
nly from the chemistry side, it goes from the

astest radicals to the slowest species, usually as-
ociated with pollutant formation such as NOx
r soot. Therefore, advanced multiscale and mul-
iphysics models are needed to obtain detailed de-
criptions of these physical processes. The develop-
ent of high-fidelity methods to simulate unsteady

ombustion phenomena has been a topic of inten-
ive research in the last decades. Numerical simu-
ations have made significant contributions to the
nderstanding of fundamental processes in react-

ng flows and its interaction with the turbulent mul-
iphase flow environment. These simulations have
istorically been one of the most demanding appli-
ations running on cutting-edge supercomputers.
he use of High-Performance Computing (HPC)
as extended the capabilities of numerical solvers,
xpanding the scope of Direct Numerical Simu-
ations (DNS) and Large-Eddy Simulations (LES)
owards realistic engine conditions. Examples from
NS include the pioneering work from Yoo et al.

1] using 30,000 CPU-cores; DNS of soot forma-
ion in jet flames using up to 32,768 CPU-cores [2] ;
nd more recently Luca et al. [3] executing on up
o 131,072 processors. In the context of LES, re-
ent large-scale simulations of an integrated fan,
ompressor, and combustion chamber system us-
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
ing up to 16,384 CPU-cores was conducted by Ar-
royo at al. [4] ; while Che at al. [5] run a scramjet en-
gine simulation on 998,400 CPU-cores. Such level
of computational requirements arises as a conse-
quence of the multiphysics and multiscale nature
of the combustion process what evidences the needs
of this community to have efficient computational
strategies to address problems of practical interest.
In fact, most high-fidelity combustion simulations
have been conducted for laboratory flames and at-
mospheric conditions [3,4,6] , since the computa-
tional cost to tackle larger systems at higher operat-
ing pressure, and with more detailed description of 
the oxidation and pollutant formation can be pro-
hibitive even with modern supercomputers. 

The need for higher (beyond Petascale) com-
puting resources to increase simulations reliability
makes combustion simulations an Exascale appli-
cation. Hence, the efficient use of upcoming Ex-
ascale architectures is critical, requiring new algo-
rithms and computational strategies based on com-
bining physical models, numerical methods, and
parallel algorithms optimized for specific hardware
architectures. 

HPC drives research and enables industrial in-
novation in many fields, but the techniques need to
be adapted to the requirements of the applications.
Some workflows require the aggregation of large
numbers of loosely coupled runs, while others need
tightly coupled large-scale executions. Combustion
simulation workflows can fall into both categories
and those aspects will be discussed in the next sec-
tions. Undoubtedly, when we consider high-fidelity
combustion simulations, the resources necessary to
capture the complexity of the physics exceed the ca-
pabilities of current supercomputers. That is why
we can consider computational combustion as a
candidate for the effective exploitation of future
supercomputers. The next milestone in supercom-
puting performance is the ExaFlop - 10 18 floating-
point operations per second (FLOPs). Unlocking
this level of performance for combustion simula-
tion, provided in increasingly complex hardware ar-
chitectures, requires prioritizing high-performance
computing aspects in the development of simula-
tion frameworks, along with modeling and numeri-
cal strategies. Thus, the development of specific al-
gorithms with HPC is key to develop efficient and
reliable methodologies to study turbulent reacting
flows as those found in reciprocating combustion
engines, gas turbines, rockets or furnaces and in-
dustrial combustors [4,5,7,8] . 

An important aspect when running on Exascale
systems is the computational performance of the
application, since inefficiencies of the code or sub-
optimal implementations can represent a massive
waste of computing resources. Therefore, HPC-
related aspects such as exploiting heterogeneous
systems with GPU accelerators, load-balancing
methods, data locality optimization, or chip-level
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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vectorization should not be overlooked when devel-
oping simulation platforms. These HPC techniques
can boost the performance of the different building
blocks involved in the simulation of combustion
systems. In this paper, a review of these strategies
with focus on three key areas is conducted: apply-
ing high-order methods, including detailed chem-
istry, and extending combustion solvers to multi-
phase flow problems. 

This paper provides an outlook of the state-of-
the-art of these three topics in terms of numer-
ical simulation methodologies, but with focus on
the HPC-related aspects and their impact on high-
fidelity simulations. Most examples of the present
review will focus on general combustion problems,
with a dedicated section to combustion of liquid
fuels. The structure of this review paper is given
as follows. First, a general description of the mul-
tiphysics and multiscale characteristics of turbu-
lent reacting flows is given. The analysis is focused
on the description of different methodologies and
numerical methods to solve these problems. It is
followed by an introduction of the possibilities
that Exascale computing brings to combustion sci-
ence by extrapolation of a reference DNS with a
Reynolds and pressure scaling. Second, a general
discussion of different HPC strategies used to ac-
celerate and increase the parallel efficiency in com-
bustion simulations is presented. Finally, three ad-
ditional sections describing the advances in high-
order methods for reacting flows, chemistry de-
scriptions and multiphase flow methods for spray
flame simulations are given with focus on their al-
gorithmic and HPC aspects. Final remarks and di-
rections for future work are given at the end. 

2. High-fidelity combustion simulations 

The accurate prediction of multiphase reacting
flows in practical combustion systems arises as one
of the most complex applications in computational
science due to the coexistence of strongly coupled
physical and chemical phenomena. This complex-
ity, coming from the broad range of spatial and
temporal scales of the turbulence, chemistry, and
liquid-gas interactions, in the case of liquid fuels,
has led to intensive research in physical modelling
and numerical methods [9] . As more challenging
combustion problems are tackled, solutions require
more comprehensive approaches, including phys-
ical models, numerical methods, algorithms, and
software implementations. In this new paradigm,
computational combustion science evolves simulta-
neously with new HPC architectures. 

This section starts with a brief introduction to
the fundamentals of combustion, from gaseous to
liquid fuels, in order to describe the context of 
application and highlight the relevant phenomena
to be captured with computational models. It is
then followed by a summary of the state-of-the-art
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
on modelling and numerical strategies to simulate 
these flows and finally, a summary of the compu- 
tational requirements of these methods in HPC ar- 
chitectures is given. 

2.1. Combustion physics 

Combustion introduces a set of complex phe- 
nomena, which is strongly coupled to the turbulent 
flow and needs to be correctly addressed to capture 
the nature of the flames that are present in practical 
combustion systems. For instance, as the gas mix- 
tures undergo exothermic reactions, an expansion 

produced by thermal dilatation is known to have 
an impact on the turbulent flow. Another essential 
aspect is the mixing of fuel and oxidizer, since the 
rate of mixing can severely affect the reacting layer, 
influencing the evolution of the chemical reactions 
and can lead to complex phenomena like localized 

extinction, re-ignition or quenching [10] . 
From the general description of turbulent react- 

ing flows, different combustion regimes can be iden- 
tified depending on the process of fuel/air mixing, 
which are usually referred as premixed and non- 
premixed combustion [11] . In the former, the react- 
ing zone propagates in a homogeneous mixture of 
reactants, while in the latter the mixing and reaction 

takes place simultaneously. In realistic applications, 
the reacting front often experiences a blend of these 
regimes leading to the so-called, partially premixed 

flames [12] . 
Irrespective of the combustion regime, the flame 

propagation is governed by the same fundamental 
process: i) the mixture of reactants is heated to a 
temperature where reactions happen at a significant 
rate, ii) intermediate radicals and final products are 
obtained, and heat is released due to the exothermic 
nature of the process, iii) heat and chemically ac- 
tive radicals diffuse towards the fresh reactant mix- 
ture, thus sustaining the process. The rate of pro- 
duction and consumption of the involved chem- 
ical species is described by the chemical mecha- 
nism. These mechanisms can become extraordinar- 
ily complex, characterizing many oxidation path- 
ways and involving a large number of different in- 
termediate species. The large computational cost 
of high-fidelity turbulent reacting flow simulations 
is partly associated to the complexity of the re- 
action process. Despite reduced mechanisms may 
also capture key aspects of the flame propaga- 
tion [13] , specific reaction pathways are crucial for 
the correct prediction of complex chemical phe- 
nomena like the negative-temperature coefficient 
behaviour [10] , or the burning rates during flame 
stratification [14,15] . Therefore, there is a need to 

include detailed reaction mechanisms that can de- 
scribe the chemical evolution of the flow at a wide 
range of conditions [10] . Larger chemical mecha- 
nisms are also needed for the accurate prediction 

of pollutant formation, such as nitrogen oxides 
( NO x ) or soot. Soot formation is particularly sen- 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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Fig. 1. The representation of a spray flame from a 
pressure-atomizer illustrates the different processes in- 
volved in combustion systems. Such physical processes are 
given on the top side, while the different methodologies 
applied to solve these problems are listed below.. 

Fig. 2. Primary atomization visualization for a round jet 
exiting at Re = 4659 and We = 7239 computed with level set 
approach in the context of LES [29] . Top: snapshot of an 
iso-surface of liquid volume fraction at φ = 0 . 5 , bottom: 
snapshot of a cross-plane of the liquid volume fraction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

itive to the reaction mechanism, since the forma-
ion of these carbon agglomerates is initiated from
arge aromatic molecules. The accurate prediction
f these soot-precursors entails the usage of de-
ailed chemical mechanisms [16–18] . 

Once an appropriate chemical mechanism is se-
ected, the turbulent reacting flow can be described
y a set of partial differential equations (PDEs).
his includes the Navier-Stokes equations describ-

ng mass and momentum conservation, conserva-
ion of energy, and the set of equations describ-
ng the chemical state of the flow. This system
f PDEs is composed by 5 equations (continuity,
nergy and the three velocity components), along
ith a given set of equations describing the chem-

cal state, which depend on the selected reaction
echanism. For instance, when doing a direct in-

egration of the chemical problem like in DNS, an
quation is solved for each chemical species. The
DE describing the evolution of the k th species is
iven by: 

∂ (ρY k ) 
∂t 

+ ∇ · (ρu Y k ) = −∇ · ( ρV k Y k ) + ˙ ω k (1)

here ρ is the density, Y k is the mass fraction of 
he k th species, and u is the velocity. The first term
n the right hand side describes the diffusion of 
pecies given by the diffusion velocity V k , often de-
cribed by Fick’s law. It is worth mentioning that
etailed computation of multi-component diffu-
ion is computationally expensive and dedicated
tudies to reduce this cost can be found in the lit-
rature [19] . Finally, ˙ ω k is the net chemical source
erm of the k th species, which is determined by
he elementary reactions of the mechanism involv-
ng the k th species. In general, the solution of the
pecies equations, usually dominates the computa-
ional cost in detailed chemistry simulations [10] ,
ot only because of the large number of species to
e transported with the flow, but also because of 
he cost of the chemical integration of the highly
on-linear source terms ˙ ω k . Therefore, advanced
ethods are required to accelerate the chemistry

alculations, specially for conditions involving stiff 
hemistry [20] . 

The simulation of spray flames introduces an
dditional level of complexity, as it requires a de-
ailed description of the two phases, liquid and
as, and their interactions. In realistic systems, the
ifferent physical phenomena are distributed un-
venly throughout the simulation domain. For in-
tance, the liquid phase and the reaction front, both
ssociated with high local computational cost, are
nly present in specific regions of the domain. A
epresentation of the physical processes involved in
he combustion of liquid fuels is shown in Fig. 1 . 

After the fuel is injected in the combustion
hamber, the inertial forces along with the sur-
ounding gas phase turbulence introduce instabil-
ties at the liquid-gas interface, which result in
he formation of elongated ligaments and large
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
droplets. This process is referred to as primary
breakup, and it is mainly influenced by the slip ve-
locity between the two phases and the surface ten-
sion [21] . Further downstream, the aerodynamic
forces acting on the droplets break them into
smaller ones in the so-called secondary breakup
mechanism [22] . Primary atomization is fundamen-
tally influenced by the internal flow of the atom-
izer apparatus [23] , and by the turbulent interac-
tion of the liquid with the gas phase. The most
common strategies to achieve effective atomization
include high pressure single and multi-hole injec-
tors in internal combustion engines [24,25] , and
air-blast and pressure-swirl atomizers for gas tur-
bines [6,26,27] . New concepts like multipoint in-
jectors [28] have also been derived for aeronautical
applications. While the process is governed by the
same principles in all systems, the formation of the
spray is fundamentally different. In case of hole-
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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type injectors, a high speed liquid jet interacts with
the gas phase, while in pressure-swirl atomizers, a
high speed liquid sheet is formed and destabilized.
A more complex atomization process occurs in air-
blast atomizers, since the liquid is deposited on a
pre-filmer surface and ligaments are carried away
by the fast air flow. 

A visualization of the liquid core and primary
breakup process of a single-hole injection system is
shown in Fig. 2 for a round jet exited at Reynolds
Re = 4659 and Weber We = 7239 computed with a
conservative level set method in the context of 
LES [29] . The figure shows the formation of lig-
aments and droplets during a primary breakup
event. The arising ligaments are further atomized
in the secondary breakup process. 

In general, specific physical processes, like the
correct representation of surface tension, are only
relevant close to the atomizer apparatus. Con-
sequently, the primary breakup process is often
treated separately in high-fidelity simulations of 
the system, either with dedicated simulations or
by phenomenological models. However, a holistic
treatment of the system may be advocated in cases
where the turbulent reacting flow of the surround-
ings may have a significant effect on primary atom-
ization. For instance, in case of air-blast atomizers,
the high speed gas flow has to be correctly charac-
terised in the air inlet manifold and heat and mass
transfer may be significant in the liquid film. Also,
in liquid jets interacting with a reacting cross-flow,
the atomization is highly affected by the gas phase
fluctuations [30] . 

The majority of heat and mass transfer takes
place after the liquid jets or sheets are atomized,
because atomization increases the specific surface
of the gas-liquid interface drastically by the cre-
ation of small droplets. The heat transferred from
the gas phase to the droplets causes the liquid fuel
to evaporate, acting as local sources of fuel vapor
that mixes with the surrounding air. Evaporation
may be concluded before the flame front is reached,
as in the case of compression ignition engines in the
lift-off region [31] , but droplet flame interactions
can also occur including single droplets sustaining
a reaction zone around them [32] or locally extin-
guishing the flame [6] . In such conditions, the flame
can be considered partially premixed, and models
based on a diffusion flame structure are also per-
forming considerably well for predicting the flame
behaviour [6,33,34] . Note that the two phase repre-
sentation of the fuel-oxidizer mixing becomes less
relevant as the pressure increases and the evapora-
tion is replaced by transcritical heat and mass trans-
fer models [35,36] . 

2.2. Methodologies for turbulent multiphase 
reacting flows 

Three methodologies prevail in the description
of turbulent flow fields, the Reynolds Averaged
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
Navier-Stokes (RANS) approach, LES, and DNS. 
RANS is popular at the industrial level due to 

the fact that solutions are obtained at a fraction 

of the CPU cost of the other methods. This can 

be attributed to the advances in RANS modelling, 
parallel computing strategies and multi-grid meth- 
ods [37] . However, RANS methods are not suitable 
for the description of intermittent and highly tran- 
sient phenomena, which can be only reliably pre- 
dicted by unsteady methods like LES and DNS. 

The use of LES and DNS approaches have been 

widely extended in the last two decades thanks, in 

part, to the development of hardware and software 
for parallel computing. In LES, quantities are spa- 
tially filtered and only scales above the cut-off filter 
length are resolved, while the rest are modelled by 
closure rules. In contrast, DNS solves all the spatial 
and temporal scales of the flow and requires high 

spatial and temporal resolution. The requirements 
in computational cost of a DNS simulation, mea- 
sured in floating point operations, scales cubically 
with the integral Reynolds number Re L ( Re 3 L ). [38] . 
Notwithstanding, in the case of turbulent flames, 
this situation is even more extreme, since the chem- 
ical scales are smaller than those of the flow. For in- 
stance, in the corrugated flamelet regime, the entire 
flame is embedded in the Kolmogorov eddies while 
in the thin reaction zone regime only the reaction 

layer is thinner than the Kolmogorov eddies. There- 
fore, accurate predictions of the chemical evolution 

for all major species and radicals in DNS make the 
simulations to be restricted to small domains and 

modest Reynolds numbers, despite important ef- 
forts have been done to break such barriers [1,3,39] . 
In the frame of LES, more realistic conditions can 

be achieved, as the governing equations are filtered 

and closure models are used to handle turbulence 
and turbulence-chemistry interactions [9] . The use 
of LES has been rapidly extended to a wide variety 
of flows, as it allows to resolve complex flow con- 
ditions in realistic environments at a reduced com- 
putational cost [4,40,41] . 

In the case of spray flames, a detailed descrip- 
tion of the liquid phase is of high relevance, as 
the dynamics of the spray strongly influence the 
combustion process [42] . However, due to the large 
range of scales involved and the thin liquid gas in- 
terface, the exact solution of the problem with DNS 

at relevant engine conditions still remains unfeasi- 
ble. Several approaches have been proposed in the 
literature to describe two-phase flows in combus- 
tion simulations, but two approaches are mostly 
common: interface capturing [43] methods and La- 
grangian Particle Tracking (LPT) methods [44] . 
The description of the liquid phase with interface 
capturing methods usually requires higher resolu- 
tion in order to resolve the interface with several 
cells and to avoid excessive numerical diffusion. 
Methods based on Volume of Fluid (VOF), level 
set or phase fields [45–47] can be computationally 
expensive, though they can largely benefit from the 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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se of Adaptive Mesh Refinement (AMR) tech-
iques [48] . The modelling of large population of 
roplets by interface capturing methods is chal-

enging in terms of cost, as it has to deal with the
escription of locally poly-disperse droplet popula-
ions that need to be resolved in fine meshes to ac-
ount for secondary breakup and eventually, evap-
ration. Therefore, methods based on LPT are usu-
lly preferred for spray flames due to its simplicity
nd lower CPU cost [32] . 

In summary, the complete characterization of 
ractical combustion systems is complex and
rings challenges associated to various disciplines,
rom engineering, chemistry, physics, computer sci-
nce and mathematics. Particularly challenging is
he modelling of reacting sprays under realistic
onditions, as it includes the interaction of multi-
hase phenomena with combustion chemistry and
urbulence, namely, high pressure liquid fuel injec-
ion, atomization, evaporation, of single and multi-
omponent fuels fuel/air mixing and combustion.
his interaction is, however, not yet well under-

tood and additional research is required to prop-
rly describe these complex phenomena with to-
ay’s modelling strategies and computational re-
ources. The use of HPC can contribute to the
rogress of this field by exploiting the multilevel
arallelism from modern supercomputers com-
ined with the use of the most advanced numeri-
al techniques and physical models. These aspects
nd their interactions will be described in the next
ections. 

.3. Numerical methods 

As mentioned previously, combustion involves
 great diversity of physical phenomena and scales
hat can be tackled using a wide variety of numer-
cal strategies that deal with one or several aspects
f the problem. For instance, the overall methodol-
gy should include scalar transport equations with
tiff chemical integration for the gas phase, inter-
ace capturing or particle tracking methods for the
iquid phase, and turbulent/chemistry interaction

odels for the burning rates and flame dynamics.
he strategies used to solve these coupled problems

equire the use of efficient algorithms and compu-
ational strategies that can be combined to ensure
fficient and reliable calculations. 

At the computational level, Eulerian methods
ely on the numerical approximation of PDEs in-
olving discretization over cells, faces or nodes of 
he mesh, depending on the numerical method con-
idered: Finite Element (FE), Finite Volume (FV)
r Finite Difference (FD). This operation is called
ssembly and results in matrix vector products in
he case of explicit schemes, and the solution of 
 full system when using implicit or semi-implicit
chemes. The second operation consists of obtain-
ng the solution at the subsequent time step, which
an be non-trivial for implicit methods, since the
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system can be large and stiff. In particular, the solu-
tion of the ordinary differential equations (ODEs)
requires looping over the nodes of the mesh and
the use of efficient techniques and pre-conditioners
to accelerate the convergence of their highly non-
linear couplings. A special case is the particle trans-
port used in Lagrangian methods, where temporal
ODEs are used to characterize the particles (po-
sition, velocity, temperature, and composition in
case of evaporating sprays) at each time step. In
addition, Lagrangian setups introduce certain im-
plementation complexity when solved using paral-
lel computing, as parallel particle tracking methods
are required to describe the motion of the parti-
cles across the domain. This aspect is addressed in
Section 6.2 . 

In a complex setup, the efficient coupling of 
all these sub-processes is essential, even-though the
physical coupling of the processes are well estab-
lished. The complexity lies in the fact that most of 
combustion phenomena are local, leading to zones
with higher computation loads (e.g. high particle
concentration near the nozzle, high chemical re-
activity regions leading to tightly coupled source
terms in specific locations or thin liquid/gas inter-
faces). In terms of algorithms, this introduces dif-
ficulties in ensuring a balanced load among all the
processors and requires the application of compu-
tational strategies to mitigate the possible imbal-
ance. Strategies to achieve a balanced load at dif-
ferent levels of parallelism will be described in the
next subsection. 

2.4. Towards Exascale combustion simulations 

Considering the current achievements in
combustion simulations in the Petascale era, a
thousand-fold increase in computing power by the
onset of Exascale computing is bound to open
new frontiers in combustion science. From current
state-of-the-art in high-fidelity combustion simula-
tions using DNS, it would be possible to consider
additional phenomena like detailed descriptions of 
the liquid phase and thermal radiation. This will
allow the capability to simulate applications at a
significantly higher pressure and Reynolds number,
closer to the typical values encountered in engines.

It would be possible to roughly estimate the re-
quirements for the proposed simulations via extrap-
olation of the resources used for example in the
soot DNS study of Attili et al. [2] , using heptane
fuel at atmospheric pressure and a Reynolds num-
ber of 15,000. That simulation employed 0.5 Bil-
lion grid points with 55 variables and 1 Billion La-
grangian tracers containing 10 variables each, al-
together summing up a total of 40 Billion degrees
of freedom. It was computed on the entire IBM
Blue GeneP (65,536 cores, 222 Tera-flops of the-
oretical performance). An estimation of the com-
puting costs could be evaluated for a simulation
of the same flame geometry, with a pressure of 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 3. Classical hierarchy of a supercomputer. The num- 
bers in parenthesis refer to the configuration of Marenos- 
trum 4 supercomputer, hosted at Barcelona Supercom- 
puting Center [52] . 
about 10 − 20 bar, and a jet Reynolds number of 
100,000, considering a realistic liquid fuel (an avi-
ation fuel surrogate) injected in the form of La-
grangian droplets [49] . The fiv e-fold increase in
Reynolds number and the ten-fold increase in pres-
sure requires an increase of the number of grid
points in each direction of x10, i.e., a factor of 
x1000 in three dimensions. Using a realistic liq-
uid fuel chemistry description requires a reaction
mechanism with about 100 species, which is twice
the number of the species in the previous simula-
tion, causing an additional increase by a factor of 
x2 in the number of degrees of freedom. Taking
into account factors relevant to the use of a La-
grangian point-particle approach for the liquid fuel
droplets and the longer integration time required,
it is possible to estimate the increase in computa-
tional cost to be x10000 for the envisioned simu-
lation as compared to the actual Petascale simu-
lation. Assuming the same code efficiency with re-
spect to the theoretical machine peak performance,
a supercomputer with a peak performance of 222
Tera-flops × 10000 ≈ 2 Exa-flops would be needed
to perform an accurate simulation at engine condi-
tions in a reasonable time. 

Exploiting the capabilities of the Exascale sys-
tems and benefiting from their increased peak per-
formance is far from trivial, as it requires adapt-
ing the codes to the most recent programming
standards and supercomputer architectures. There-
fore, further efforts in computational methods and
strategies are devised considering simultaneously
the physical models, numerical methods and HPC
strategies. The main concepts and methods to be
considered are described in the next section. 

3. High-Performance Computing for combustion 
simulations 

Exascale computing enables the scaling in com-
puting power up to 10 18 FLOPs, which means an
important jump for current simulation capabilities.
For decades, the evolution of the computing power
has been driven by the miniaturization of com-
puting components, following an exponential trend
known as the Moore’s law [50] . Gordon Moore,
founder of Intel, predicted in 1975 that the number
of transistors per chip area would double roughly
every two years and this trend has been maintained
until few years back. 

This miniaturization process, based on a contin-
uous shrinking of transistors came along with an
increase of the clock frequencies without increasing
the power density. This favorable balance, known
as Dennard scaling [51] , was broken around 2005
due to the rise of the power static losses result-
ing in heating of chips. Consequently, the rise in
the clock-speed halted, and further performance in-
creases were mainly based on parallelism and con-
currency. For example, by implementing multi-core
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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processors and wider Single Instruction Multiple 
Data (SIMD) extensions at the CPU level. The in- 
crease in parallelism and concurrency in supercom- 
puters seems to remain. With streams of operands 
functioning at 2.5GHz, O (10 8 ) concurrent streams 
are required to achieve Exascale performance. 

The aforementioned concurrency is organized 

within the supercomputer’s architecture through 

different levels. On the one hand, the parallelization 

within the node is referred to intra-node level. This 
includes the utilization of multi-core CPUs and 

GPUs. On the other hand, the inter-node level, or 
system level, refers to parallelizations using multi- 
ple nodes connected by a network. Various parallel 
models have to be combined on the software side to 

expose parallelism at all these levels. Figure 3 illus- 
trates the implementation of this hierarchy in mod- 
ern supercomputers. The supercomputer is made of 
racks and those are composed by nodes; then, each 

node includes several CPUs, while the final com- 
puting units are the cores. Accelerators like GPUs 
can also be connected to the nodes. Exascale sys- 
tems will definitely involve such accelerators, which 

provide high throughput at lower energetic cost 
compared to actual multi-core CPUs. 

At the level of the entire system, the capability 
of supercomputers has been historically evaluated 

using the LINPACK benchmark [53] , which mea- 
sures the performance of a supercomputer by solv- 
ing a dense linear systems with random coefficients 
using a direct method. The Top500 list [54] ranks 
the systems measured using the LINPACK bench- 
mark twice a year since 1993. A deceleration in 

performance is observed in the exponential trend, 
which can be related to the limitations of the hard- 
ware miniaturization. Note that LINPACK is a 
compute intensive benchmark which can represent 
compute bound applications. However many ap- 
plications are bounded by the data transfers from 

the main memory to the cache memory, which is 
organized in various levels: they are referred to 

as memory bound. Those applications can be bet- 
ter represented by other benchmarks such as the 
HPCG [55] , which focuses on sparse linear alge- 
bra computations. In that case, in terms of FLOPs 
the percentage of the system’s peak performance 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 4. Hierarchy of mesh partitioning and parallelization models to exploit modern supercomputers. Includes orders of 
magnitude of the subsets at each partition level.. 
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chieved is generally less than 5% . The computa-
ional combustion workflows, mostly rely on sparse
inear algebra, and in most of its phases the execu-
ion is memory bounded. 

Another clear trend observed in supercomput-
rs is the heterogeneity of the architectures imple-
ented at the node level. Nowadays, eight of the

rst ten systems ranked by the Top500 list include
raphics Processing Units (GPUs) for general-

urpose computations. GPUs further increase the
evel of concurrency since they are throughput-
riented devices exploiting data parallelism. More-
ver, GPUs generally deliver higher FLOPs per
att ratios than CPUs, optimizing power consump-

ion, which is a critical concern for the operation of 
upercomputers. 

In the post-Moore era, heterogeneity of sys-
ems is expected to keep growing [56] , and domain-
pecific devices (e.g., deep learning chips) shall pop-
late supercomputer nodes. For example, modern
VIDIA GPUs contain tensor cores that are par-

icularly efficient for AI inferences. Combustion
imulation workflows will have to evolve to take ad-
antage of special-purpose devices to speed up run-
ime calculations or generate new knowledge from
imulation outcomes when extremely large datasets
re generated [57] . 

.1. Advanced software for High-Performance 
omputing 

The solution of the problems already described
or both DNS and LES requires specific algorithms
o take advantage of the different levels of paral-
elism within the supercomputers. Eulerian meth-
ds are solved on a computational grid using do-
ain decomposition methods [58] . The partitions

re obtained from the underlying mesh, and the
ubdomains perform independent operations and
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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exchange the values at the boundaries. This means
that operations are performed on groups of mesh
entities simultaneously, providing concurrency and
thus, parallelism along the different calculation
phases of the code. Exposing parallelism at all these
levels requires combinations of various program-
ming languages or APIs. Some of them are com-
munity standards like MPI [59] , OpenMP [60] or
OpenCL. In contrast, others are closely related to
specific vendors such as CUDA [61] or OpenACC
for NVIDIA. 

To relieve programming and porting efforts
(and let application domain experts to concen-
trate on models for physics), several abstract
programming models have been introduced to
hide parallelism complexities and provide porting
across HPC platforms. This is generally achieved
by adding intermediate software layers that in-
terface with underlying parallelization models.
Kokkos is a successful example of a perfor-
mance portable programming model [62] . A signif-
icant speedup was demonstrated by using GPUs
through Kokkos on Lagrangian-Eulerian simula-
tions of liquid sprays [63] . Legion is another par-
allel programming system to implement portable
HPC programs for distributed heterogeneous ar-
chitectures [64] . It is based on a task-based pro-
gramming model that allows efficient data move-
ment across complex memory hierarchies using
data-level parallelism. Similarly, the portable Open
Concurrent Compute Abstraction (OCCA) frame-
work, is a vendor-independent abstraction focused
on node-level heterogeneous computing that has
been successfully implemented on Computational
Fluid Dynamics (CFD) codes such as NekRS [65] .
The code Pele [66] is another succesful compu-
tational platform for Exascale-type simulations
of combustion with different modules and li-
braries for various physics and algorithms. The
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 

https://doi.org/10.1016/j.proci.2022.07.222


D. Mira, E.J. Pérez-Sánchez, R. Borrell et al. / Proceedings of the Combustion Institute xxx (xxxx) xxx 9 

ARTICLE IN PRESS 

JID: PROCI [mNS; September 22, 2022;4:1 ] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Portable, Extensible Toolkit for Scientific Compu-
tation (PETSc) [67] has also been used as a plat-
form for large-scale subsurface reacting flow calcu-
lations [68] . Fully adopting these frameworks gives
high flexibility to adapt to different architectures,
but creates a strong dependency on its evolution
and capacity to adapt to new architectures. For
this reason, other strategies for code development
are based on general algorithms that can be im-
plemented in legacy codes to rapidly adapt to the
changes in hardware. These aspects are discussed
in the next subsections. 

3.2. Inter-node level 

Inter-node parallelism is based on the partition-
ing of the mesh into disjoint or overlapping sets
of elements (depending on the numerical method
considered), referred as subdomains or partitions.
Computation is then carried out independently by
individual processes in charge of the different sub-
domains, which run simultaneously on the different
cores of the supercomputer. To provide coherency
of the solution, synchronization of these local so-
lutions requires data from neighboring subdomains
at their interfaces. However, the different nodes of 
a supercomputer do not share a common mem-
ory to exchange these interface data. Paralleliza-
tion thus relies on specific distributed memory tech-
niques: data are transferred through the communi-
cation network using message passing library, like
MPI [59] . 

An ideal partitioning should provide well-
balanced distributed data, while minimizing the
size of the interfaces, where communications
take place. The partitioners can be divided into
two main categories: topological and geometri-
cal. On the one hand, topological partitioners like
ParMETIS [69] are based on the mesh connectiv-
ity, and permit reaching balanced subdomains im-
posing the minimization of the interfaces as a con-
straint. However, their sequential version is usu-
ally the best option in terms of quality, which
degrades with the number of processes. On the
other hand, geometrical partitioners (like the ones
based on space-filling curves (SFC) [70] ) are ex-
clusively based on the element coordinates. They
are fully parallel and enable to better reach a de-
sired load balance. However, there exists no explicit
mechanism to control the sizes of the interfaces,
that are indirectly optimized thought the locality
of the SFC-projection. Figure 5 illustrates the re-
sults of the partitioning of a 11.8M element hybrid
mesh into 256 subdomains, both using an SFC and
METIS library. The spheres represent the different
subdomains and are located at their centers of grav-
ity, while the lines indicate a neighboring relation
(in a finite element implementation, a neighbor is a
subdomain sharing at least one node). We observe
that the SFC provides an almost perfect theoreti-
cal load balance while METIS reaches only a value
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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of 0.91. As explained earlier, the good load balance 
is achieved at the expense of a worse communica- 
tion. The figures on the bottom compare the maxi- 
mum number of neighbors for each partitioner. Us- 
ing the SFC, we obtain up to 32 neighbors com- 
pared to a maximum of 20 for METIS. A similar 
conclusion can be drawn for the number of inter- 
face nodes, which is twice higher in the case of the 
SFC in average (not shown in the figure). 

As already introduced in Section 2.3 , the alge- 
braic system assembly consists of a loop over faces, 
elements or nodes to assemble matrices in the case 
of implicit or semi-implicit schemes, and vectors in 

the general cases including explicit schemes. These 
operations do not involve communication and thus, 
the efficiency of this phase relies exclusively on 

the load balance, that is, how well the computa- 
tion is distributed among the different processes. 
In fact, the assembly time is eventually driven by 
the slowest process arriving at the posterior sub- 
sequent synchronization point. Communications 
mainly take place in the solution of the resulting al- 
gebraic system by iterative solvers. In such solvers, 
the operations are in general axpy (combination 

of scalar multiplication and vector addition), dot 
products, which require a reduction communica- 
tion and SpMV (sparse matrix-vector products). 
This last operation ensures continuity at the inter- 
faces of the subdomains and involves the bulk of 
point-to-point MPI communications. We will com- 
ment on these aspects in Section 3.5 . 

In combustion and CFD simulations in gen- 
eral, typical number of elements per subdomain are 
given in Fig. 4 , ranging from 10 4 to 10 5 . In terms 
of number of subdomains and thus computational 
resources, we can make a distinction between small 
and large scale simulations. For small scale simula- 
tions, hundreds to thousands of cores can be easily 
reached, while for large scale simulations, the num- 
ber of cores can go as much as the full machine. 
For instance, 1M cores were used for the simulation 

of a scramjet engine [5] . In [4] , the simulation of 
the full engine DGEN-380 demonstrator was exe- 
cuted on 14,400 cores, corresponding to an average 
of 90k elements per MPI subdomain. In this work, 
intra-node parallelization makes use of the shared 

memory capabilities of MPI3, allowing for faster 
intra-node communication. 

It should be noted that such distributed mem- 
ory techniques also work in a shared memory con- 
text. That is, various MPI processes can coexist 
in a node, each process working in its own mem- 
ory space in isolation from the others. However, in 

this last case, specific techniques can offer advan- 
tages over message passing based parallelism, as ex- 
plained in the next subsection. 

3.3. Intra-node level 

Intra-node parallelism takes advantage of the 
fact that inside a computing node, memory is 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 5. Partitioning of the 11.8M element hybrid mesh into 256 subdomains, using an SFC (left) and METIS (right). The 
top figures compare the number of elements per subdomain as well as the theoretical load balance. The SFC provides 
an almost perfect load balance. The bottom figures compare the number of neighbors, indicating a worst communication 
obtained by the SFC. 
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hared between processes. Thus, techniques based
n message passing are no longer necessary,
lthough they can be still used. The favorite
aradigm for shared memory parallelism is loop
nd task parallelisms based on the API OpenMP
60] . In the first case, the main loops of the code
re divided into chunks, which are executed con-
urrently on the available cores. By contrast, task
arallelism is a more general concept. For example,

n the case of the assembly, the mesh can be divided
nto subdomains on which the assembly (task) will
e executed concurrently on the different available
ores. 

OpenMP parallelism is relatively easy to imple-
ent as it consists of simple pragma directives to

e placed before each parallelized loop. The main
rawback of this technique is the requirement of 
xplicitly annotate all the loops of the code, which
akes it a poor approach in terms of modularity.
s expressed by the Amdahl’s law, the scalability re-
ains limited by the part of the code not being ex-

osed to parallelization directives (sequential part).
t is easy to imagine that if only half of the code has
een parallelized, the total time will eventually be
ominated by the sequential part when increasing
he number of cores. In fact, the maximum achiev-
ble speedup would be 2. Moreover, another non-
egligible drawback is the difficulty of maintaining
 living code, where loops can be coded daily. 

The main difficulty of implementing this intra-
ode parallelism is treating the so-called race con-
ition. This condition occurs when parallelized ex-
cutions of the code (threads) update the same
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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memory position. In the assembly phase, this hap-
pens during the gather operation, which assembles
local contributions (element/face/node-wise calcu-
lations) into the global vectors or matrices. Sev-
eral strategies have been proposed, as illustrated in
Fig. 6 : 

1. The first straightforward possibility consists
of adding to the code some ATOMIC prag-
mas to prevent the different threads from
writing on the same memory position at the
same time. Although simple to implement,
the ATOMIC adds a non-negligible over-
head due to sequentialization. 

2. To avoid the addition of these ATOMIC
pragmas, coloring techniques can be used
[71] , where elements are associated with col-
ors in such a way that elements with the same
color do not share a node. Safe parallel loops
are therefore carried out for each color, con-
secutively. However, with this strategy, data
locality can be compromised. 

3. Loop parallelism can also be applied with ex-
plicit mesh partitioning instead of coloring.
In this case, the mesh is partitioned and sep-
arated by layers of elements so that elements
from different subdomains do not share a
node. Safe parallel loops are therefore car-
ried out for each color, consecutively. Then,
loop parallelism can be applied over the sub-
domains avoiding ATOMIC pragmas. The
main drawback is that separators should be
treated apart from the main loop [72,73] . 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 6. Different loop and task parallelism techniques to deal with the race condition with OpenMP, at the intra-node 
level. On the bottom of the figure, it is shown how elements or subdomains are mapped to the different available cores (4 
in this illustrative example) and assembled in parallel for the different techniques. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Finally, one can take advantage of the mul-
tidependencies capabilities of OpenMP [74] .
Here, the dependency graph is explicitly
given in the OpenMP pragmas to indicate the
dependence between the subdomains. Sub-
domains that do not share nodes are then ex-
ecuted in parallel as OpenMP tasks. 

Inter-node and intra-node parallelisms can be
combined to enhance the performance of the code.
This parallelism is referred to as hybrid. For ex-
ample, to achieve distributed parallelism between
computing nodes, one MPI process per node can
be selected; then, OpenMP is in charge of the paral-
lelization of the MPI subdomains inside each node.
In general, the right combination MPI/OpenMP
and the best configuration depends on the spe-
cific implementation of each code. Hybrid strate-
gies have been used to ensure high parallel perfor-
mance in combustion simulations [75,76] . 

OpenMP can also be used as a mechanism to
reduce load imbalance at node level, as specific
scheduling techniques enable automatic load bal-
ance of loop/tasks. Also, runtime libraries executed
on the top of OpenMP can help to further enhance
the load balance. For example, in [74] , the DLB
library enables adding idle CPU-cores to an MPI
process by spawning additional OpenMP threads
at node level, thus reducing the load imbalance. A
typical situation is when a subdomain has already
finished its assembly, and the bounded cores can
be lent to other MPI tasks. Figure 4 illustrates a
mesh partitioning carried out on one MPI subdo-
main. In general, the granularity of the second level
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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partition (formed of loop chunks or tasks) should 

be sufficiently large to hide parallelization over- 
heads while being sufficiently small to enable load 

balance by dynamic distribution. Typical chunk or 
task sizes are of the order of 10 2 . An alternative to 

the manual implementation of pragma directives is 
discussed in [77] , where a library that provides ab- 
stractions to automatically generate shared or dis- 
tributed parallel parallel code is presented. 

3.4. Chip level 

Parallelism within a single processor includes 
various mechanisms such as instruction-level paral- 
lelism, pipelining, or vectorization. All of them are 
optimizations that compilers can perform. How- 
ever, programmers can maximize the outcomes 
by creating compiler- and architecture- friendly 
codes [78] . A clear example is vectorization, which 

performs operations on chunks of data in paral- 
lel using the single instruction multiple data model. 
The programmer can help the compiler to gener- 
ate vector instructions. For instance, reorganizing 
loops to expose parallelism and improve locality, or 
implementing gather-scatter operations to ensure 
regular access to data. The main purpose of vector- 
ization is to increase the arithmetic intensity. The 
arithmetic intensity is defined as the number of op- 
erations FLOPs per total bytes transferred to per- 
form the operation. The algorithmic intensity will 
be formally defined in next section. 

On modern CPUs, vector or SIMD extensions 
are becoming more and more relevant. Besides the 
AVX-512 SIMD extension by Intel, there are other 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 7. Illustration of vectorized assembly implemented 
in Alya code. In green, a classical assembly where elements 
are assembled one by one. In blue, chunks of elements as- 
sembled at the same time. 
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Fig. 8. Speedup obtained as a function of the element 
chunk size, for the different equations solved using the 
PRECCINSTA burner [81] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

layers like the im15 CPUs implementing the Arm
VE extension, installed in the Fugaku supercom-
uter (ranked second in the Top500 list [54] ) and
he NEC SX-Aurora vector engine, which is a dis-
rete accelerator leveraging vector CPUs able to op-
rate with registers of up to 256 double-precision
lements. As stated before, the efficient use of vec-
or units within CPUs relies on auto-vectorization
y the compiler. However, in order to expose par-
llelism at this lowest level, it is common for CFD
ode writers to develop specific strategies to exploit
ectorization efficiently. 

For instance, in the FV code OpenFoam,
ectorization was improved by helping the
ompiler with the extensions __restrict and
_builtin_assume_aligned , which gave further
ints to the compiler about how to access and
lign the data. Introducing these two extensions
o the source code reduced the time for comput-
ng chemical reaction rates by up to 50% and
he total simulation time by 25% in the cases
nvestigated [79] . 

In the FE code Alya [80] , for an element-based
ssembly, chunks of elements are created to en-
ure regular access to data and thus leverage the
erformance boost delivered by vectorization. This
trategy is illustrated in Fig. 7 . The chunk size is
 parameter that can be determined during compi-
ation time to maximize the information provided
o the compiler. Detailed analysis of the computa-
ional impact of this methodology on the PREC-
INSTA burner using tabulated chemistry shows
 reduction of x4.67 in the overall simulation time
sing the MareNostrum IV supercomputer [81] .
igure 8 shows the speedup obtained in this case
hen solving the Navier-Stokes equations along
ith transport equations for the energy and the

hemical progress variable. We observe a speedup
actor of x6 for the solution of scalar transport, us-
ng a chunk size of 32. 

The same vectorization technique applied to a
pectral finite element assembly is presented in [82] ,
howing a speedup of x2 over the reference version.
n [83] , the authors discuss a vectorization strat-
gy together with data reordering for thermochem-
cal source term evaluation, achieving speedups be-
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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tween x3 and x10 times with respect to their refer-
ence solutions. 

Another common way of enhancing arithmetic
intensity is to improve the spatial and temporal lo-
cality of the data. When performing loops, new
data is accessed continuously. The purpose of en-
suring data locality is that, as the loop progresses
through the mesh entities, the access occurs on data
close to each other from the main memory. This
can be achieved through renumbering strategies ap-
plied to the different mesh entities (element, faces,
nodes). The well-known Cuthill-McKee technique
[84] was presented early in 1969 with the objective
of reducing the bandwidth of an sparse matrix and
it is still used today. In [85] , a reordering strategy
for an edge-based CFD solver is developed allow-
ing vectorization, while reducing jumps in memory
access. 

In addition, the use of GPU chips is an effi-
cient way to speedup high arithmetic-intensity op-
erations, while focusing on throughput via paral-
lelism. Indeed, GPUs leverage massive thread-level
parallelism based on the single instruction multiple
threads (SIMT) model to achieve high computation
throughput. Currently, directives-based program-
ming models, such as OpenACC or OpenMP, can
express parallelism within the GPU. With this ap-
proach, the compiler generates code, which eventu-
ally is executed by the threads. There are also lower-
level options such as CUDA or OpenCL. In those
cases, the programmer explicitly generates the code
that is executed on each thread and controls all
the parallelization-related aspects. Studies of trade-
offs between those options can be found in [86,87] .

Adaptations performed on loops and memory
structures to optimize the SIMD model on the
CPU and the SIMT model on GPU are quite con-
sistent. In both cases, the goal is to expose addi-
tional concurrence in the calculations and regu-
larity (coalescence and alignment) on the data ac-
cesses. For instance, in the code Alya, the same
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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Fig. 9. Performance model. 

Fig. 10. A schematic trace of an execution. Examples of 
bad and good LB and CE . 
implementation, based on packing elements into
chunks, is used for both devices, the optimal chunk
sizes being on the O(10) for the CPU and O(10 5 )
for the GPU [80] . Other authors have developed
automatic porting strategies to define the chunk
size [88] . 

In the case of reacting flow simulations, several
authors have taken advantage of the power density
of GPUs. As combustion simulations often present
high numerical stiffness due to the chemical inte-
gration, this part can be conducted directly in the
GPU, while the assembly of the transport terms
is done in the CPU [89–92] . High-order methods
are also well suited for GPUs due to its higher
arithmetic intensity compared to linear discretiza-
tions, which make these strategies highly efficient
for high-fidelity simulations [93] . All these aspects
will be discussed in more detail in Section 4 . 

3.5. Computational performance 

Combustion involves different physics and in-
teractions between physical laws, exhibiting a large
variety of computational patterns. Algorithms for
combustion simulations need to include not only
the corresponding physics, but also the correct
management of memory and instructions to ensure
the efficient use of resources. In this subsection, the
concept of performance is introduced with focus on
parallel efficiency. 

The evaluation of performance in a given simu-
lation is determined by the algorithmic and com-
putational performances respectively. On the one
hand, computational efficiency accounts for the
performance of the algorithm’s execution. This
can be envisaged with a time-to-solution criterion
or an energy-to-solution criterion. On the other
hand, the algorithmic performance measures the
efficiency in terms of convergence speed and accu-
racy. Take, for example, an algorithm for solving
a proposed problem with given physical and nu-
merical components: the physical modeling (e.g.,
compressible Navier-Stokes, specific combustion
model, boundary conditions, etc.); the discretiza-
tion method (FV, FE, FD, Lattice-Boltzmann,
etc.); the iterative solver; the coupling strategy for
the multiphysics problem, etc. 

The selection of the optimal methodology for
solving a given problem, comes not only from the
selection of the physical models, but also from
the numerical methods used to solve these equa-
tions and more importantly, from the series of 
operations associated to the use of the adopted
methodologies. Algorithmic and computational
performances are eventually inter-linked, and both
need to be analyzed together to develop an effi-
cient HPC simulation framework. The algorithmic
and parallelization setups depend on various fac-
tors such as the desired outcome, level of accuracy,
hardware architecture, and all the tools involved
during the execution (compilers, runtime libraries,
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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system, etc.). The selected strategy is tested follow- 
ing certain recommendations that are used to eval- 
uate the performance of the algorithms and the 
codes. There are different metrics that can help to 

assess the parallel computation efficiency. A simple 
model [94] involving the main metrics defining the 
efficiency of a parallel simulation is shown in Fig. 9 . 

The blue metrics in Fig. 9 give absolute val- 
ues, while the green ones are relative to a reference 
case (usually based on the smallest core count). The 
model is multiplicative, for example, the parallel 
efficiency PE is given by PE = LB × CE , where 
LB and CE are the load balance and communica- 
tion efficiency, respectively. Subsequently after the 
metric of interest is computed, appropriate runtime 
checks are applied to the problematic parts of the 
code to obtain reliable diagnosis. Several libraries 
provide some of these metrics and different tools 
enable to obtain more intricate details [95,96] . Trac- 
ing tools collect and store information on hard- 
ware counters, MPI, and OpenMP calls that oc- 
cur during the execution together with the timing 
information. These traces can then be visualized 

and analyzed with trace visualization tools [97,98] . 
Figure 10 shows a typical trace of an execution. It 
represents the time as function of the number of 
processes involved in the simulation. The colors in- 
dicate the activities of the processor, where blue is 
used for working, and green for communication. 

Load balance is a measure of how the com- 
putation is distributed among the different pro- 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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Table 1 
Definitions of important performance metrics. i refers to core number out of P cores. Colors correspond to the colors 
of Fig. 10 . 

Symbol Value Definition Color reference 

t i c Measured Communication time of i
t i w Measured Working time of i
t w t w = 

∑ 

i t 
i 
w /P Average working time ave 

t e t e = max i (t i c + t i w ) Elapsed time max ( + ) 
LB LB = t w / max i t i w Load balance ave / max 
CE CE = max i t i w /t e Communication efficiency max / max ( + ) 
PE PE = LB × CE = t w /t e Parallel efficiency ave / max ( + ) 
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Fig. 11. Relative speedup and efficiency obtained with 
Alya code for an Eulerian combustion simulation. Base 
number of cores is 16384 and maximum number of cores 
is 131072. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

esses. It is equal to the average working time of 
he processes divided by the maximum time. Thus,
he speed of simulation is determined by the slow-
st process. Communication efficiency measures
seful computation with respect to communica-
ion. Mathematically, it is defined as the maximum
omputation time over the MPI tasks divided by
he elapsed time. Computation scalability refers
ither to Instructions Per Cycle (IPC), instruc-
ion scaling or frequency scalabilities in terms of 
hreads/processes. IPC is related to the rate of com-
utation, for example, when increasing the num-
er of subdomains, the cache hit rate may increase
ue to the smaller subdomains sizes, resulting in
n increase in IPC. Instruction scaling is related to
he number of instructions. Finally, frequency scal-
ng refers to the processor frequency variation dur-
ng useful computation. Usually this frequency de-
reases with the number of cores used on the node.

We will now concentrate mainly on parallel ef-
ciency, as it consists of the most penalizing fac-
or in large scale simulations. Formally, the are effi-
iencies shown in Table 1 , where i refers to the core
umber out of total P cores. 

From the formulae, it is understood that a per-
ect parallel efficiency means that the average work
ime is equal to the elapsed time. This parallel ef-
ciency is, in turn, influenced by LB and CE in a
ultiplicative way. Figure 10 shows two examples
f how these two factors affect the global efficiency.
eft side of Fig. 10 shows a perfectly load balance

cenario. However, the relative weight of commu-
ications is high, leading to a parallel efficiency of 
E = 0 . 57 . This means that almost half of the time

s lost at the expense of useful computation and
hus, half of the computing resources are wasted.
y contrast, the scenario on the right side shows

hat the load balance is bad, but the communica-
ions are at a reasonable level. Here, the parallel ef-
ciency is PE = 0 . 52 meaning that also in this case,
alf of the resources are wasted, but this time be-
ause of a high load imbalance. 

Such a detailed analysis is rarely carried out in
ractice. In general, to asses the performance of the
ode, the code users rely on the relative speedup and
elative efficiency by performing a strong scalability
nalysis. A strong scalability test consists in execut-
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
ing the code on an increasing number of cores and
measuring the acceleration based on simple tim-
ings. Let P 

b be the minimum number of CPU-cores
used during the campaign, and t b e its associated ex-
ecution time. Then, if the execution time on P cores
is t e , the speedup s is evaluated by 

s = 

t b e 

t e 
, (2)

while the perfect speedup is P/P 

b . From these fig-
ures, the efficiency EF rel is thus defined by 

EF rel = 

t b e 

t e 

P 

P 

b 
. (3)

Note that this efficiency is not the parallel efficiency
PE defined earlier (as often named in the litera-
ture), but just a relative efficiency evaluation nor-
malized by the base run. Usually, the minimum af-
fordable number of cores used is already large for
memory and time limitations. Therefore, it should
be considered an indicative metric and not an ab-
solute one. Figure 11 shows an example of speedup
obtained with Alya code. The normalization time
was computed with P 

b = 16384 cores. As the num-
ber of cores increases, the load per core decreases
while the relative weight of the communications in-
creases, eliciting a reduction of the speedup and the
parallel efficiency. 

While strong scalability indicates how faster the
simulation goes when increasing the number of 
cores, weak scalability measures the change in ex-
ecution time when the number of CPU-cores and
the number of degrees-of-freedom are multiplied
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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by the same factor. The result of a weak scalability
analysis enables one to answer the following ques-
tion: what is the penalty in terms of execution time
if one refines the mesh but increases the number of 
cores with the same proportion? Regarding the as-
sembly phase, weak scalability is not a real issue,
however, the case is different for linear solvers. The
condition number of the system matrices increases
with the mesh size (and thus, in general, the itera-
tions of the iterative solver), so robust solvers must
be used to remove this strong dependence on the
mesh size. In addition, this convergence should be
independent of the number of cores. Eventually,
the time-to-solution up to a given accuracy should
only depend on the load per CPU. 

Domain decomposition solvers [99] are iterative
solvers that leverage this double dependence. While
some of them perform well in terms of iterations
to reach convergence, the independence of time-to-
solution strongly relies on the problem to be solved,
the specific solver, and its implementation [100] . It
is important to stress that weak scalability should
always be measured at reaching the same solution.
For example, in the case of a transient simulation,
one should measure the execution time to reach the
same physical time of the problem. Therefore, ex-
plicit solvers are by nature not weak scalable as the
Courant-Friedrichs-Lewy (CFL) condition makes
the time step reduce as the mesh size increases (if 
convection dominates, the time step is proportional
to the mesh size). 

As mentioned previously, the computation effi-
ciency measures how well the computational load
of an application scales with the number of threads
or processes, but does not give information on the
absolute performance at the chip level. Comple-
mentary information can be provided by the so-
called roofline performance model. A given com-
putational kernel is characterized by its algorith-
mic intensity. If we define F as the number of op-
erations (in FLOPs) performed by the kernel, and
B the number of bytes transferred to carry out
the operations, then the algorithmic intensity AI in
FLOPs/byte is given by 

AI = F /B. (4)

A high AI indicates that data are being well re-
utilized to perform computations, while a low AI
indicates that memory traffic is dominating over
these computations. AI is thus dependent on the
characteristics of the algorithm but also on how
well data locality has been addressed. However,
the attainable AI is also limited by the character-
istics of the platform on which the kernel is exe-
cuted, that is the peak performance and the mem-
ory bandwidth. To assess the quality of algorith-
mic intensity of a specific kernel, one can rely on
the so-called roofline performance model [101] . The
roofline model indicates how far the AI of the ker-
nel is from the attainable performance of the plat-
form where it is executed. 
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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All these metrics are useful to obtain a diagnosis 
of the code performance based on the definition of 
specific metrics. Then, the performance of the code 
can be enhanced, by applying specific optimization 

techniques, which depend on the selected kernel. 
We will now present some of the techniques applied 

to the main three kernels discussed in Section 2.3 . 

3.6. Enhancing performance 

As discussed in the previous sections, the par- 
allel performance of a code depends on many fac- 
tors at all the levels of the supercomputer hierar- 
chy. Some of them can drastically affect the perfor- 
mance of the code, like the load balancing, which is 
a general problem in fluid mechanics and specially 
relevant in combustion. In reacting flow simula- 
tions, the major contributor to the load imbalance 
comes from the description of chemistry, mainly 
during the chemical integration, but also from the 
evaluation of transport properties [10] . The load 

imbalance is a consequence of the nature of the 
problem, since turbulent flames can be considered 

as thin interfaces with high rates of heat and mass 
exchange, and introduce strong variations in com- 
putational load in both space and time. 

The cost of the assembly of these PDEs is ex- 
clusively driven by the load balance as it does 
not involve communication. A typical criterion to 

achieve is to obtain the same number of elements 
in each subdomain by relying on the partitioner. At 
the inter-node level, a measured load imbalance can 

be corrected by redistributing the mesh between 

the different MPI processes; at the intra-node level, 
when using OpenMP, runtime techniques like the 
ones described in Section 3.3 can be used. 

Another element to be evaluated is the iter- 
ative solvers, where communication among pro- 
cesses dominate the cost of calculation, so a com- 
mon strategy to increase communication efficiency 
is to overlap them with floating point operations. In 

the case of the SpMV, matrix-vector product op- 
erations are computed on the degrees of freedom 

at the subdomain interfaces, exchanging the results 
between the subdomains using non-locking com- 
munications and simultaneously carrying out the 
matrix-vector product on internal degrees of free- 
dom [102] . 

The solution of the chemical integration can 

be considered as a local phenomenon and thus, 
it can introduce high load imbalance. In [103] , an 

MPI-based redistribution is proposed to balance 
the computation of the chemical kinetics, resulting 
in a gain of factor x3 on 4096 cores. In [104] , the 
load balance of chemistry is achieved at the intra- 
node level, using OpenMP and the DLB library to 

exploit the resources of the MPI subdomains with 

lower chemical load achieving a factor of x5 in de- 
tailed chemistry simulations. These strategies will 
be discussed more extensively in Section 5 . 
rrell et al., HPC-enabling technologies for high-fidelity 
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Particle transport suffers from similar load bal-
ncing issues as chemistry due to the localised na-
ure of Lagrangian sprays (evident during injec-
ion). Load imbalances in the particles can seri-
usly reduce the performance of the simulation. At
he inter-node level, migration is necessary to trans-
er particles from one subdomain to another when-
ver the particles reach the subdomain interface. To
everage this load imbalance, particle transport can
e easily parallelized with OpenMP. In [105] , hy-
rid parallelism is used to enhance the performance
f particle transport. The DLB library is used on
he top of OpenMP in order to continuously ex-
loit all the resources available at the node level,
hus increasing the load balance and the parallel
fficiency. In this study, authors compare a classi-
al single-code coupling to a multi-code approach,
here one instance is dedicated to the flow equa-

ions, while the other is on the particle transport
ntroducing certain level of asynchronism. An orig-
nal approach is proposed by [106,107] , based on
he shared memory capabilities of the new version
f MPI (MPI3) to redistribute particles at a reason-
ble cost. 

As pointed out, previous techniques are essen-
ial to achieve high efficiency and proper use of 
omputational resources when running combus-
ion simulations in HPC architectures. In the fol-
owing sections, the state-of-the-art of these tech-
iques are presented with focus on the use of high-
rder methods, reacting flow simulations with de-
ailed chemistry and multiphase flows. 

. High-order methods in combustion simulations 

The use of high-order methods for solving
hemically reactive flows has gained popularity
n the last years due to the limitations inher-
ntly present in low-order methods in terms of 
issipation and computational cost [93] . While
igh-order methods have been widely extended

n the context of FD and spectral methods for
NS [2,7,14,35,57,108] , their application to com-

lex geometries with LES has been more scarce.
he main reason for the scarcity can be attributed

o the complexity in extension of high-order op-
rators to FV and FE methods, which are the
ost used approaches for LES on unstructured
eshes. Recent developments in HPC hardware

rchitectures, i.e. moving from large-scale shared
nd distributed memory clusters of CPUs to hy-
rid CPU/GPU architectures with extreme levels
f parallelism, has opened new possibilities for the
evelopment of numerical methods that can ex-
loit more effectively these architectures. This trend
otivates an increased interest in developing high-

rder schemes that can be used to conduct scale-
esolving simulations on unstructured meshes and
omplex geometries [93,109] . 
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
On the algorithmic side, high order methods
have shown a higher rate of mesh convergence than
their low-order counterparts [93] . On the compu-
tational side, it has been demonstrated that such
methods offer a better float per byte ratio due
to higher arithmetic intensity produced by an in-
creased data reuse, and better data locality given
by regular memory accesses. However, what is
eventually relevant is the improved rates of time-
to-solution and energy-to-solution of high-order
methods compared to classical second and fourth
order central schemes. This increased performance
comes from both algorithmic and computational
benefits, bringing the interest in these methods
for the efficient exploitation of future HPC archi-
tectures with GPUs. Notwithstanding, due to the
complex memory hierarchy, involving several levels
of cache, together with the large variety of avail-
able methods, the expected benefits need to be in-
vestigated carefully. For instance, despite the bene-
fits from the repeated application of high-order first
derivative operators to compute the diffusion term,
which can be efficient in terms of floating point op-
erations, the performance can be shadowed by the
communication between processors with a penalty
in computational efficiency for multi-core architec-
tures [110] . 

Classical methods for LES include second-order
accurate spatial discretizations based on central-
schemes in the case of FV [111,112] and stabilized
linear elements for FE [113,114] methods. On the
one hand, the FV method has been widely extended
to solve reacting flow simulations for both gaseous
and liquid fuels [79,111,112,115–117] and despite
that higher-order approaches have also been de-
rived [118] , their use has been more limited. On the
other hand, considerable effort has been made in
deriving high-order numerical schemes for the FE
method at reduced computational cost. A third-
order Taylor-Galerkin scheme was originally pro-
posed by Donea et. al. [119] and then, extended
to a third and fourth order with wider stability
limits by Selmin and Quartapelle [120] , also re-
ferred as two-step Taylor-Galerkin schemes (TTG).
Notwithstanding, due to its dissipation levels at in-
termediate and high frequencies, an improved TTG
(TTGC), was proposed to minimize the dissipa-
tion at high frequencies, while maintaining third
or fourth order at lower computational cost [121] .
This algorithm has been successfully applied to dif-
ferent flame configurations, from sprays to gaseous
flames [4,122] . 

An extension from linear FE to a higher-order
discretization with quadratic and cubic elements
has been used to address classical fluid mechan-
ics problems [123–125] . In general, it is found that
high-order methods reduce the degrees of freedom
of a given problem, and the time-to-solution, but it
creates spurious oscillations near shocks and steep
gradients. Discontinuous finite element methods
have shown arbitrary high-order of accuracy on
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 

https://doi.org/10.1016/j.proci.2022.07.222


D. Mira, E.J. Pérez-Sánchez, R. Borrell et al. / Proceedings of the Combustion Institute xxx (xxxx) xxx 17 

ARTICLE IN PRESS 

JID: PROCI [mNS; September 22, 2022;4:1 ] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

unstructured or curved grids, showing good poten-
tial for LES [126] . The compact stencils are very
well suited for the use in GPUs, and GPU-based
spectral elements methods have good potential for
turbulent reacting flows [127] . 

A new generation of high-order techniques,
also referred to as Discontinuous Galerkin (DG)
methods, have also shown high potential for high-
fidelity simulations [93,109] . In particular, the flux
reconstruction method (FR), first introduced by
Huynh [128] , has been applied to high-order LES
and DNS simulations [129] . However, despite the
important progress made for general fluid mechan-
ics applications, their use in multiphase reacting
flow simulations has been rather low mainly due
to difficulties for this method to ensure conserva-
tion of properties across the interfaces [130] . Lv
and Ihme [131] developed a DG framework for
subsonic and supersonic combustion with detailed
and stiff chemistry using a hybrid-flux formulation
combining a conservative Riemann-solver with an
extended double-flux scheme. It was shown that the
lower dissipation of the higher-order polynomial
approximation, captures short-wavelength pertur-
bations providing better descriptions of the flame
front and flame structure. This work was recently
extended by Bando et al. [130] to include a fully
conservative formulation. All these methods are
still at the exploratory level, but show high poten-
tial at increasing the accuracy and robustness of 
high fidelity simulations, and are well suited to be
used with accelerators due to the high arithmetic
intensity. 

Notwithstanding, developing high-order nu-
merical schemes for reacting flow simulations
brings additional challenges beyond the use of 
high-order operators. One of the main problems
of solving the transport equations for reacting sys-
tems deals with the integration of convection, dif-
fusion and chemical source terms in the case of stiff 
chemistry. While explicit methods are very efficient
and highly scalable, they are limited by small time
step sizes to ensure stability [132,133] . In such situ-
ations, implicit methods are more robust, but also
more costly and difficult to parallelize. In particu-
lar, considering the conservation equation for the
chemical species Eq. (1) , it can be seen that the dif-
ferent terms of the equation are associated to dif-
ferent time scales, which makes the system stiff and
complicates the integration procedure. 

High-order operator splitting methods were de-
rived to mitigate this problem by taking advantage
of the different scales of the reacting flow [134] .
Operator splitting has been combined with In Situ
Adaptive Tabulation (ISAT) and speed-ups of sev-
eral orders of magnitude have been reported [135] .
In [136] , a new splitting scheme that used staggered
time steps was developed with a single evaluation of 
chemistry reducing the overall cost of chemical in-
tegration in multistep calculations. Moreover, other
works confirmed second-order splitting schemes
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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with a single chemistry evaluation without loss of 
accuracy [137] . Such schemes have also been ap- 
plied in combination with dynamic adaptive chem- 
istry methods [132] , which will be introduced in 

Section 5.2. As previous splitting schemes are lim- 
ited to second order in time, alternative methods 
have been also proposed in order to further re- 
duce the splitting errors. A multirate time step- 
ping strategy based on spectral deferred corrections 
(SDC) was developed based on the use of differ- 
ent time scales during the time marching [110,138] . 
For a given time step, the method constructs high- 
order solutions by approximating a series of correc- 
tion equations at collocation of nodes using low- 
order sub-stepping methods. Based on the SDC 

method, the multi-implicit spectral deferred correc- 
tion (MISDC) [139] was developed and applied to 

combustion simulations [140,141] . In MISDC, all 
the processes are iteratively coupled implicitly, so 

the splitting error can be reduced substantially. Al- 
ternatively, convection can be explicitly integrated 

while diffusion and reaction are implicitly solved 

giving rise to the SISDC (semi-implicit SDC) meth- 
ods [139] . An extension of these methods based 

on the multirate SDC (MRSDC) [110] was used to 

solve a dimethyl ether jet flame. MRSDC allowed 

to advance the transport with larger time steps than 

the chemistry and hence, reduce the coupling fre- 
quency and the resulting computational cost. Al- 
ternatively to operator splitting, Implicit-Explicit 
or IMEX algorithms have been proposed to deal 
with the multiple scales of the different processes 
[142,143] . In this algorithm, the non-stiff regions 
of the domain are integrated according to an ex- 
plicit scheme, while the stiff regions are integrated 

with an implicit method. 
In conclusion, the separation of the chemistry 

permits the evaluation of the different processes in- 
dependently. The transport can be evaluated by ad- 
vective and diffusive operators, and chemistry can 

be computed separately. This brings the possibility 
of exploiting the asynchronous by using GPUs to 

accelerate the chemical integration. This aspect is 
discussed in Section 5 . 

5. Managing detailed chemistry in combustion 
simulations 

One of the fundamental problems in combus- 
tion simulations is how to account for chemical ef- 
fects, while controlling the error and the compu- 
tational cost. Combustion chemistry is responsible 
for complex phenomena in the flow like ignition, 
extinction or pollutant formation and therefore, the 
selection of the reaction mechanism is an impor- 
tant element of the simulation [10] . Chemical ki- 
netics is a highly non-linear process and it is usu- 
ally described by elementary reactions of Arrhe- 
nius form. Solving transport equations for the all 
species involved in large reaction mechanisms can 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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e prohibitive due to the stiffness associated to the
hemical source and the coupling with turbulence.
his cost forces a trade-off between computational
ost and accuracy when solving high fidelity react-
ng flow simulations. The cost comes from two main
ources: the reactive scalar transport and the chem-
cal integration. On the one hand, the scalar trans-
ort involves the assembly and solver, already de-
cribed in Section 2.3 . Explicit and implicit meth-
ds are developed to integrate these equations, and
oth methods have been widely used in the con-
ext of LES and DNS. The exact number of equa-
ions and terms can change substantially from case
o case due to the different mechanisms, physics
liquid, gas, NOx, soot,...) and variety of turbu-
ent combustion models. On the other side, the
hemical integration requires the solution of a sys-
em of ODEs that can be stiff in some situa-
ions. The next sub-sections focus on these three
spects. 

.1. Integration of chemical kinetics in high-fidelity
imulations. 

Before describing the implications of models for
urbulent/chemistry interaction, let us first intro-
uce the possibilities of including chemistry in tur-
ulent reacting flow simulations with LES. 

A widespread approach to simulate the react-
ng flow at reasonable CPU costs relies on the use
f reduced chemistry [4] . These methods accurately
redict flame propagation, heat release rates and
ame acoustics. Reduced schemes based on quasi-
teady sate analysis (QSS) [144] , analytically re-
uced chemistry (ARC) [13] , or single-step chem-

stry [145] are often applied to predict unsteady ef-
ects and flame dynamics in practical applications.
educed schemes can also be extended to describe
as phase compositions and pollutant formation at
easonable costs, ensuring that the chemical source
erm is generally non-stiff. A low-dimensionality of 
he chemistry can also be retained by the use of 
irtual chemistry, where only few chemical steps
re required to obtain the gas phase composi-
ions [146] . 

More detailed chemistry models include those
ased on dynamic adaptive chemistry (DAC),
hich emerge as an efficient technique to reduce

he computational cost in reacting flow calcula-
ions combined with on-the-fly chemistry reduc-
ion and operator splitting methods [132,147–149] .
igure 12 shows a methane triple flame com-
uted with DAC using the GRI3.0 mechanism (53
pecies). The triple flame is characterized by the
ormation of two partially premixed flames on the
eading edge and a trailing diffusion flame with the
ot gases. It is observed how the relevant number
f species to be considered for chemical integra-
ion changes depending on the spatial location. The
peed-ups attained with this method can be highly
emarkable ranging from x3, in most parts of the
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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flame, to x6 in the regions of high temperature.
This is obtained using an implicit solver for chem-
ical integration CVODE [150] with analytical jaco-
bian [151] . 

The separation of transport and chemical scales
with operator splitting schemes facilitates the de-
velopment of efficient and scaling algorithms using
HPC-based techniques. However, it is convenient to
devise methods that provide accuracy, while reduc-
ing the number of chemistry evaluations, since this
is the most computationally demanding step [136] .
Locally reduced chemistry can be used to obtain
speedups during chemical integration, as only the
most relevant reactions are integrated to compute
the chemical source terms. In general, even with
the removal of a large number of chemical reac-
tions, global burning characteristics can still be pre-
dicted accurately as the relative importance of these
reactions is sensitive to the local thermo-chemical
conditions [15] . This idea is pursued by on-the-
fly chemistry reduction strategies, which are com-
monly based on chemical pathways, namely, Di-
rected Relation Graph (DRG) [152] , DRG with
error propagation (DRGEP) [153] or Path Flux
Analysis (PFA) [154] . The reduction process can
be computationally expensive as it usually requires
the evaluation of matrices that scales quadrati-
cally with the size of the reaction mechanism.
The reduction is also sensitive to local changes in
the thermochemical states and hence must be ob-
tained in runtime at regular frequencies. The use
of chemistry agglomeration, initially proposed by
Jangi et al. [155] with spatial and temporal cor-
relations (CO-DAC) [156] can be used to reduce
the cost of the chemistry reduction. On the-fly-
chemistry reduction is a data-intensive process and
can strongly benefit from the use of heterogeneous
architectures and modern supercomputers. More-
over, the matrix-type calculations of the reduction
algorithms are well suited to be off loaded to GPU’s
with significant speedups. 

The computational strategy needs to manage
the available resources among the two main sub-
processes i.e. the chemical integration substep,
which is generally expensive and localised and the
transport substep that is faster when using ex-
plicit methods. To deal with such computational
imbalances in parallel calculations, load balanc-
ing techniques are used to redistribute the load
among the different processors and increase the
efficiency of the calculations. A factor of x5 in
speedup was achieved in the integration of stiff 
chemistry by the use of dynamic load balanc-
ing [104] , while other authors have reported fac-
tors around x10 [157,158] . Additional speedups can
be obtained by combining HPC strategies based
on load balancing with hybrid MPI/OpenMP with
vectorization [104] . While DAC approaches based
on in situ adaptive tabulation (ISAT) [159] reduce
the frequency of both on-the-fly reductions and
chemistry integration, are known to predict accu-
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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Fig. 12. Triple flame computed with DAC method starting from GRI3.0 chemical mechanism. From left to right: speed-up 
compared to the integration with the original mechanism, number of species retained when applying DAC method and 
field of temperature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. The discretization of the flamelet lookup table 
can be visualized on the p-dimensional unit hypercube, 
where p is the number of controlling variables. 
rately the flame structure, but are limited to data
storage and retrieval strategies. 

Another widespread methodology to include
detailed chemistry in high-fidelity simulations is
the use of tabulated chemistry, for which a fam-
ily of flamelet-based tabulated models has been de-
rived [160–162] . In flamelet methods, the chemi-
cal time scales are assumed to be faster than those
of the turbulent flow, so the flame structure is re-
tained and not affected by turbulence. For tabu-
lated flamelet methods, the thermochemical states
of the flame can be obtained in a pre-processing
step and stored in a lookup table. The structure of 
the flame is recovered by the use of controlling vari-
ables that represent the multidimensional manifold
space. 

The reduction in computational cost is substan-
tial as the transport of all the reacting species is
reduced to a pre-defined set of variables and the
chemical source terms are tabulated, avoiding the
integration of the chemical source terms during
runtime. Therefore, the computational load reduces
to the transport of the controlling variables and the
data retrieval from the database, which is mainly re-
quired to recover transport properties, source terms
and certain species of interest [163] . 

Tabulated chemistry methods require the use of 
multiple controlling variables when dealing with
unsteady non-premixed flames, and the tabulation
of a set of variables of practical interest. Therefore,
these methods are usually limited by the size of the
database and strategies for storage and retrieval. In
general, the transport of additional variables does
not introduce relevant overcosts in massively par-
allel combustion codes, as the scalar transport is
usually computed in vector form. Besides, the com-
putation of these additional PDEs directly ben-
efit from the existing MPI/openMP implementa-
tions and the load balancing strategies. However,
extending the dimensions of the flamelet database
to arbitrary sizes and dimensions is restricted by
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
the memory of the computing nodes. A represen- 
tation of a flamelet database is shown in Fig. 13 . 
As more physical phenomena are introduced into 

the multidimensional flamelet manifold, the mem- 
ory requirements increase according to N 

p , where 
N is the number of tabulated values per dimen- 
sion and p is the dimension of the manifold. Re- 
ducing the memory footprint and increasing the ef- 
ficiency of these approaches is required to extend 

these methods to more general conditions [164–
167] . A novel on-the-fly flamelet generation strat- 
egy was proposed by Kundu et al. [168] to com- 
bine the advantages of an online flamelet solver 
along with the computational efficiency of tabu- 
lated methods. The approach is based on the so- 
lution of the unsteady flamelet equations during 
runtime, so history effects and unsteady chemi- 
cal kinetic effects can be included. Some recent 
strategies to reduce the memory footprint are based 

on the use of machine learning (ML) models. 
rrell et al., HPC-enabling technologies for high-fidelity 
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anade et al. [169] proposed the use of an adap-
ive training algorithm that relies on multi-layer
erception (MLP) neural networks for regression
nd self-organizing maps (SOMs) for clustering
ata to tabulate using different networks. The re-
ulting strategy shows improvements in both the
ulti-dimensionality of the tables as well as the

omputational efficiency of the algorithm. Ding
t al. [170] developed a ML-based algorithm to
ccelerate the thermochemistry computations and
educe the prediction error, especially for states
ielding small composition changes based on ar-
ificial neural networks (ANN). ANN has also
een used to completely replace the lookup tables
nd increase the computational speed of tabulated
amelets and related approaches [171–174] . 

.2. Advanced methodologies for turbulent 
ombustion. 

Describing turbulent combustion involves the
olution of the set of governing equations de-
cribed in Section 2 and numerical methods given
n Section 4 . While for DNS no model is required, a
ariety of models for premixed and non-premixed
ombustion were derived for LES. The reader is re-
erred to some review papers for further details on
he wide spectrum of methods and approaches for
urbulent combustion modelling [9,11,115] . 

When solving LES of turbulent reacting flows,
odels for turbulence-chemistry interactions are

equired in order to predict the correct evolution
f the chemical species and burning rates [20] .
he different possibilities to account for these ef-

ects led to a wide variety of specialised meth-
ds, which are now discussed in brief. Flame-
hickening approaches have been used to predict
omplex flow conditions from lab-scale burners
o flames in realistic engine environments in pre-
ixed [175] and non-premixed conditions [176] .
ther methods describing turbulent chemistry in-

eractions include the Eddy Dissipation Concept
EDC) [177] , the partially-stirred reactor approach
PaSR-LES) [178] , the Eulerian Stochastic field
ethod (ESF) [179] or the Linear Eddy Model

LEM) [180] . Tabulated chemistry methods have
lso demonstrated to be robust and efficient to
redict premixed [163] and non-premixed combus-
ion [181] , including complex flow conditions such
s dilution, gas recirculation, or dual fuel by sim-
ly adding additional dimensions into the manifold
pace [182] . For most of these conditions, the use
f a mixture fraction Y ξ and a progress variable Y C 

as found to reproduce well the combustion pro-
ess, even in partially premixed conditions [183] ,
ulti-mode combustion [166,184] and soot forma-

ion [185,186] . In order to account for turbulence-
hemistry interactions, the use of presumed-shape
robability Density Functions (PDFs) has been a
ommon approach to describe the influence of tur-
ulence on the reaction rates [40,41,187] , though
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
more sophisticated closures have also been pro-
posed such as stochastic fields [188,189] or flame
thickening [175] . While these two approaches do
not require additional dimensions into the flamelet
database, their use in practical applications has
been less extended due to the more complex cou-
pling with the governing equations. 

Despite the differences in the modelling descrip-
tions of the methods, from a computational point
of view, they share the same workloads: solving the
scalar transport and evaluating the reaction rates.
Considering that solving the scalar transport only
involves the assembly of the right-hand side for ex-
plicit schemes, including evaluation of transport
properties and source terms, efficient algorithms
based on dynamic load balancing, vectorization
and GPU-acceleration can be used to increase the
computational performance during the assembly.
Examples were presented in Section 3 . 

5.3. Stiff chemical integration 

Despite the possibility to reduce the size of 
the reaction mechanism, the last step in the solu-
tion requires the integration of the chemical source
term to obtain the concentrations for the subse-
quent time-step. The implementation of these iter-
ative methods using HPC algorithms is critical to
achieve high computational performance in com-
bustion simulations, as the chemical integration is
usually the limiting factor [190] . As described by Lu
and Law [15] , the increase in the number of species
and reactions can exponentially increase the stiff-
ness of the chemical mechanisms. 

Different strategies based on implicit and
explicit methods have been derived to inte-
grate the chemical source term. These methods
can be embedded in parallel algorithms to ex-
ploit the heterogeneous platforms based on
CPUs+GPUs [90,191] or with data-driven meth-
ods [192,193] . A brief overview of some achieve-
ments in this field is presented below. While explicit
methods are well suited when running simulations
with small timesteps [150] , like those involve in
thermoacoustics, high speed flows or non-stiff 
chemistry, implicit methods are preferred when
having stiff systems with large time steps. Meth-
ods based on backward difference formulation
(BDF) are commonly used for implicit chemical
integration and require a Jacobian matrix to solve
the nonlinear algebraic system. Computing this
matrix can be computationally expensive and
scales quadratically with the number of species in
the mechanism. Analytical Jacobians [194] can be
used to reduce the cost of the ODE integration
by reducing the scaling from quadratic to linear.
Other methods based on adaptive precondition-
ers [195] or Krylov subspace sparse iterative
solvers [196] can also be used to speed-up the
integration. Schur-Krylov approximation algo-
rithms (EISKA) based on the exponential of 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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the Jacobian matrix with the added dimensional
reduction through Krylov subspace approximation
were shown to have substantial speedup when
compared to fully implicit methods [197] . BDF
methods involve MPI communications and require
high arithmetic-intensity operations, so they can
benefit from the use of accelerators. 

The advantages of both implicit and explicit
methods can be combined into the so-called hybrid
or semi-implicit methods. A dynamic adaptive in-
tegration based on time-scale separation is used by
Muela et al. [157] to accelerate the chemistry cal-
culation. The G-scheme [198,199] is a multi-scale
adaptive model reduction algorithm based on scale
separation using Computational Singular Pertur-
bation (CSP). It uses a Jacobian-free time integra-
tion methods based on the extended robustness-
enhanced numerical algorithm (ERENA) [200] . 

Another way to increase the performance of 
implicit methods is the use of accelerators to
perform the high arithmetic-intensity operations.
Several methodologies have been proposed for
GPUs. Explicit methods for non-stiff chemistry
were first ported to GPUs by Niemeyer and
Sung [191] , while Sewerin and Rigopoulos [90] de-
veloped a 3-stage/5th order implicit Runge-Kutta
method called Radau5 for GPUs and achieved a
speedup of x5 compared to the MPI/CPU coun-
terpart in a fractional step method. Stone and
Davis [201] ported a 5th order accurate variable
coefficient BDF-solver DVODE to the CUDA
framework and showed a speedup above x7 for
a relatively small reaction mechanism with 19
species. Hybrid explicit/implicit methods like the
CHEMEQ2 solver for dealing with stiff chemistry
have also been tested in GPUs showing speedup
factors of x14 for a heptane reaction mecha-
nism [202] . Stone and co-workers [91] showcased
load balancing techniques for stiff and non-stiff 
ODE integrations using operator-splitting schemes
for multi-thread and instruction-level parallelism
architectures to achieve speedups from x2.5 up to
almost x5.0 for both CPU and GPU implemen-
tations. To efficiently exploit the computational
power in exascale systems, the popular SUNDI-
ALS library [203] has extended its support for ap-
plication on current hybrid CPU+GPU systems.
The matrix-based computations involved in com-
puting the chemical sources terms favour GPU
implementations, nonetheless, it was found by
reaction-type classifications that the complexity of 
the individual reactions can influence the speedup
obtained through GPUs [92] . 

Finally, a third block of methods, derived
from data driven approaches and neural networks,
have been applied to accelerate chemistry calcula-
tions. An adaptive time-integrator scheme based on
CSP with a local, projection-based, reduced-order
model (ROM) [192] has shown good potential for
practical applications. The degrees of freedom with
faster scales are removed by a projection of the
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
combustion simulations, Proceedings of the Combustion Institu
chemical source terms onto a basis function, which 

is obtained by solving the eigen-system of its Ja- 
cobian matrix. The neural-network model replaces 
the most computationally expensive part of the al- 
gorithm, i.e. the local basis calculation, while main- 
taining a high level of robustness. Neural networks 
have also been used to aid the selection of an op- 
timal ODE solver with a spatial and temporal ba- 
sis [193] . The models are trained using a wide set of 
thermochemical states generated through partially- 
stirred reactors and flame simulations. All these 
methods show good potential to be used in high- 
fidelity simulations and should be tested on the new 

architectures to ensure good efficiency and perfor- 
mance during the chemical integration. 

6. Computational strategies for multiphase flows 

The use of DNS and LES for multiphase flows 
still remains today an extremely challenging prob- 
lem due to the extensive range of spatial and tem- 
poral scales observed in turbulent flows of practi- 
cal interest. During the fuel atomization, liquid lig- 
aments are formed from the jet core that eventually 
break into droplets forming a populated droplet 
cloud at certain distance from the injector. Predict- 
ing such droplet population is of paramount im- 
portance, since it determines the evolution of the 
spray, but requires complex techniques to capture 
and track the liquid-gas interfaces. In the frame- 
work of RANS and LES, this aspect was partially 
alleviated by the use of blobs [204,205] or, alter- 
natively, directly injecting a population of droplets 
(typically according to a Rosin-Rammler distribu- 
tion) in the frame of Lagrangian models. How- 
ever, in the path to develop self-closed models, HPC 

offers new possibilities for the modelling of the 
dense region of the spray by the application of 
high-fidelity methods to predict the breakup pro- 
cess [206–209] . In contrast to the dense region, a 
large population of droplets usually interacts with 

the surroundings in the dilute part of the spray. 
In such conditions, Lagrangian particles can be 
used to represent the droplets by point-sources. It 
is worth emphasizing the importance of accurate 
predictions of the spray, since it has a direct im- 
pact on combustion and pollutant formation, espe- 
cially on pollutants like soot due to its dependency 
on mixture fraction. The air entrained controls the 
droplets sizes and the evaporation rate, which in 

turn influences the fuel/air mixing and eventually 
combustion. All these processes may show a strong 
dependence on the gas density, temperature, and 

nozzle geometry, and the models for atomization 

and evaporation usually consider these variables 
to give accurate predictions. While a wide vari- 
ety of methods can be used to describe two-phase 
flows, see the classification proposed by Mirjalili 
et al. [47] , this review focuses on the methods more 
commonly used in combustion of sprays, which in- 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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lude interface capturing methods and Lagrangian
article Tracking. Dedicated subsections are pre-
ented next that aim to introduce recent advances
n these two methodologies with focus on the algo-
ithmic and HPC aspects of the strategies. 

.1. Interface capturing methods 

The liquid phase is described as a continuous
edium using an Eulerian formulation and inter-

ace capturing methods are conventionally used
o track the evolution of the liquid-gas interface.
hese methods are usually applied in the dense

egion of the spray, where primary atomization
ccurs, since predicting the large population of 
roplets in the dilute region can be prohibitive with

nterface capturing methods [210] . Several strate-
ies have been used in the literature to describe the
iquid-gas interface with Eulerian methods, with
he Volume of Fluid, level set and phase field meth-
ds being the most common [45,207,211,212] . VOF
ethods are sometimes preferred over other type

f methods due to the intrinsic mass conservation
roperties of the scheme. However, it can intro-
uce certain complexities due to the reconstruc-
ion of the interface and the calculation of inter-
ace geometrical properties [213] . The reconstruc-
ion step requires the capturing of sharp interfaces
ith their deformation and breakups, which may

esult in high computational costs. Another pop-
lar method is the conservative level set method
CLS), which was derived in [46,214] to circumvent
he mass conservation properties for conventional
evel set methods based on distance functions. CLS

ethods require a re-initialization step to compress
he interface to a target thickness based on the
esh resolution after the advection of the phase

unction [46,215] . Several proposals have been de-
eloped for the re-initialization equations, and a
eview on these approaches can be found in [47] .
 dedicated review on the progress of level set
ethods to predict atomization and evaporation is

iven by Luo et al. [43] . Phase fields methods de-
ived from the Cahn-Hilliard or the Allen-Cahn
quations have also been extended to solve mul-
iphase problems [47,216] , but have not yet been
pplied to combustion problems to the authors
nowledge. 

With the aim of exploiting the potential of these
ethods, Zandian et al. [208] applied the level set

nd VOF in the frame of DNS simulations to cases
ith liquid Reynolds and gas Weber numbers up to
000 and 36000, respectively, and contributed to ex-
lain the breakup mechanisms based on the surface
nd vortex dynamics. In [209] , a DNS with a cor-
ection algorithm for high-density ratios coupled
o the immersed boundary method is used to over-
ome the problem of complex geometries for FD
odes. Excellent parallel performance was reported
hanks to the use of parallel polydiagonal solvers
n the implicit formulation [217] . While in general
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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these methods have been applied to incompressible
flows, recent developments also include the cou-
pling with heat transfer and evaporation [218,219] .
Other remarkable advancements consist of solv-
ing the interface in an Eulerian framework, but
coupling to a Lagrangian framework once small
droplets are formed [220] . Hermann [221] applied
this methodology by using an efficient parallel al-
gorithm up to 2000 processors, while Guillamon
et al [222] also address Lagrangian droplet for-
mation from resolved primary breakup simula-
tions using a jet in crossflow configuration. Fi-
nally, more recent developments of two-phase flow
models also include the moment of fluid method
[223] . 

While of all the methods mentioned above are
used in DNS-type approaches, diffuse interface
methods have also been derived for LES [224–226] .
In this family of models, the � − Y model [227] has
been extended significantly to describe inert and
reacting sprays. This method was expanded to ac-
count for high density ratios by adding new terms
that account for turbulence production caused by
density fluctuations [228] . Other notable advance-
ments for primary atomization modelling are the
joint sub-grid probability density function of liq-
uid volume and surface using stochastic meth-
ods [229] and the hybrid Eulerian-Lagrangian ap-
proach with self-closed subgrid turbulent atomiza-
tion model [224] . A recent review by Jofre and
Urzay [36] also discusses about the modelling of the
diffuse-interfaces for transcritical flow conditions,
usually encountered in high-pressure combustion
systems. A new formulation is proposed, which is
derived from constitutive laws in the Navier-Stokes
equations for multicomponent flows and new forms
of the stress tensor and transport fluxes of heat and
species. While most of these methodologies have
been applied to liquid fuel injection and atomiza-
tion, their application to combustion simulations
has been more limited [224,226] . 

All these methods have in common the need to
capture thin interfaces and usually require the use
of high-order methods and dynamic load balanc-
ing (DLB) techniques to ensure efficient parallel
calculations [43] . Agbaglah et al. [230] developed
a parallelization strategy based on domain decom-
position with an octree-type adaptive grid together
with a piecewise linear volume of fluid interface
tracking method. Jofre et al. [70] developed a load
balancing strategy for VOF for Cartesian and un-
structured meshes with a speedup up to 12x with
respect to the classical domain decomposition ap-
proach. Recent works have also shown speedups in
the order of 10x by the use of GPU acceleration
in a conservative level set method with a two-mesh
approach [231] . The nature of the interface requires
the use of highly refined meshes only in the vicin-
ity of the interface, which strongly benefits from
the use of Adaptive Mesh Refinement techniques
[232] . 
rrell et al., HPC-enabling technologies for high-fidelity 
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Fig. 14. Particle transport on a simplified mesh involv- 
ing two MPI subdomains. Particle travels from element 
to element when solving its transport equation. When it 
reaches the interface of the subdomain, particle is mi- 
grated from subdomain 1 to subdomain 2 by using an 
MPI message containing its dynamical properties. Then 
particle is transported through subdomain 2. 
6.2. Lagrangian Particle Tracking methods 

Another family of methods used to describe
the liquid phase is based on the use of a La-
grangian description for the droplets, while keep-
ing an Eulerian formulation for the gas phase. A
dedicated review on this topic is given by Subrama-
niam [44] and more specifically for spray flames by
Jenny et al. [32] . Droplet methods are usually em-
ployed in spray flame simulations due to their sim-
plicity of including heat and mass transfer models.
A Lagrangian description of the droplets drasti-
cally reduces the numerical diffusion, however, due
to the overpopulated cloud of droplets, only a sta-
tistical description of the stochastic processes is
achievable if a representative cloud of points is con-
sidered. In this way, sets of droplets with similar
properties can be clustered as parcels [233] , giving
rise to LPT methods. The droplets are subjected
to atomization, heating, collisions and evaporation,
which are computed according to sub-models that
introduce additional source terms in the transport
equations for the carrier phase (two-way and four-
way coupling, with the later including interactions
between droplets like collisions). In general, due to
the underlying physical models devised for the de-
scription of droplet dynamics, the maximum liq-
uid volume fraction within the cells is limited to
10 % to neglect interactions between droplets [44] .
This condition restricts the application of this kind
of models to dilute sprays. These models have en-
joyed a great popularity and have been applied to
the modelling of a variety of sprays [44] . 

The first aspect to deal with LPT models for
multiphase flows is the addition of droplet breakup
models. Significant strides in this direction were
made in the past by Senecal et al. [234] and Beale
and Reitz [204] , in which ’blobs’ of a diameter equal
to the nozzle diameter were injected. However, it
has been reported that, as the interface is not re-
solved in LPT methods [235] , a direct injection of 
a population of droplets is preferred in some cases
[117,222] Downstream the break-up length, which
delimits the primary atomization from secondary
breakup, atomization has been modelled accord-
ing to the Taylor analogy breakup (TAB) model,
that has been widely extended along with the
KH-RT hybrid model in which Kelvin-Helmholtz
and Rayleigh-Taylor instabilities compete for the
droplet breakup [204,236] . More advanced meth-
ods have also been developed for high speed sprays
based on Lagrangian stochastic models [237] .
However, based on previous findings, primary at-
omization is omitted and droplets are injected ac-
cording to a Rosin-Rammler distribution many
times in practical LES applications [6,24,111] . In
such applications of spray flames, the thermody-
namic conditions in the combustion chamber force
a rapid evaporation of the droplets and the selec-
tion of appropriate evaporation models can have
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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a strong influence on the spray pattern and even- 
tually in the combustion process [238] . Particle 
tracking equations can be solved by using Newton- 
Raphson algorithms for the non-linear dynamic 
equations together with implicit schemes for the 
heat and mass transfer [44] . 

LPT formulations have been successfully ap- 
plied to reacting flows in the context of recip- 
rocating combustion engines and gas turbines 
using finite rate and tabulated chemistry meth- 
ods [6,24,116,239] . Spray flames with finite rate 
chemistry coupled to the Eulerian Stochastic 
fields [240] , flamelet methods with presumed shape 
PDF [6,241] or flame thickening [242] , finite rate 
with flame thickening [243] , CMC [111] or Lin- 
ear Eddy Model [180] have shown accurate integra- 
tion of LPT sprays with most turbulent combus- 
tion models for LES. 

From the computational point of view, one of 
the main challenges of LPT methods for spray 
flames is the intense computational requirements 
when tracking the large number of Lagrangian par- 
ticles needed for high fidelity simulations. Parti- 
cle tracking methods require many different op- 
erations, apart from solving the ODE’s itself: 
cell/element location, particle-boundary interac- 
tions (deposition, bouncing), collisions and, in the 
context of HPC, migration. However, for the sake 
of brevity, and in order to maintain the focus on 

the computational aspects, the reader is referred 

to the articles and reviews to deepen in the tech- 
niques to treat particle-boundary interactions and 

collisions [44] . Concerning the cell/element identi- 
fication, several approaches have been proposed to 

solve these mathematical problems [244] , although 

the neighbor searching method is the most widely 
used in spray flame simulations. This method as- 
sumes that the particles only advance small dis- 
tances at each time-step, so the location can be fast 
and adapted to hybrid meshes on complex geome- 
tries. Figure 14 shows an intentionally simplified 
rrell et al., HPC-enabling technologies for high-fidelity 
te, https://doi.org/10.1016/j.proci.2022.07.222 
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xample of particle transport algorithm. The par-
icle starts being transported in subdomain 1, go-
ng from one element to its neighboring elements
t each time step. This strategy is generally chosen
or practical reasons, as it is relatively easy and in-
xpensive to find the location in neighboring ele-
ents, and for accuracy reasons, to accurately ac-

ount for the fluid variations of velocity and ther-
al properties. 

Figure 14 also illustrates a classic inter-node
arallelization. When the particle reaches the inter-
ace of a subdomain, this is migrated to the cor-
esponding neighbor using an MPI message. Note
hat all the particle properties must be exchanged,
eaning that if a simulation involves millions of 

articles, the weight of such communications can
e absolutely penalizing. 

In addition, for most reacting flow applica-
ions, the particles concentrate near the injector
nd most droplets evaporate just few millimeters
ownstream. Therefore, high concentration of par-
icles tend to accumulate in specific regions of the
omain resulting in high load imbalance. As the
hysics of the particles do not demand expensive
omputations for heat and mass transfer, the track-
ng algorithm can be expensive when a lot of parti-
les are located in the same subdomain. Regarding
he performance of the model according to the met-
ics discussed in Section 3.5 , both LB and CE is-
ues occur in LPT methods. Different load balanc-
ng strategies have been proposed in the literature
o address this problem. A local time-step based al-
orithm for individual particles with a global time-
tep strategy for the gas phase was used to reduce
he cost of the tracking algorithm [245] . Strate-
ies based on spatial grid decomposition were com-
ared with particle sharing algorithms, where par-
icles are shared equally among all MPI ranks ir-
espective of their spatial location [246] . The par-
icle sharing algorithm was found to be more ef-
cient due to data locality and load balancing of 
articles in runs up to 32000 MPI ranks. A par-
llel algorithm including particle collisions based
n a mirror domain technique showed a maximum
peed-up up to x20 using a small number of CPU-
ores [247] . A highly scalable parallel algorithm us-
ng a partitioned global address space (PGAS) pro-
ramming model was demonstrated in a DNS of 
urbulent flow with around 300 million particles
nd 0.55 trillion grid points on 262,144 Cray XE6
ores [248] . Cubic splines were employed to mini-
ize the need for communication using Co-Array
ortran features with one-sided communication.
hari et al. [106] proposed a parallel load balanced

trategy for Eulerian-Lagrangian spray flame sim-
lations using an asynchronous task-based ap-
roach obtaining more than 60% reduction in com-
utational cost using a single computing node and
lso for multiple nodes [107] . A new algorithm
or reacting flow simulations involving solid parti-
les for massively parallel simulations was proposed
Please cite this article as: D. Mira, E.J. Pérez-Sánchez, R. Bo
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by Dufresne et al. [249] . A non-blocking MPI al-
gorithm for extra-processor communications with
a packing/unpacking of halo data based on the
Voronoi regions decomposition was developed to
account for particle/wall interactions using a dy-
namic load balancing algorithm based on color-
ing. Houzeaux et al. [250] proposed a hybrid ap-
proach based on a multi-code execution where each
solver (Lagrangian and Eulerian) access separate
computer nodes, so that OpenMP can be used for
the main loops in the LPT solver within each MPI
subdomain. A load balance at node level is enforced
by the use of the DLB library. This approach was
tested for large scale HPC applications including up
to 1024 MPI ranks using one-way coupling. 

The performance of the load balancing strategy
is a key element to enable certain methodologies
to be run efficiently on supercomputing architec-
tures for specific algorithms. This has motivated the
use of hybrid architectures CPU/GPU and acceler-
ators. A computational strategy based on hardware
ray tracing cores and GPU parallel computing was
used to accelerate a particle tracking method for
unstructured meshes [251] . A GPU implementa-
tion using four NVIDIA GPUs with one-way cou-
pling and a number of particles in the order of 
O (N p ) ≈ 10 7 , was demonstrated for the solution of 
a particle-laden turbulent flow. A speed-up of x14
was shown compared to the CPU version [252] . The
library Grit was developed to track the Lagrangian
particles across different HPC architectures with
CPU/GPU ensuring performance-portability [63] .
The parallel strategy is based on the Kokkos library
and focuses on shared and distributed memory par-
allelism. Grit was tested on the pre-exascale ma-
chine Summit in a direct numerical simulation of 
multiphase flow. 

7. Conclusions and directions for future work 

The accurate simulation of combustion systems
arises as one of the most complex applications in
computational science, as it involves strongly cou-
pled physical and chemical phenomena. This com-
plexity is originated from the broad spatial and
temporal scales of the turbulence, chemistry, and
liquid-gas interactions, in the case of spray flames.
Considering the increase in computational power
in the last decade and the forthcoming Exascale
supercomputers, new horizons in computational
modelling and simulation can be envisioned. The
necessity of higher computing resources to increase
simulations reliability makes combustion simula-
tions an Exascale application. Hence, the efficient
use of upcoming architectures demands new algo-
rithms and computational strategies based on com-
bining physical models, numerical methods, and
parallel algorithms adapted to the hardware archi-
tectures. 
rrell et al., HPC-enabling technologies for high-fidelity 
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This review introduces recent developments in
numerical methods for large-eddy simulations and
direct-numerical simulations focusing on the com-
putational performance and algorithmic capabil-
ities. The increasing complexity of new comput-
ing architectures, with tightly coupled CPUs and
GPUs and high levels of parallelism, requires new
parallel models and algorithms to reach the re-
quired level of concurrency. Advances in dynamic
load balancing, vectorization, and GPU comput-
ing have allowed a significant acceleration and in-
crease of efficiency for combustion simulations in
HPC environments. The higher levels of parallelism
and concurrency are organized through different
levels: inter-node, intra-node, and chip-level, re-
spectively. Detail descriptions on how to exploit
efficiently these hierarchies for combustion sim-
ulations with recommendations for defining the
correct metrics and techniques for parallel perfor-
mance evaluations have been presented. 

This review paper provides an outlook of the
state-of-the-art on three fundamental areas of rel-
evance for high-fidelity combustion simulation: ex-
tension of high-order methods for reacting flows,
advanced methodologies to include detailed chem-
istry and descriptions of the multiphase flow in
spray flame simulations. It introduces recent devel-
opments in these fields with focus on the HPC-
related aspects and their impact on high-fidelity
simulations. While this review has focused mainly
on methodologies based on the use of the con-
tinuous equations for fluid mechanics, the authors
would like to highlight the tremendous progress
made on meshless methods like Lattice-Boltzmann
or Smoothed Particle hydrodynamics (SPH) for
multiphase and reacting flows. These methodolo-
gies have shown excellent predictive capabilities to
describe multiphase flows, turbulent flames and
thermoacoustics, and are very well suited for HPC
systems and heterogeneous architectures. However,
a proper review of these methods would extend
substantially the length of this study, and it is left
out of the scope of the present work. 
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