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Sets are encodings of information. The quantitative complex.ity of a set - i.e. the amount of 
resources needed to decide the membership problem - depends on both, the information and on 
its encoding. For example, let SAT be the "natural" encoding of all satisfiable Boolean formulae 
over the alphabet � = {O, l}. SAT is decidable in exponential time and not assumed to be 
decidable in polynomial time. The set tally(SAT) = {on I the n-th string of �* is in ·SAT} has 
the same information content as SAT, but because of the encoding it is decidable in polynomial 
time. But this easy decidability destroys "natural" structures of the infonnation and decreases 
- in a qualitative meaning - the use of it. In structural complexity theory those qualitative
properties - e.g. completeness, lowness, sparseness, or self-reducibility - a.re considered, a.nd
their effects to quantitative properties are studied. For example, SAT is known to be NP
complete, what means that all information which ca.n be retrieved from any NP set a.t a.U can
also easily be retrieved from SAT, which itself belongs to NP. The notion of NP-lowness mea.ns
the contrary, such that the existence of a set having both these propertie·s has some unexpected
consequences. Other notions describe specific interna.l structures of a set. A set is spa-rse, if it
contains at mosf polynomially many strings of each length, and it is self--reducible if its decision
problem can be solved by sorne recursive program. Both these notions imply low information
content in a structural way: the first one since the small information density restricts the amount
of information which is easily accesible, the other one since a. lot of information contained in the
set describes its own structure. N evertheless, many complete sets for severa.l complexity classes
are known to be self-reducible (for example SAT), whereas the '·na.ture" of sparse sets implies
lowness. Thus, self-reducibility a.nd sparseness also seem to be contra.dictory properties in spite
of they are defined by very different concepts.

In 1977, Berman and Hartmanis [BH77] conjecturecl that all NP-complete sets are poly
nomially isormorphic to SAT. This mea.ns, that the information content and encoding of a.11 
NP-complete sets has to be very similar to SAT. Since SAT has exponential density, i.e. for a 
constant e there are at least 2nc 

elements of length n contained in the set, no set having polyno
mial density can be NP-complete if that conjecture is true. So the question arised if indepenclent 
of the conjecture the two structural properties of NP-completeness and sparseness are contradic
tory. To answer this question is of great interest also from a more (_somehow) "practical" view. 
Since the P = NP question is unsolved, ( and since the general believe is P # NP,) one wants to 
know if NP-complete sets can be decided by algorithms with a complexity which does not differ 
very much from P, in other words, if NP-complete sets are decida.ble in ··g__uasi-polynomial-time". 
Several examples for types of such algorithms ,vere studied. Algorithms which decide almost ali 
instances of a set in polynomial time, or which decide a.11 insta.nces in polynomial time but are 
allowed to err on few instances; polynomial-time -randomi::ed algorithms, or sequences of cire1tits. 
It turned out that the above types of algorithms ha.ve a. conunon property, such that asking for 
the existence of such an algorithm for an NP-complete set is the same a.s asking if the set can 


























