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Abstract. It is known that the class of deterministic fini te automa.ta is poly­

nornial time learnable by using membership and equiva.lence queries. \Ve irn·es­

tigate the query complexity of learning deterministic finite automata, i.e., t.he 

number of membership and equivalence queries made during the process of learn­

ing. vVe prove lower bounds on the number of alternations between membership 

and equivalence queries, ancl also show that a tracle-off exists, allowing us to re­

duce the number of equivalence queries at the price of increasing the number of 

membership queries. Finally, we study learning in a para.llel moclel, the C'RC'\V 

PRAM. We prove a lower bound on the parallel time neeclecl for learning ancl 

design an algorithm that asymptotically achieves this bouncl. 

l. Introduction

Query learning was introduced by Angluin [1] and is currently one of the most importa.nt 

models in computational learning theory. It differs from other rnodels. such as incluctive 
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