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Abstract

Medical image registration is the alignment of two or more images of the same scene

or object, but taken possibly from different viewpoints, at different times or by different

sensors. Accurate registration plays an important role in the diagnosis and treatment of

diseases. Several factors make the task of medical image registration challenging. The

surface curvature of the tissues implies that the medical image registration is non-rigid and

non-linear. Additionally, the quality of acquired images could be poor because of noise,

inherent pathologies, low overlap area and repeated patterns. Recent development in

computer vision and medical image processing has seen the introduction of transformer-

based networks in accomplishing various tasks and with notable results. This trend has

been seen in medical image registration where the performance of convolutional-based

networks is being challenged by transformer-based networks. However, it is unclear that

whether the improvement cited for transformer-based networks is due mainly to the archi-

tecture or other factors such as scale of transformation fields, dataset characteristics and

the guidance of different loss functions. In this study, several deep neural network archi-

tectures are critically reviewed from the viewpoint of components of architectures, loss

functions, scale of transformation fields and datasets respectively. Experiments involving

ablation studies over several architectural options were designed and conducted to reveal

the performance differences. Theoretical analyses are provided to interpret results.

iv
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Chapter 1

Introduction

1.1 Background

Medical image registration is the alignment of two or more images of the same scene

or object, but taken possibly from different viewpoints, at different times, or by different

sensors (Zitova & Flusser, 2003). When the object or scene is non-deformable and planar,

the registration task can be accomplished by affine transformations. Deformable and

non-planar objects on the other hand must go through a more complex transformation to

achieve registration. Medical images are typical non-planar images requiring deformable

registration because of the surface curvature of the organ.

Medical image registration plays an important role in a variety of clinical applications

such as disease diagnosis and monitoring, image-guided treatment delivery, telesurgery,

and post-operative assessment (X. Chen et al., 2020). By comparing and matching med-

ical images acquired over a period of time, it is possible to determine the severity of

diseases. In addition, a wide variety of information from different images is accurately

integrated by using the correct image registration method, which makes it easier and more

convenient for clinicians to observe symptoms from different viewpoints. At the same

time, through the result of medical image registration, clinicians could quantitatively an-

alyze the changes of lesions and organs to make diagnosis and treatment more accurate

and reliable. Therefore, a highly accurate image registration algorithm is required to aug-

ment clinical decision-making. Basically, medical image registration is a challenging task

because of a series of factors, including the low quality of medical images influenced by

1



CHAPTER 1. INTRODUCTION 2

noise, variation in spatial resolution, the changing size and shape of organs when taking

time-lapsed medical images (X. Chen et al., 2020).

In this thesis, conventional methods indicate those algorithms that predate the popu-

larity of deep learning-based methods. Generally, conventional methods deal with image

registration as an iterative optimization task. The iterative optimization process could be

expressed as

τ̂ = argmin
τ

DS(IF ,τ(IM)), (1.1)

where transformation field is denoted by τ , and a dissimilarities metric DS() is used to

calculate dissimilarities between fixed image (IF ) and warped moving image (τ(IM)). The

overview of the optimization process is shown in Algorithm 1. The conventional methods

are computationally expensive and could be slow to converge. However, clinical appli-

cations usually require real-time registration. In addition, the conventional registration

method is inefficient, because it measures dissimilarities iteratively for each input pair of

images. Well-tuned performance parameters which are optimized by a specific input pair

may not be suitable for other input pairs. Moreover, conventional methods are more eas-

ily influenced by the quality of images than deep learning methods. For example, some

medical images are very faint and blurry, and thus pose difficulties to conventional meth-

ods when measuring dissimilarities based on features or intensities. The influence of poor

image quality on deep learning methods is provided in a later description.

Algorithm 1: The process of conventional method of image registration
Input : moving image (IM) and fixed image (IF )
Output: Transformation field (τ) and moved image (IM′)
1. Initialize parameters of transformation field: τ0
2. Generate moved image by warping moving image on transformation field:
IM′ = τ0(IM)
3. Calculate dissimilarities between fixed and moved image: DS(IF , IM′)

while DS(IF , IM′)>Constant do
τi+1← update τi
IM′ = τi+1(IM)

end

With the development of deep learning in computer vision, several convolutional neural
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network architectures have been applied to image registration tasks. Deep neural networks

learn from a large number of image pairs to predict transformation parameters directly.

The fact that poor image quality has little effect on deep neural networks, has led to their

superior performance over traditional approaches (Géron, 2019). In addition, the large

dataset used to train a deep learning network allows it approximately learn its underlying

probability distribution. Therefore, a well-trained network could register new unseen im-

age pairs well, especially when the assumption of unseen image pairs being samples of

the same distribution as the training set holds. Similarly to conventional methods, a deep

network requires long training times but it could register new image pairs very quickly,

which is beneficial in realizing real-time clinical applications. From the viewpoint of

learning scenarios, deep learning consists of supervised and unsupervised learning. Su-

pervised training needs dataset to be labelled with ground truth. In the case of medical

image registration, the ground truth is a known transformation field between input pairs,

which is a high dimensional parametric space for deformable transformation. Since there

exists a lot of plausible transformation fields between images, it is important to have the

precise target transformation. Normally, the method of obtaining ground truth transfor-

mation field is through manual annotation by medical experts. Therefore, it is expensive

and difficult to acquire reliable ground truth data for supervised training of registration

networks. This has motivated the development of unsupervised networks.

The advent of spatial transform network (STN) (Jaderberg et al., 2015) has given rise to

unsupervised learning networks that could realize end-to-end medical image registration.

Jaderberg et al. (2015) proposed the spatial transformer network (STN) to learn how the

same feature is represented after applying various transformations including affine, rigid

and deformable transformations, etc. The components of an STN include a localization

network, a grid generator and a sampler. To be precise, a localization network predicts

transformation parameters, then a grid generator uses the predicted transformation pa-

rameters to output the location of each input point in a common coordinate. The sampler

interpolates the input image with locations in a common coordinate which is the output

from the grid generator to create a new image. Importantly, these three components are
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differentiable, thus STN is able to be trained with backpropagation, and it is suitable to

combine STN with other architectures.

Therefore, several unsupervised registration networks have been inspired by the STN to

warp the moving image, thus making it possible to describe the new image and the fixed

image on a common coordinate, and align similar anatomical structures in both images.

A typical deep learning-based method (shown in Figure 1.1) can be described as follows.

The network takes a pair of images (moving image (IM) and fixed image (IF )) to regress

a transformation field directly. Due to the non-planarity and curvature of organs captured

in medical images, a deformable registration is usually assumed and this requires a dense

transformation field to be estimated. This dense transformation is in the form of a dense

displacement field representing how each pixel moves from the moving image to the fixed

image. The spatial transformation network takes the generated dense field and moving

image as input and generates the moved image. A loss function comprising fidelity and

regularization terms is minimized to update the parameters of the registration network.

The fidelity term of the loss function is a dissimilarity metric that quantifies the difference

between the moved and fixed images. In order to constrain the hypothesis space of the

transformation field, the regularizer applies smoothness and boundedness constraints to

guide the optimization. The loss function can be expressed as

L = Ldissimilarity(IF ,φ(IM))+λLsmooth(φ), (1.2)

where IF and IM are fixed image and moving image respectively. The transformation field

is denoted by φ . The hyper-parameter λ adjusts the influence of the regularizer.

Since transformer network (Vaswani et al., 2017) dominated in natural language pos-

sessing (NLP), several works have introduced self-attention layers, which is the most

important component of transformer network, into CNN-like architectures in computer

vision area. From a theoretical perspective, self-attention layers behave similarly to con-

volutional layers (Cordonnier et al., 2019). Convolution operation in neural networks

is essentially a correlation since it lacks the signal reversal of the mathematical convo-

lution (Goodfellow et al., 2016). It is a dot product operation similar to those typical
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Figure 1.1: Block diagram of deep learning-based image registration methods

of self-attention mechanisms. In self-attention, a dot product-based computation mea-

sures the similarity between query and key vectors acquired from a little projection of

feature maps. Self-attention mechanism is much more flexible than convolutional oper-

ation (Tuli et al., 2021). Unlike convolutional inductive bias, self-attention mechanism

can learn global information of images, and it is able to handle the problem of extracting

long-distance interactions between features. In the case of medical image registration,

we hypothesize that the transformer-based network is able to register larger-displacement

image pairs better than convolutional-based network.

Dosovitskiy et al. (2020) introduced a pure Transformer network directly in computer

vision to complete large-scale image recognition tasks. The architecture named Vision

Transformer (ViT) mimics the transformer network in NLP with few modifications and

was able to outperform the state-of-the-art method in the task of image recognition (Doso-

vitskiy et al., 2020). Since then, more ViT-based architectures have been proposed to

complete various tasks in computer vision, including image classification, image seg-

mentation as well as medical image registration. ViT-V-Net (J. Chen et al., 2021) is

the first transformer-based network to complete volumetric brain image registration. It

improved upon the performance of VoxelMorph (Balakrishnan et al., 2018) which is a

convolutional-based network from 0.711 ± 0.135 to 0.726 ± 0.130 based on the dice

score. They concluded that introducing a vision transformer network can well serve to

improve the performance of medical image registration.
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1.2 Research Gap

Although several deep learning-based registration networks have achieved state-of-the-art

performance, it is not clear what makes one architecture outperform another. While there

has been a variety of review papers (e.g. Boveiri et al., 2020; X. Chen et al., 2020; Fu

et al., 2020; Haskins et al., 2020) that summarize different deep learning-based registra-

tion networks, they pay more attention to analyze what architectures are used in medical

image registration and group these registration works according to typical structures of ar-

chitectures, objects to be registered, modality of input image pairs and learning algorithm

(supervised, weakly-supervised and unsupervised learning, etc). They did not provide

performance comparisons of these registration networks, and hence it is not clear what

makes one registration work outperform another. It is well known that the performance

evaluation of deep learning-based method is influenced by a variety of factors, including

data, architecture, loss function and evaluation method (Goodfellow et al., 2016).

In terms of data, a large amount of data is used to train a deep network for a good gener-

alization ability (Chollet, 2018). Good generalization indicates that the network performs

well on previously seen data (training data) as well as on unseen data (test data). A dataset

can be considered as a collection of examples from an unknown underlying generative dis-

tribution. Roughly speaking, unsupervised learning algorithms observe a random part of

examples in this dataset, and then it tries to learn the probability distribution of this entire

dataset (Goodfellow et al., 2016). Additionally, various datasets have different probability

distributions, and it is possible that some datasets possess a more complex distribution,

which may be hard for a network to learn (Rahane & Subramanian, 2020). Therefore, it

is crucial that when evaluating various networks, the same dataset is used. Another key

influencing factor for performance is architecture. In deep learning, we regard the neural

network as a function approximation algorithm. Each layer is a function, for example, the

first layer is expressed as

h(1) = g(1)(W(1)>x+b(1)), (1.3)

where g denotes the activation function. Respectively, metrics of weights and vector of
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bias are denoted by W and b in a layer, and input data is denoted by x. Most architectures

consist of a stack of layers in a chain structure, thus the second layer is given by

h(2) = g(2)(W(2)>h(1)+b(2)), (1.4)

and so on. Intuitively, architecture represents a combined function of a series of functions.

The layered structure and the nonlinearity allow the network to approximate many func-

tions. Given an underlying distribution dataset, there is a target function mapping input to

output, and the target function is unknown. All possible functions mapping input to output

constitute a hypothesis space. Therefore, the architecture should be designed to represent

this approximation function within the hypothesis space. Moreover, a well-designed ar-

chitecture should easily find the approximation function with a small generalization error

(Mohri et al., 2018).

Generally, it is important to define an appropriate loss function to train networks. The

loss function compares predictions to the expectations, giving feedback on how well net-

work predictions match the expected network output. By minimizing the loss function,

the network parameters will assume values that iteratively move the prediction closer to

expectation. A suitable loss function is crucial to guide the network to arrive at the ex-

pected output more easily. Furthermore, a variety of evaluation methods have been used to

measure the reported performance of image registration. The choice of evaluation method

is straightforward to indicate the performance, but various evaluation methods may vary

from what is really measured. This sometimes makes it difficult to compare the methods

objectively.

1.3 Research Questions

There is a variety of proposed deep learning networks to complete medical image regis-

tration for different organs, such as brain, lung, chest, heart and retina, etc. In order to

have a fair comparison, we train a variety of proposed registration networks on the same

dataset and then evaluate their performances with the same evaluation method. In order to

eliminate performance improvement attributable to randomness, a statistical significance
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test is provided as well.

A series of controlled experiments and ablation studies are conducted to comparatively

analyze the relationship between performance and architectures, loss functions, data and

maximum displacement in image pairs respectively. Visual observation, mathematical

and statistical interpretation are utilized to provide insights into what contributes to the

observed performance improvement.

In summary, we aim to answer the following research questions:

1. What components and composition of architectures make deep learning-based reg-

istration achieve high performance?

2. How does the transformer network address the limitation of convolutional neural

network in medical image registration?

3. How do different loss functions interact with different architectures to affect perfor-

mance?

4. How do different loss functions interact with different datasets and affect registra-

tion performance?

1.4 Contribution

In our work, we train convolutional-based and transformer-based networks to complete

unsupervised retinal and brain image registration respectively. The contributions are listed

as follows:

1. By comparatively analyzing their performances, this work provides empirical in-

sights into the relationship between performance and a series of factors, including

architectures, scales of transformation fields, loss functions and data characteristics.

2. Using a series of ablation studies, we explore the machinery of convolutional-based

and transformer-based networks relative to their performance in registration tasks.

3. It provides insights into different loss functions in medical image registration. We

clarify how different loss functions interact with datasets and network architectures
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to influence performance. To be precise, we provide two-factor factorial designs

(i.e. loss functions and datasets, loss functions and architectures respectively) to

explore their influences on registration performances.

4. In order to address the problem of the shortage of publicly available image regis-

tration datasets, we applied realistic transformations with different groups of pa-

rameters on an image, the image and its transformation images can be paired to

complete image registration task. The groundtruth of transformation field is kept as

well. Three retinal fundus image registration datasets and three brain slices image

registration datasets are generated.

1.5 Publications

1. Chuanhui Tian, Philip O. Ogunbona and Wanqing Li. Empirical Study of Transformer-

based Network for Non-Rigid Medical Image Registration. Submitted to Pattern

Recognition.

1.6 Thesis Organization

In this section, we provide an overview of our thesis organization.

In Chapter 1, we introduced the background knowledge including the definition and

application of medical image registration and the overview description of the conven-

tional method and deep learning method in the case of medical image registration. In

addition, we clarified the research gap in the research area of deep learning in medical

image registration. We observed that the generalization ability is influenced by a series

of factors, but most medical image registration works paid more attention to improving

performance by reconstructing architectures, it is still unclear what makes deep neural

networks achieve better performance. Therefore, we proposed four research questions to

explore the relationship between performance and a series of factors: architectures, the

scale of transformation fields, loss functions and datasets respectively. Also, we conclude

with major contributions in this chapter.
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Next, we provided a literature review in Chapter 2. We explained roughly the concepts

of deep learning including architectures and loss function in the context of medical image

registration. Then, we expressed the problem formulation of medical image registration in

terms of deep learning algorithm. We regarded medical image registration as a regression

task where image data and network parameters are regressors, and the dependent variable

is the transformation field. Also, we reviewed several registration works by analyzing

their components of architectures, regressor, dependent variables and performance. Fur-

ther, loss functions and performance evaluation metrics are reviewed in this chapter as

well.

In Chapter 3, we described details of the experimental design including dataset descrip-

tion, the construction of network and the setting of hyperparameters in implementation.

We proposed a method to generate image pairs by utilizing image segmentation datasets,

it is helpful to address the limitation of publicly available image registration datasets.

Additionally, we introduced the statistical significance test to determine whether the per-

formance difference is due to chance.

Finally, we designed and conducted a series of controlled experiments and ablation

studies based on our four research questions. The results of the experiments are presented

in Chapter 4. In Chapter 5, we provided a discussion of the results using some theo-

retical considerations of deep networks. A conclusion is given in Chapter 6 along with

suggestions for further work.



Chapter 2

Literature Review

This chapter briefly provides a presentation of deep learning concepts in the context of

medical image registration, then performance evaluation metrics are reviewed. Lastly,

comprehensive reviews of medical image registration based on architecture and loss func-

tion are provided respectively.

2.1 Deep Learning

In the real world, there is an assumption that there is a target function f ∗ mapping input

x to ground truth output y given an underlying distribution dataset (Goodfellow et al.,

2016), which is expressed as:

y = f ∗(x). (2.1)

However, the real underlying distribution dataset is unknown due to hardly collecting all

data, thus the target function f ∗ cannot be found. Therefore, a neural network containing a

group of parameters (θ ) defines a function f to mimic the behaviour of the target function

f ∗, mapping input x to output y, which is expressed as:

y = f (x,θ), (2.2)

where θ is the parameter set of the network.

Then the goal of training a network is to approximate a target function f ∗ (Goodfellow

et al., 2016), enforcing that defined function f matches to f ∗. Let the input and output

be denoted by x ∈X and y ∈ Y respectively, X ⊂ Rd and Y ⊂ R. A function f maps

11
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(x,y) ∈X ×Y to L ( f (x),y), where L is an arbitrary loss function with a non-negative

value, L ⊂ Y × Y → R. The target function f ∗ : X →R is derived by minimizing the

expected risk (I[ f ]), which is denoted by Rosasco et al. (2004):

min
f∈F

I[ f ], (2.3)

with

I[ f ] =
∫
X ×Y

L ( f (x),y)p(x,y)dxdy, (2.4)

where F is the space of measurable functions, p(x,y) is the probability of the pair (x,y).

The real value of p(x,y) is unknown in the real world, which further explained why the

target function f ∗ cannot be found. By assuming that examples (xi, yi) in a finite dataset

are independent and identically distributed, an empirical risk can be calculated as:

Iemp[ f ] =
1
n

i=1

∑
n

L ( f (xi),yi), (2.5)

where n is the number of examples in dataset. These errors from each example in datasets

are aggregated to generate an average loss over the dataset. The scalar value roughly

represents the distance between approximation function ( f ) behavior and target function

( f ∗) behavior. The approximation function ( f ) is selected by a minimizer:

min
f∈H

1
n

i=1

∑
n

L ( f (xi),yi), (2.6)

where H is hypothesis space, each element f in H , f : X →Y . Therefore, the desired

function f is a coarse approximation of target function f ∗. By minimizing equation 2.6,

these parameters are updated to generate the desired function f , which mimics the behav-

ior of target function f ∗, resulting in a good generalization ability.

2.2 Medical Image Registration

The goal of image registration task is to find a transformation mapping that aligns a given

pair of images. The alignment could extend to more than two images (or series of images)

wherein the images are captured from the same subject (X) but possibly from different
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fields of view or at different times.

Therefore, the transformation mapping (τ) can be defined as:

τ : XIM 7→ XIF ↔ τ (XIM) = XIF , (2.7)

where XIM and XIF are a set of all positions describing x ∈ X (subject) in moving image

(IM) and fixed image (IF ) respectively.

When considering the characteristics of the mapping, the number of parameters and

formats depend on the type of transformation. More specifically, six parameters suffice

to describe rigid transformation including translation and rotation within the global area.

Affine transformation is a global transformation including scaling and sheering transfor-

mation. It requires 12 parameters to model this transformation. However, deformable

transformation is a local transformation and generally applies different transformations

to each pixel. It is more complex and requires a dense displacement field to describe the

movement of consecutive pixels along each dimension. In the case of deformable medical

image registration, we denote a dense transformation field (φ ) to describe the transforma-

tion mapping (τ). The input of a network is a pair of images which are concatenated into

a single input x, indicated as

f : ((IM, IF),θ)→ φ . (2.8)

Equation 2.8 denotes a regression task where the image data and the network param-

eters are the regressors and the transformation field is the dependent variable. We have

more to say about regression tasks and loss functions in section 2.4 and section 2.5.

In our case of medical image registration, the predicted output (i.e. predicted trans-

formation field) is denoted by φ̂ . Thus the loss function can be expressed as L (φ̂ ,φ).

In practice, the true transformation field is hard and expensive to assess. Therefore, we

define the loss function indirectly by warping moving image on true and predicted trans-

formation respectively. Based on Equation 2.7, the fixed image is actually derived by
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warped moving image on the true transformation field, denoted by

IF = φ(IM). (2.9)

So, we warp moving image (IM) on the predicted transformation field (φ̂ ) to get a new

image, denoted by moved image (IM′):

IM′ = φ̂(IM). (2.10)

Then the indirect loss function L (φ̂(IM),φ(IM)) is denoted by L (IM′, IF), which cal-

culates the dissimilarities between moved image and fixed images. Equation 1.2 shows

the overview definition of the general loss function in unsupervised medial image regis-

tration.

2.3 Performance Evaluation Metrics

Several evaluation metrics have been devised to investigate the performance of image reg-

istration methods. In this thesis, the choice of evaluation metric is particularly important

to explore the performance tradeoff achievable with different combination of network ar-

chitectures and loss functions. Some of the metrics commonly used in the literature are

briefly described in this subsection.

2.3.1 Key points-based Methods

Root Mean Square Error (RMSE)

Root Mean Square Error (RMSE) calculates the Euclidean distance between correspond-

ing points in fixed and moved images. A comparatively small value indicates a better

performance. The RMSE is computed as,

RMSE =

√
∑

N
i=1
[
(xi− x′i)2 +(yi− y′i)2

]
N

, (2.11)

where N is the number of corresponding points, (xi,yi) and (x′i,y
′
i) are coordinates of

corresponding points in fixed and moved images respectively.
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Target registration error (TRE)

There are pairs of ground-truth corresponding landmarks provided by experts. This metric

computes the average distance measured in pixels, it is similar to RMSE but computed

for given points. TRE is computed as,

T RE =
1
N

√
(x2− x1)2− (y2− y1)2, (2.12)

where N is the number of manual corresponding landmarks, (x1,y1) and (x2,y2) are co-

ordinates of landmarks in fixed and moved images respectively. A small TRE value indi-

cates a better registration performance.

2.3.2 Segmentation map-based Methods

Pixel Accuracy (PA)

This metric calculates the ratio of the same pixels in segmentation maps of fixed and

moved images. Comparatively higher values indicate better performance. Pixel accuracy

is defined as

PA =
∑

k
i=0 pii

∑
k
i=0 ∑

k
j=0 pi j

, (2.13)

where pii is the number of the same pixels in both segmentation maps, ∑
k
i=0 ∑

k
j=0 pi j indi-

cates the total number of pixels in two segmentation maps. In the task of medical image

registration, it is an estimate of the probability of accurate prediction of the transformation

field.

Dice Score (DS)

Dice Score is the dominant metric used to calculate similarities between two segmentation

maps. It calculates the ratio of overlap area to the sum of segmentations of fixed and

moved images. Comparatively higher values indicate better alignment.

DS =
2×|SF

⋂
SM′|

|SF |+ |SM′|
, (2.14)

where |SF | and |SM′| are the segmentations of fixed and moved images respectively.
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2.4 Architectures

Goodfellow et al. (2016) proposed that the design of architecture is a key consideration for

neural networks. They explained the universal approximation theorem (Cybenko, 1989)

wherein it was shown that a large network is able to represent any function on a closed

and bounded subset of Rn, but it is not able to specify how large enough the network

should be. Therefore, it becomes partly science, partly art to design a proper architecture

to approximate the target function. In this section, we review several core components of

network architecture and some convolutional-based and transformer-based medical image

registration networks respectively.

A typical convolutional block consists of several convolutional layers followed by a

maxpooling layer. There are two major functions of convolutional operators: feature

aggregation and feature transformation. In terms of feature aggregation, kernels slide

on all the locations within the image to extract features, and convolutional operations

combine all features to output a feature map. In addition, a series of linear transformation

and non-linear activation functions are utilized to realize feature transformation.

When it comes to maxpooling layers, remaining invariant to small translations is the

key consideration to insert pooling layers in architecture. After extracting and aggregating

features through successive convolutional layers, maxpooling layer provides a summary

statistic of the nearby outputs. Maxpooling layer is an efficient component to reduce the

spatial size of feature maps without any trainable parameters. In addition, it is beneficial

to enlarge the effective receptive field (Le & Borji, 2017).

Some architectures only consist of several convolutional blocks as their backbone to

complete a complex image registration task. Instead of regressing a dense deformation

field directly, this kind of architecture is more likely to regress some dependent variables

within a lower-dimensional space to parametrize deformation field. For example, De Vos

et al. (2019) built a fully-convolutional architecture to complete cardiac cine MRI image

registration. This architecture takes a pair of images to go through three convolutional

blocks and additional convolutional layers to regress B-spline control points directly, then

the final deformation field is generated by resampling these estimated control points with
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B-spline interpolation. However, this architecture does not seem to improve the perfor-

mance compared with conventional image registration. The method yielded a dice score

of 0.87 ± 0.18 on registered cardiac cine MRI image pairs. When compared to a con-

ventional method using SimpleElastix (Marstal et al., 2016) which yielded a dice score

of 0.86 ± 0.18, this is hardly a performance improvement. Besides, the performance is

largely influenced by the user-chosen B-spline grid spacing, and B-spline may not be able

to describe a dense deformation field precisely.

Another example is that J. Wang and Zhang (2020) set up a dual-net architecture to

regress an initial velocity field, which is able to determine a transformation field according

to the Fourier representation. Similarly, each pipeline consists of only several convolu-

tional blocks, but the regressor and dependent variables are different. A high-dimensional

image can be decoupled into a real part and an imaginary part in the Fourier space, real-

ized by complex-valued operations and functions. A complex-valued convolution can be

defined as:

H ∗ X̃ = H ∗R(X̃)+ iH ∗I (X̃). (2.15)

As shown in Figure 2.1, the real part and imaginary part decoupled from an image are

fed into two separate pipelines (Rnet and Inet) respectively. In this case, the regressor is

the concatenation of corresponding parts derived from moving image and fixed images.

The outputs of Rnet and Inet are a real part and an imaginary part of the velocity field re-

spectively, these predicted parts are combined to obtain the initial complex-value velocity

field, then used to yield a deformation field between moving and fixed images. Compared

to VoxelMorph (Balakrishnan et al., 2018) achieved a 0.774 dice score, this dual-net ar-

chitecture achieved a 0.780 dice score on 2D brain image registration. Therefore, a simple

architecture is able to achieve somewhat superior performance for a complex image reg-

istration when the regressor and dependent variables are designed suitably. In addition,

training architecture in a low dimensional bandlimited space is helpful to reduce compu-

tational requirements and speed up the training time.

Furthermore, several convolutional blocks are used to construct the encoder path in
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Figure 2.1: Diagram showing the architecture of method proposed by J. Wang and
Zhang (2020)

an autoencoder network. Since image registration is also modelled as a reconstruction

problem, a conditional variational autoencoder network (Krebs et al., 2018) is built to re-

construct the fixed image by warping moving image with transformation field. As shown

in Figure 2.2, an encoder is trained to predict a latent variable to approximately describe

posterior registration probability (pθ (z |M;F)) which is defined as:

pθ (z |M;F) = N (µ(F,M),σ(F,M)). (2.16)

In Equation 2.16, the set of trainable encoder parameters is denoted by θ ; encoder out-

put is the latent vector denoted by z; mean and diagonal covariance are denoted as µ(F,M)

and σ(F,M) respectively; and moving and fixed images are denoted as M and F respec-

tively. Additionally, the moving image as conditioning data and the output of encoder

z are fed into the decoder to reconstruct fixed image. The decoder is naturally defined

as distribution pγ(F | z;M) with trainable parameters γ . The decoder is constructed with

several deconvolutional layers to upsample the latent vector to a velocity field with the

same dimension as the input. Subsequent processing in a convolutional Gaussian layer

is used to smoothen the velocity field explicitly before yielding the transformation field.

The final differentiable exponentiation layer integrates the velocity field to yield a smooth

transformation field. This autoencoder network achieved a dice score of 0.783 on MRI
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Figure 2.2: The overview of the autoencoder network proposed by Krebs et al. (2018)

cardiac image registration compared to non-diffeomorphic VoxelMorph (Balakrishnan et

al., 2018) with 0.775.

Stergios et al. (2018) built an encoder-decoder network and trained image pairs to

regress the deformation field and affine transformation parameters directly. Rather than

incorporating maxpooling layers in the encoder stage to enlarge the receptive field, this

encoder utilized dilated convolutional kernels to extract useful features within a large

receptive field. Additionally, instead of generating a lower-dimensional latent vector in

the encoder, the output of this encoder is concatenated input images along with all fea-

ture maps generated from five layers in the encoder respectively. There are two separate

pipelines in the decoder, one pipeline only adopts global average operation to reduce those

feature maps to 12-parameter parametrized affine transformation. The other pipeline is

built with a squeeze excitation block (Hu et al., 2018) followed by several convolutional

layers with non-dilated kernels. The squeeze excitation block is used to weigh the most

important features to generate a deformation field. The final transformation field is re-

trieved from the composition of affine and deformation transformation. Compared to the

performance of Symmetric Normalization (SyN) (Avants et al., 2008) implemented in the

ANTs software package, the encoder-decoder network improved the performance from

0.838 ± 0.060 to 0.914± 0.022 on dice score to complete 3D MRI lung image registra-

tion.
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Figure 2.3: A U-Net is built to regress deformation field directly (Balakrishnan et al.,
2018)

Naturally, applying skip connections in an autoencoder architecture generates a U-Net

architecture, which has been proposed to complete medical image segmentation tasks.

By replacing the classification layer applied with a sigmoid activation function at the end

of U-Net with a regression layer without any activation function, U-Net has been used

in medical image registration tasks to regress some dependent variables describing the

deformation field. For example, Balakrishnan et al. (2018) proposed a U-Net architec-

ture named VoxelMorph (Figure 2.3) to take a pair of images and regress deformation

field directly. Several convolutional blocks are used to extract features from the concate-

nated fixed and moving images, which generated a latent vector. This operation produced

efficient information representation in the encoder path. In the decoder path, the latent

vectors along with upsampling produced output of similar size as the input. Skip con-

nections are used to provide some features information in the symmetric path to predict

a deformation field. A regression layer is appended at the end of the decoder to pre-

dict a dense deformation field. VoxelMorph achieved comparable results to Symmetric

Normalization (SyN) (Avants et al., 2008) implemented in ANTs software package; dice

scores of 0.750 ± 0.137 and 0.749 ± 0.135 respectively to complete 3D MRI lung image

registration.

Similarly, Kuckertz et al. (2020) proposed a four-level U-Net to regress the deformation

field directly. In terms of regressors, there are three types of inputs fed into architecture,

including the pair of fixed and moving images, the pair of images with a segmentation

map derived from fixed image, and the pair of images with their corresponding segmenta-
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Figure 2.4: A U-Net is designed to regress intermediate variables (Dalca et al., 2018)

tion maps. Incorporating segmentation maps is beneficial to guide the network to extract

useful features based on this additional structure information. The pair of images with a

pair of segmentation maps achieved the best dice score of 0.91 ± 0.08 in a multi-modal

pelvis image registration task. The additional segmentation map derived from fixed image

was helpful to improve the performance (0.80± 0.15) compared to the performance (0.76

± 0.15) obtained from only taking image pairs as a regressor.

Instead of regressing the deformation field directly, constructing U-Net architecture is

aimed to regress intermediate variables to describe the deformation field. Dalca et al.

(2018) built the same architecture as their previous work (Balakrishnan et al., 2018). As

shown in Figure 2.4, the U-Net is trained to regress two dependent variables (i.e. the

velocity field mean µz|x;y and the velocity field variance Σz|x;y), and used to describe the

posterior registration probability (p(z | x;y)) according to Equation 2.16. Then, the most

likely velocity field is obtained for unseen image pairs by estimating the posterior registra-

tion probability. Next, seven squaring and scaling layers are used to realize diffeomorphic

integration, integrating velocity field over time to obtain the final deformation field. Com-

pared with their own previous work (Balakrishnan et al., 2018), the performance of 3D

MRI brain image registration on dice scores is improved from 0.750 ± 0.137 to 0.753 ±

0.137. This work provides a novel method and incorporates diffeomorphic integration to

complete image registration as a regression problem.

Mok and Chung (2020) completed symmetric image registration without assumption

of the transformation direction. In their work, the approximate function is denoted as

fθ (X ,Y ) = (φ
(1)
XY ,φ

(1)
Y X ). A five-level U-Net with skip connections is designed to regress a
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velocity field and its corresponding reverse direction velocity simultaneously. Thus, two

convolutional layers are appended at the end of the decoder path to output these two veloc-

ity fields respectively, including the velocity field from image X to image Y (vXY ) and the

inverse velocity field from image Y to image X (vY X ). Then these two predicted velocity

fields are integrated over time to generate corresponding transformation fields via scaling

and squaring layers. The symmetric image registration method is helpful to preserve the

topology of transformation field, thus it contributes to improving the performance of 3D

brain image registration. The dice score performance of this symmetric registration work

achieved 0.743 ± 0.113, while the performance of VoxelMorph (Dalca et al., 2018) is

0.693 ± 0.132.

With the advent of the transformer network (Vaswani et al., 2017), multi-head self-

attention mechanism as a major component has been incorporated into the design of image

registration architecture. We have mentioned that convolution operation is essentially de-

coupled into two major functions: feature aggregation and feature transformation. Multi-

head self-attention mechanism and a series of layers with non-linear functions are able

to replace convolution operations to realize these two functions respectively (Zhao et al.,

2020). To be precise, feature aggregation combines feature neighbourhood regions. The

convolution operation as implemented in deep network is essentially cross-correlation

within a small neighbourhood around (i, j), which is defined as:

S(i, j) = (I ∗K)(i, j) = ∑
m

∑
n

I(i+m, j+n)K(m,n), (2.17)

where I and K indicate input of convolutional layer and kernel respectively. Similarly

to convolution operation, a single head self-attention mechanism computes a scaled dot-

product in a neighbourhood around a centre location (i, j), and is defined as:

yi, j = ∑
a,b∈N (i, j)

so f tmax

(
qi jk>ab√

dk

)
vab, (2.18)

where queries, keys and values are denoted as q,k,v respectively, they are computed as

linear transformations from input with different trainable matrices Wq,Wk and Wv. Loca-

tion in the neighbourhood is denoted as (a,b), and a scaling factor 1√
dk

of keys dimension
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is used to reduce large gradient input to the softmax and possible exploding gradients.

Self-attention mechanism calculates the similarities between queries and keys; an opera-

tion similar to the convolution operation. Unlike convolution operations, these similarities

are normalized through softmax function to output a weight matrix with values in the in-

terval [0,1]. This weight matrix is used to give a different degree of attention to features

in different locations. When queries and keys are more similar, a higher weight value

is applicable. Weighting the most important features to the output is similar to the be-

havior of a squeeze excitation block which was used in Stergios et al. (2018). Rather

than only measuring the attention once, multi-head self-attention mechanism is designed

to calculate attentions several times in parallel. Queries, keys and values are generated

from different matrices Wq, Wk and Wv in each head. In essence, this form of attention

efficiently extracts different features from different representation subspaces. The final

attention is obtained by concatenating attentions estimated from multiple heads.

In the case of image registration, Z. Wang and Delingette (2021) trained a transformer

network to regress the deformation field between moving and fixed images. Fixed image

and moving image are split into several patches to go through the encoder and decoder

respectively. The encoder takes fixed image patches to estimate similarities among each

patch and outputs a relationship map. Moving image patches are fed into the decoder un-

der the guidance of the similarities relationship map to adjust these locations of patches,

then displacements are calculated between corresponding patches of moving and fixed im-

ages. Although a qualitative result shows that moved images look similar to fixed images

after registration through transformer network, Z. Wang and Delingette (2021) trained

MNIST dataset (Deng, 2012) to complete image registration, which is a simple dataset

compared to medical image datasets. Medical image datasets normally contain many sub-

tle features, that are often similar in appearance, and the convolutional layer is better at

capturing local features such as edges. Thus, it might be better to combine convolutional

layers and self-attention layers to complete medical image registration. Additionally, cap-

turing long-range interactions is a big challenge for convolutional layers because of the

receptive field. Convolutional kernels are only able to extract features within a small
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neighbourhood area depending on the size of the kernel, and hence it is difficult to extract

global information. In medical image registration, the larger receptive field is necessary

to help find similar features and bring them to alignment in the pair of images. Since self-

attention mechanism was advised to help memorize long-range information, it should be

advantageous in medical image registration. J. Chen et al. (2021) introduced multi-head

self-attention mechanisms into VoxelMorph network (Balakrishnan et al., 2018) to regress

a deformation field directly. Several multi-head self-attention layers were constructed to

connect the encoder and decoder, thus playing a role to capture similarities within a global

area of feature maps. The output of self-attention components is attention maps provid-

ing similarities among features in different locations. Rather than only feeding feature

maps to the decoder, this relationship information is beneficial to help the decoder to gen-

erate a deformation field. Multi-head self-attention components contribute to achieving

superior performance on 3D brain image registration giving a dice score of 0.726±0.130

compared to the performance of VoxelMorph (0.711± 0.135). The result quoted by the

authors was subject to a statistical test of significance because of the slim margin of dif-

ference. It was found that the improvement was not statistically significant relative to

the null hypothesis. Our expectation is that when small displacements are considered

attention mechanisms may not hold an advantage over convolutional networks.

In conclusion, a series of components such as convolutional blocks, skip connections,

and self-attention layers are combined to construct an architecture in different ways.

These architectures we reviewed in this section are designed to complete image regis-

tration as a regression task. In terms of regressors, registration architectures commonly

take a pair of images in a high-dimension spacing as input to extract features by several

convolutional blocks, outputting a latent low-dimension vector or several feature maps

to describe input. Sometimes additional segmentation maps are incorporated with image

pairs to provide structural information to regress a deformation field. In addition, lower-

dimensional features derived from image pairs by some external functions are fed into

architecture as well. As far as dependent variables, a variety of architectures are nor-

mally trained to regress the deformation field directly. The velocity field which is derived
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from differentiating deformation field is another optimal option to be regressed by many

architectures. Furthermore, some architectures are trained to regress some intermediate

variables to parametrize the velocity field, and additional layers are constructed to yield

the final deformation field by integrating the velocity field.

2.5 Loss Functions

The choice of loss function is very crucial in deep learning. Intuitively, loss function is

designed to guide network to optimize the set of parameters of architecture to approxi-

mate a target function from hypothesis space. Several authors have explored the nature

of loss function and its relationship with generalization abilities of networks. Rosasco et

al. (2004) investigated the theoretical behaviours of different loss functions by analyzing

how estimation error bounds change with loss functions. And the derivation of estimation

error bounds is obtained by convergence rates according to a covering number and an

explicit value. These two optimal variables vary from loss functions, thus different loss

functions result in different generalization abilities. A faster convergence rate indicates

a better generalization ability. Additionally, the nature of loss function is explained by

the flatness/sharpness of minima as well. Several works (Keskar et al., 2016; Swirszcz

et al., 2016) have suggested that the flat minima lead to a better generalization ability.

However, Dinh et al. (2017) reparametrized a network with flat minima to an equivalent

network with sharp minima, and the pair of equivalent networks have the same gener-

alization ability. Therefore, the flatness/sharpness of minima cannot be used to explain

generalization ability alone. Furthermore, the nature of loss function has been directly

visualized through a loss landscape, and how the underlying landscape of loss function

affects generalization ability was explored by Li et al. (2018). Loss function is closely re-

lated to the parameters of architecture, and there exist a lot of parameters in architecture,

thus the loss function is usually a high-dimensional function. A deeper depth of layers in

the architecture has been noted to lead to a more chaotic landscape, which in turn degrades

the generalization ability. Incorporating skip connections into a deep neural network is

helpful to prevent the loss landscape from becoming chaotic. Thus, architecture with skip
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connections is more likely to result in better generalization.

Furthermore, the loss function is a natural mathematical formulation of the informal

aim and domain knowledge of the research (Hennig & Kutlukaya, 2007). In medical im-

age registration, the aim of researchers is to align the same objects in moving images and

fixed images, thus the mathematical formula of loss function is to compute the dissimilar-

ities between a pair of images based on the same objects. Additionally, the loss function

should be able to indicate how human observers register a pair of images. Instead of

comparing pixel-wise similarities, human observers are likely to compare the similarities

between a pair of images based on the salient features. And the prominent features vary

from medical images containing various tissues. Importantly, the choice of loss function

depends on input dataset as well. Given an image, it is conceivable that either structure,

texture or objects are prominent features. A loss function tailored to a salient feature of

the image will most likely lead to faster registration.

There are three loss functions commonly used in image registration, mean squared

error (MSE), normalized cross-correlation (NCC) and structural similarity index metric

(SSIM). To be precise, MSE computes the similarities between two images only depend-

ing on the pixel-by-pixel difference, which is defined as:

LMSE =
1
n

n

∑
i
(Fpi−M′pi

)2, (2.19)

where n is the number of pixels, Fpi and M′pi
indicate pixel value at position pi in fixed

and moved image respectively.

Additionally, the texture tends to show repeated patterns in an image. It is reliable to

calculate the similarities between two images based on corresponding patches. Therefore,

NCC could be regarded as a similarity metric for texture properties of the image, which

is defined as:

LNCC =− ∑
p∈Ω

 ∑pi(Fpi−Fp)(M′pi
−M′p)√

∑p∈Ω(Fpi−Fp)2 ∑p∈Ω(M′pi
−M′p)2

2

, (2.20)

where F and M′ are fixed and moved images respectively, Ω is the domain of patches in



CHAPTER 2. LITERATURE REVIEW 27

the image. A patch consists of a center pixel (p) and the surrounding pixels (pi) thereof.

F and M′ are the local intensity means over a patch domain in fixed and moved images

respectively.

SSIM is used to calculate the image similarities based on edges and other structural

landmarks. In retinal images, thick and thin branches of blood vessels are usually domi-

nant structures. The definition is shown as follows:

LSSIM =−
(2µxµy +C1)(2σxy +C2)

(µ2
x +µ2

y +C1)(σ2
x +σ2

y +C2)
(2.21)

with

σxy =
1
N

N

∑
i=0

(xi−µx)(yi−µy), (2.22)

where x and y are moved and fixed images respectively, µ and σ indicate the mean in-

tensity and the standard deviation of an image respectively. The derivation of the overlap

part between moved and fixed images is denoted as σxy. C1 and C2 are constants to avoid

the denominator being close to 0.

In conclusion, the choice of loss function is important to ensure a good generalization

ability, and the design of loss function should consider the model design and the input

dataset as well. Most registration works are likely to choose one specific loss function to

complete registration while ignoring the characteristics of tissues in images. For example,

Balakrishnan et al. (2019) trained the same architecture with MSE and NCC to complete

3D brain image registration respectively, arriving at the dice score of 0.727± 0.146 and

0.737± 0.139, but the performance improvement might not be statistically significant

(p-value = 0.8904). In addition, Mahapatra et al. (2018) combined three different loss

functions with the same and fixed weights to complete retinal and cardiac image reg-

istration respectively. In terms of performances, the combination loss function trained

on a GAN network achieves 0.946 and 0.85 compared to a convolutional-based DIRNet

(0.91 and 0.80) on retinal and cardiac image registrations. Because the architecture and

loss function are different in these two works, it is difficult to tell whether the superior

performance comes from the change of architecture or loss function.
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2.6 Chapter Summary

This chapter reviews background knowledge of deep learning and problem formulation

of medical image registration. The definition of deep learning indicates that the design

of architectures and loss functions are crucial. Also, we regarded image registration as a

regression task. Next, we briefly reviewed several performance evaluation metrics, which

are categorized into key point-based evaluation methods and segmentation map-based

evaluation methods.

Importantly, comprehensive reviews of the state-of-the-art research in medical image

registration approaches from the perspective of architectures and loss functions are pro-

vided in Section 2.4 and Section 2.5 respectively. From the perspective of the regression

task, deep learning-based image registration methods use image data and the network pa-

rameters as independent variables to regress the transformation fields. Therefore, we re-

viewed the components of architecture from simple to complex, which are convolutional

blocks, auto-encoder, U-Net, and transformer-based architectures. Then, we analyzed

how architecture components perform differently in terms of the regressors (i.e. a pair

of images or indirect representations such as feature maps) and dependent variables (i.e.

deformation field or its variants such as velocity field).

Also, this chapter emphasizes the importance of loss functions in medical image regis-

tration. This review describes the relationship between loss functions and generalization

abilities. It suggests that loss function should be able to indicate how human observes

register a pair of images, thus we hypothesized that neural networks achieve better per-

formances when loss functions match the characteristics of images.

In conclusion, this chapter provides a theoretical background and comprehensive anal-

ysis of current registration works. Since it is still unclear how architectures, loss functions

and datasets affect registration performance, this thesis sets out to design and conduct a

series of experiments to explore the answer.



Chapter 3

Experimental Design

In this chapter, we describe details of the experiments conducted in our work, including

the design and training of networks, generation of datasets, and evaluation of the perfor-

mance of the registration achieved. Additionally, a description of the statistical signifi-

cance test conducted to determine the extent to which the observed improvement between

different experimental settings could be due to chance.

3.1 Networks

This work aims to explore the contributory factors of performance improvement attributable

to network architectural components. Specifically, we explore the factors responsible

for the relative performance of transformer-based networks in comparison with convo-

lutional neural networks. To this end, we train ViT-V-Net (J. Chen et al., 2021) and

CNN examples. Figure 3.1 shows the overview of ViT-V-Net architecture. The back-

bone of architecture is a five-level U-Net. Unlike a convolutional-based network, it in-

corporates self-attention mechanism components to connect the encoder and decoder of

U-Net. Therefore, we remove the self-attention mechanism components to construct a

pure convolutional-based network.

In order to explore how architecture sizes affects the performance of registration, we

build a family of transformer-based networks with different sizes and corresponding convolutional-

based networks. Table 3.1 shows the number of neurons in each layer of different architec-

tures. We build large, mid and small size of convolutional-based and transformer-based

29
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Figure 3.1: The overview of ViT-V-Net architecture (J. Chen et al., 2021)

networks respectively. Additionally, we build three different heads of multi-head self-

attention mechanisms for transformer-based networks, we set the number of heads to 12,

9, and 6 respectively in each size of the transformer-based network.

Table 3.1: Details of constructing different size architectures

Small size Mid size Large size
Conv-based Transformer-based Conv-based Transformer-based Conv-based Transformer-based

Encoder (8,16,16) (9,18,18) (16,16,32)
Head - 6 9 12 - 6 9 12 - 6 9 12

MLP-dimension - 1536 - 2304 - 3072
Hidden latent vector - 126 - 189 - 252

Connect layer 256 384 516
Decoder (48,24,16,16,8) (72,36,18,18,9) (96,48,32,32,16)

Parameters 0.22M 3.33M 4.69M 5.74M 0.44M 7.25M 10.42M 12.78M 0.88M 13.27M 18.69M 24.12M

3.2 Implementation Settings

Our work is implemented on the Pytorch (Paszke et al., 2019) framework. In order to

have a fair comparison, we train convolutional-based and transformer-based networks by

following the training procedures provided by the original work (J. Chen et al., 2021).

Table 3.2 shows the details of hyperparameters setting during training networks.

Table 3.2: Hyperparmaeters of training stage

Optimizer Learning rate Learning rate decay Dropout Epochs Regularization Batch Size
ADAM 1e−4 Polynomial(0.9) 0.1 500 0.02 2

3.3 Datasets Description

Given that one of our research questions (as stated in Section 1.3) is to explore how

different loss functions interact with different datasets to affect registration performance,

we created two different image datasets with various objects (i.e. retina and brain) for
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use in a series of experiments. There is a large number of publicly available retinal and

brain image datasets, but most of them do not provide image pairs information. Therefore,

they are not suited to the development and evaluation of registration algorithms. In our

work, we create our own datasets by combining several image datasets and generating

image pairs. Section 3.4 provides more detail about the motivation and process. This

section gives a brief description of the salient features of publicly available retinal and

brain datasets used in our work respectively.

3.3.1 Retinal Image Datasets

The following are brief descriptions of eight retinal image datasets used in this thesis.

HRF Dataset

High-Resolution Fundus (HRF) dataset (Budai et al., 2013) consists of 45 images, includ-

ing 15 images acquired from healthy subjects, 15 images with diabetic retinopathy and

15 images acquired from glaucomatous patients. The size of the image is 3504 × 2336,

captured at 45◦ field of view.

DIARETDB1 Dataset

DIARETDB1 dataset (Kauppi et al., 2007) consists of 89 images including 85 images

with diabetic retinopathy such as microaneurysms and 4 normal retinal images. The size

of the image is 1500 × 1152 pixels, captured at 50◦ field of view.

DRIVE Dataset

Digital Retinal Image for Vessel Extraction (DRIVE) dataset (Staal et al., 2004) was gen-

erated from 400 diabetic retinopathy subjects who are 25-90 years old. The size of the

image is 768 × 584 pixels, 8 bits per pixel and captured at a 45◦ field of view. There are

40 images randomly selected to establish the DRIVE dataset. This dataset consists of 7

images with mild early diabetic retinopathy and 33 images without any signs of diabetic

retinopathy.
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MESSIDOR Dataset

Methods to Evaluate Segmentation and Indexing Techniques in the field of Retinal Oph-

thalmology (Messidor) dataset (Decencière et al., 2014) consists of 1,200 eye fundus

colour images including 800 images with pupil dilation and 400 images without dilation.

These images are captured at 45◦ field of view. Each image is labelled with medical diag-

nosis information including retinopathy grade and risk of macular edema. This dataset is

divided into 12 subsets, each containing 100 images. The sizes of images are varied: 1440

× 960 pixels, 2240 × 1488 pixels and 2304 × 1536 pixels. It includes images captured

from healthy subjects and images with different stages of the seriousness of lesions such

as microaneurysms, exudates and hemorrhages, etc.

E-ophtha Dataset

E-ophtha Dataset (Decencière et al., 2013) contains 463 images. It is divided into two

datasets according to the different diabetic retinopathy lesions: exudates and microa-

neurysms. All lesions have been manually outlined by ophthalmologists. One dataset,

e-ophtha EX with exudate lesions, includes 47 images with pathology and 35 images

without pathologies. The other, e-ophtha MA with microaneurysms, includes 148 images

with pathology and 233 healthy images. These images are captured at 40◦ field of view.

The sizes of images are varied: 2544 × 1696, 2048×1360, 1400×960 and 1504 × 1000.

CHASE DB1 Dataset

CHASE DB1 Dataset (Fraz et al., 2012) was generated by the Child Heart and Health

Study in England (CHASE). This dataset demonstrates that early cardiovascular disease

could cause retinal vessel tortuosity. It contains 28 images with the size of 999 × 960,

captured at 30◦ field of view.

Longitudinal Diabetic Retinopathy Screening Dataset

Longitudinal diabetic retinopathy screening (LDRS) dataset (Adal et al., 2015) was taken

from 70 diabetic patients. It contains 1120 images with a resolution of 2000 × 1320

pixels, captured at a 45◦ field of view. In this dataset, four fundus images are captured
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from each eye with different fields respectively; these fields are macula-centred, optic

nerve-centered, superior and temporal regions. These images with smaller overlap are

normally used in mosaicing applications. They are registered to generate a fundus mosaic

with a larger field of view.

FIRE Dataset

Fundus Image Registration (FIRE) Dataset (Hernandez-Matas et al., 2017) is relevant for

retinal image registration studies. It consists of 129 retinal images taken from 39 patients.

These retinal images are arranged in 134 pairs, each image pair has been labelled with

ground truth correspondence (see sample images in Figure 3.2). The size of the image

is 2912 × 2912 pixels, captured at a 45◦ field of view. The database is divided into three

categories according to overlap area and the situation of anatomical changes. Category S

consists of 71 image pairs that have a large overlap area (> 75%), and they lack anatomical

changes. Category P consists of 49 image pairs in which the overlap area is smaller than

75 % and they also lack anatomical changes. Category A consists of 14 image pairs

that have large overlap areas (> 75%) and anatomical changes, such as vessel tortuosity,

microaneurysms, cotton-wool and spots.

Figure 3.2: Retinal image pairs of FIRE dataset

Summary of Retinal Image Datasets

In conclusion, Table 3.3 presents a summary of eight datasets we used in our work. The

last two datasets are specifically designed for registration task, while the other are com-
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monly used in vessel segmentation tasks and do not provide image pair information. Fig-

ure 3.3 represents five common abnormal findings in retinal images. These abnormal

findings are different from normal fundus parts in color and brightness. Figure 3.4 shows

a sample image from each dataset.

Table 3.3: Publicly available retinal image datasets

Dataset Images Resolution Field of View Lesions
HRF 45 3504 × 2336 45◦ Diabetic retinopathy, Glaucoma

DIARETDB1 89 1500 × 152 50◦
Diabetic retinopathy
(such as Microaneurysms)

DRIVE 40 565 × 584 45◦ Mild early diabetic retinopathy

MESSIDOR 1200
1440 × 960,

2240 × 1488,
2304 × 1536.

45◦
Microaneurysms,
exudates,
hemorrhages.

E-ophtha 463

2544×1696,
2048×1360,
1400×960,

1504×1000.

40◦ Exudates, microaneurysms.

CHASE DB1 28 999 × 960 30◦ Vessel tortuosity
LDRS 1120 2000 ×1320 45◦ Diabetic retinopathy

FIRE 129 2912 × 2912 45◦
Vessel tortuosity,
microaneurysms,
cotton-wool,
spots

Figure 3.3: Five common abnormal findings in diabetic retinopathy, ordered by the
increase stage of seriousness (Kauppi et al., 2007): (a) microaneuryms, (b)hemorrhages,
(c)hard exudates, (d)soft exudates, (e)neovascularization.

3.3.2 Brain Tumor Datasets

There are 3,267 MRI slice images in the brain tumor dataset (Bhuvaji et al., 2020). It is

actually a classification dataset. The brain tumor dataset is divided into four categories
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Figure 3.4: Samples from each retinal image dataset

according to the type of tumor, including 926 glioma tumor images, 937 meningioma

tumor images, 901 pituitary tumor images and 500 healthy brain images. Figure 3.5a

shows examples from different categories. The resolution of these images varies from

167× 175 to 1446× 1375; in total 440 different resolutions. In addition, there exists a

variety of viewpoints in this brain image datasets; Figure 3.5b shows some examples.

(a) Examples from different categories (b) Examples from different viewpoints

Figure 3.5: Some brain image examples
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3.4 Dataset Preprocessing

In order to address the problem of the paucity of publicly available image registration

datasets, we generated our own retinal and brain datasets respectively. The overview of

the process is described as follows. First, we combined several image datasets to create

more images. Then, we applied realistic transformations to these images to generate cor-

responding transformation images, which can be paired to complete the image registration

task. Lastly, we split these images based on stratified sampling into training, validation

and test datasets.

3.4.1 Dataset Generation

For retinal image registration, we combine HRF, DIARETDB1, DRIVE, MESSIDOR, E-

ophtha, CHASE DB1 and LDRS datasets, resulting in a total of 2,985 images. Figure 3.6

shows data distributions of each dataset and combination dataset. There exist domain dif-

ferences among these datasets because of different abnormal findings, different fields of

view and different acquisition devices, etc. These datasets represent various data distri-

butions. Combining datasets is beneficial to create a robust retinal dataset containing rich

information for training. This combination dataset actually represents a more robust data

distribution. It covers abundant underlying data patterns in retinal fundus images, includ-

ing retinal vessel structures, abnormal findings and structural lesions, etc. Given unseen

data, it is more likely to predict a closer value to desired output in the robust probability

distribution of the combined dataset. In order to have a fair and reasonable comparison,

we chose the same amount of brain images to complete brain image registration.

3.4.2 Image Resizing

Since our implementation is to train ViT-V-Net (J. Chen et al., 2021) and pure CNN

examples, we followed the input size of ViT-V-Net, which is 160× 192× 224 for 3D

images. Therefore, we need to resize 2D retinal and brain images to the size of 192×224.

In order to avoid introducing unexpected deformations, we kept the ratio of the original

resolution by setting the same resize factor on width and height. Then we extracted 192×
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Figure 3.6: Distributions of each datasets and combination dataset

224 regions of interest (RoI) on these resized images.

3.4.3 Image Pair Generation

In adult humans, the entire retina is approximately 72% of a sphere about 22mm in diame-

ter. The maximum misalignments in clinical images is in the range of±1.2 mm (De Silva

et al., 2021), therefore we calculate the maximum movement pixels (pxmax) as follows:

pxmax =
N
22
×1.2, (3.1)

where N is the number of pixels in diameter of the retinal image.

We generated three various datasets containing small-, mid- and large-displacement

image pairs respectively to explore how transformer-based network performs on differ-

ent scales of transformation field. Let us take an example of how to generate small-

displacement image pairs. In order to constrain unrealistic transformation in the real

world, the average of maximum movement pixels in these datasets is 15. In terms of

translation, the displacement is below five pixels in each direction. As for rotation, the

rotation center is limited to the 192× 224 regions of interest (RoI), and rotation degree

is limited to 0.1 rad. In terms of elastic transformation, it is a local transformation, the

displacements for each pixel are different. Thus, we randomly choose a series of values

from a Gaussian distribution, and these values are regarded as displacements for each

pixel. In addition, we randomly set standard deviation (σ ) and mean (µ) to generate dif-
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ferent Gaussian distributions. The value of σ is 0.08 to 0.1 times the width of the RoI,

and the value of µ is limited to 1 to 1.1 times the width of the RoI. More transformation

parameters are presented in Table 3.4. Therefore, we generated three retinal fundus image

registration datasets and three brain slices image registration datasets respectively.

Table 3.4: Summary of parameters to limit transformation

Parameters Small displacement Medium displacement Large displacement
Translation limitation(pixels) [-5,5] [-10,10] [-10,10]

Rotation degree [-5.73, 5.73] [-11.46, 11.46] [-11.46, 11.46]
σ [192 × 0.08, 192× 0.1]
µ [192, 192× 1.1]

maximum displacement (pixels) 15 20 25

After acquiring corresponding transformation images, we extract regions of interest

(RoI) with the size of 192× 224 pixels from the original images and transformation im-

ages respectively.

3.4.4 Dataset Split

In order to ensure that the training, validation and test subsets have a similar distribution,

stratified sampling is used to split the combination dataset into three subsets. According

to the ratio of 7:2:1, image pairs are split into training, validation and test subsets respec-

tively. Table 3.5 and Table 3.6 show details about splitting retinal and brain datasets into

subsets according to stratified sampling respectively.

Table 3.5: Details of splitting retinal images into training, validation and test subset

Dataset HRF Ddb DRIVE MES E-ophtha CHA LDRS Total
Training 32 62 28 840 324 20 784 2,090

Validation 9 18 8 240 92 6 224 597
Test 4 9 4 120 47 2 112 298

Table 3.6: Details of splitting brain images into training, validation and test subset

Dataset Glioma Meningioma Pituitary Health Total
Training 636 592 625 237 2,090

Validation 181 169 178 67 595
Test 92 84 90 34 300
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3.5 Evaluation and Statistical Significance

In our work, we use Dice Score to evaluate registration performance. Statistical sig-

nificance test is used to query the improved performance or otherwise obtained in the

experiments. This strategy has been adopted because the performance difference is usu-

ally small in magnitude. The dice score used in medical image registration ranges in

value from 0 to 1. To this end, under the hypothesis that the mean performance under

two experimental conditions is the same, a t-test and a selected significance level can be

used to assert the possibility of any observed difference being due to chance (Swinscow,

Campbell, et al., 2002). The resultant t-value is expressed as (Devore, 2008),

t =
x1− x2√(

s2
(

1
n1
+ 1

n2

)) , (3.2)

where t is the t-value, x1 and x2 are the means of two groups’ performances, and n1

and n2 indicate the number of each group of performances respectively. s2 is the pooled

standard error which is calculated by the standard deviation of each group. Equation 3.2

indicates that the t-value is related to three key components: the mean difference between

the performance of two groups of experiments, the standard deviation of each group,

and the number of performances recorded in each group. The large t-value means a

large difference between the two groups. Furthermore, a p-value (Thiese et al., 2016)

is the probability of rejecting the null hypothesis. To estimate p-value, we can use the

t-distribution table to find the corresponding value based on the t-value. We specify a

non-directional (two-tailed) test at a significance level of 0.05. Thus, at a p-value ≤ 0.05

we reject the null hypothesis of equal means since there is insufficient evidence to admit

it and assert that the observed difference is statistically significant. However, we add the

caveat that the difference could have arisen because of other factors that experimental

design may not have taken into consideration.
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3.6 Chapter Summary

Based on our research questions in Section 1.3, we designed a series of experiments to

explore how performances are affected by architectures, loss functions and datasets re-

spectively. This chapter provides details about the general experimental settings including

network components and implementation, dataset description and preprocessing.

In terms of networks, we explored the relative performance of transformer-based net-

works in comparison with convolutional networks. Therefore, we chose ViT-V-Net (J.

Chen et al., 2021) as the backbone of transformer-based networks, then we removed

multi-head self-attention components as our convolutional-based network. Moreover, in

order to explore how the size of networks affects performance, we built small, medium

and large sizes of architectures in respective transformer-based and convolutional-based

networks. Additionally, we built 6-head, 9-head and 12-head self-attention components in

transformer-based networks to investigate the relationship between the number of multi-

head self-attention components and performances.

In terms of datasets, we generated our own retinal and brain registration datasets re-

spectively to explore the relationship between loss functions and datasets. Although there

is a large number of publicly available medical images, most of them do not provide im-

age pair information. In order to address the paucity of registration datasets, we collected

2,985 images from different datasets of two human organs (i.e. retina and brain). These

combined images represent a robust data distribution, which is beneficial to contain rich

information for training. Then we applied realistic transformations to derive transformed

images, and we paired corresponding original images and transformed images as our reg-

istration datasets. Furthermore, in order to explore how transformer-based networks ad-

dress the limitation of convolutional-based networks in the task of image registration, we

generated three different datasets consisting small-, mid-, and large-displacement image

pairs.



Chapter 4

Results

In this thesis, a series of controlled experiments and ablation studies are conducted to

explore the relationship between the registration performance of architectures, loss func-

tions, datasets and maximum displacements of image pairs respectively. This chapter

presents the experimental results and their comparative analysis. In essence, this chapter

provides answers to the research questions listed in section 1.3 respectively.

For clear descriptions, before describing the result of each group of experiments, we re-

viewed specific experimental settings based on four basic parts of controlled experiments:

independent variable, dependent variable, constants and control group. In addition, there

are multiple independent variables in some of our experiments, represented in a facto-

rial design table showing multiple independent variables and their corresponding levels.

Besides, some experiments do not have constants and control groups.

For convenience, the abbreviations used in this chapter are given in Table 4.1. In ad-

dition, the symbol “∗” suffixed after a p-value indicates that the improved performance

is statistically significant. Considering that most performance differences between two

groups of experiments are statistically significant, we only pointed out those performance

differences which fail to reject the null hypothesis for the sake of avoiding cumbersome

description.

41
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Table 4.1: List of used abbreviations

Abbr. abbreviation
CNN-based Convolutional-based network
TF-based Transformer-based network
CNN-{Small- /Mid- /Large} Small- /Mid- /Large Convolutional-based network
TF-{Small- /Mid- /Large} Small-/ Mid-/ Large Transformer-based network
Diff Performance difference
RS/RM/RL Retinal Small-/ Midium- / Large-displacement dataset
BS/BM/BL Brain Small-/ Midium- / Large-displacement dataset

4.1 Network Architecture Components and Performance

The results of the experiments reported in this section explore the notion of network sizes

and components versus image registration performance, using two different architectures,

viz. convolutional networks and transformer-based networks. A set of three network

sizes, namely large, medium and small, were developed for each of the two architecture

types. The construction details have been described in Table 3.1. We hypothesize that

both convolutional-based and transformer-based architectures with large sizes are able to

improve the generalization ability of the registration network.

4.1.1 Convolutional-based Network: Size vs Performance

In the case of convolutional-based architecture trained to complete retinal image registra-

tion, Table 4.2 represents dice scores achieved by different sizes of architectures trained

with various loss functions at different scales of transformation fields, and Table 4.3 shows

the results of statistical significance test including differences and p-values. In this group

of controlled experiments, the size of architecture is the independent variable and the de-

pendent variable is dice score performance, whereas there are two extraneous variables

that would affect the dependent variable as well: loss functions and scale of transforma-

tion fields. Figure 4.1 represents the experimental settings.

Therefore, we controlled these two variables to explore how the size of architectures

affects the performance of retinal image registration in different scenarios. In order to

have a clear comparison and observation, Figure 4.2 and Figure 4.3 are derived from

Table 4.2 to show how average dice scores change with sizes of architectures under two

controlled conditions (i.e. scales of deformation fields and loss functions) respectively.
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Figure 4.1: Experimental setting of Section 4.1.1 to explore the relationship between the
size of convolutional-based network and dice score performance

Table 4.2: Dice scores for convolutional-based architectures at different sizes and dif-
ferent loss functions to complete retinal image registration at various scales of transfor-
mation fields

Small size (0.22M) Medium size (0.44M) Large size (0.88M)
Small-displacement

(Before Registration:
0.5048)

MSE 0.7560±0.0065 0.7717±0.0029 0.8063±0.0011
NCC 0.7807±0.0035 0.6464±0.1013 0.7895±0.0141
SSIM 0.8182±0.0027 0.8114±0.0163 0.8334±0.0166

Medium-displacement
(Before Registration:

0.4516)

MSE 0.7005±0.0030 0.7077±0.0133 0.7526±0.0066
NCC 0.7899±0.0135 0.5948±0.0281 0.7581±0.0258
SSIM 0.7782±0.0098 0.7820±0.0067 0.8275±0.0099

Large-displacement
(Before Registration:

0.4489)

MSE 0.6609±0.0305 0.6989±0.0045 0.7411±0.0062
NCC 0.4457±0.0377 0.5698±0.0065 0.7645±0.0084
SSIM 0.7481±0.0300 0.7776±0.0135 0.8131±0.0161

Table 4.3: Dice score differences and p-values for convolutional-based architectures at
different sizes to complete retinal image registration at various scales of transformation
fields and different loss functions

Medium-Small Large-Medium Large-Small

Small-displacement

MSE
Diff 0.0157 0.0346 0.0503

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

NCC
Diff -0.1343 0.1431 0.0088

p-value 0.0022∗ 0.0014∗ 0.1087

SSIM
Diff -0.0068 0.0220 0.0152

p-value 0.2638 0.0181∗ 0.0228∗

Medium-displacement

MSE
Diff 0.0072 0.0449 0.0521

p-value 0.1575 < 0.0001∗ < 0.0001∗

NCC
Diff -0.1951 0.1633 -0.0318

p-value < 0.0001∗ < 0.0001∗ 0.0080∗

SSIM
Diff 0.0038 0.0455 0.0493

p-value 0.3806 < 0.0001∗ < 0.0001∗

Large-displacement

MSE
Diff 0.0380 0.0422 0.0802

p-value 0.0036∗ < 0.0001∗ < 0.0001∗

NCC
Diff 0.1241 0.1947 0.3188

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM
Diff 0.0295 0.0355 0.0650

p-value 0.0237∗ 0.0003∗ < 0.0001∗
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In the case of controlling scales of transformation fields, Figure 4.2 represents three line

graphs to explore the relationship between the size of convolutional-based architectures

and dice scores at three different scales of transformation fields: small, medium and large

displacement respectively. In each subgraph, three lines describe the relationship between

performance and architecture size for three respective loss functions (MSE, NCC and

SSIM). The implications of the three lines are described in conjunction with the relative

differences and their statistical significance as shown in Table 4.3.

As shown in Figure 4.2a, for small displacement, the performance of convolutional-

based architecture trained with SSIM loss decreased from small- to medium-sized net-

work (0.8182 to 0.8114) and then increased for a large-sized network. The statistical

significance test (p-value = 0.2638) suggests that the decrease may not be due to the

difference in size (at least as defined in our experiment). However, the increase in perfor-

mance (0.8114 to 0.8334) achieved by the large-sized network is statistically significant

and would suggest that the network size influences the performance. Also, the perfor-

mance of convolutional-based architecture trained with MSE loss steadily increased from

small-sized to medium-sized and then large-sized networks. The increases are also statis-

tically significant. Additionally, the results for convolutional-based networks trained with

NCC loss decreased sharply from small- to medium-sized networks (0.7807 to 0.6464),

the decrease in performance (p-value = 0.0022) is statistically significant. The perfor-

mance then increased to 0.7895 in the large-sized network. As for statistical significance

tests, the p-value (0.0014) suggests that this improvement is influenced by the size of

the network. However, compared to the small-sized network, the p-value (0.2087) indi-

cates that the mild increase in performance from small- to large-sized networks (0.7807

to 0.7895) is not statistically significant. Similarly to Figure 4.2a, Figure 4.2b depicts

the results of the convolutional-based architectures trained with three loss functions for

medium-displacement retinal image registration. The performance of SSIM remained

stable from small- to medium-sized networks (0.7782 and 0.7820) and then went up to

0.8275 achieved by the large-sized network. The result of the statistical significance test

achieved a lower p-value than 0.0001 and would suggest that the growth in performance
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is caused by the increased size of the network. Likewise, the performances of networks

trained with MSE loss rose slightly from small- to medium-sized networks (0.7005 to

0.7077), then the performance rose to 0.7526 achieved by the large-sized network. In

this case, the increase is not statistical significant (p-value = 0.1575) between small-

and medium-sized networks while the performance improvement from medium- to large-

sized networks is statistically significant (p-value <0.0001). In terms of the results of

convolutional-based networks trained with NCC loss function, the medium-sized network

degraded the performance significantly compared to the small-sized network (0.7899 to

0.5948). Even though the performance achieved an improvement to 0.7581 by the large-

sized network, the large-sized network did not behave as well as the small-sized net-

work. Compared to the small-sized network, these performance decreases in medium-

and large-sized networks are statistically significant. Lastly, for large displacement, the

performances of convolutional-based networks at different sizes are represented in Fig-

ure 4.2c. Both the performances of convolutional-based networks trained with SSIM and

MSE loss functions showed gradual increases from small- to medium- and then to large-

sized networks. Also, training with NCC grew the performance rapidly from 0.4457 to

0.5698 and to 0.7645; achieved by small-, medium- and large-sized networks respectively.

Importantly, these improved performances acquired from all cases in large-displacement

retinal image registration are statistically significant.

(a) Small-displacement (b) Medium-displacement (c) Large-displacement

Figure 4.2: Average dice scores of convolutional-based architectures at different sizes
interacted with different loss functions to complete retinal image registration

Under the controlled condition of loss functions, Figure 4.3 shows how average dice

scores change with different sizes of CNN-based architectures to complete retinal image

registration trained with a set of loss functions: MSE, NCC and SSIM. Each line in the
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(a) MSE (b) NCC (c) SSIM

Figure 4.3: Average dice scores of convolutional-based architectures at different sizes
interacted with scales of transformation fields to complete retinal image registration

subgraph represents the change of performance at small-, mid- and large-displacement

transformation fields respectively. First, the performances of convolutional-based net-

works trained with MSE loss are shown in Figure 4.3a. Overall, all three lines show

an upward trend. Both the performances of convolutional-based networks in small- and

large-displacement transformation fields increased gradually from small- to medium- and

to large-sized networks; all increases are statistically significant. In contrast, for mid-

displacement image registration, the performance increased mildly from small- to medium-

sized networks (0.7005 to 0.7077) and then it increased sharply from medium- to large-

sized networks (0.7077 to 0.7526). The mild increase is not statistically significant (p-

value = 0.1575), which suggests that the larger size is not helpful to improve performance

in this case. However, with the increasing size of networks, these improved performances

are statistically significant with a lower p-value than 0.0001. Second, Figure 4.3b shows

the change in convolutional-based networks performance trained with NCC loss. The

performance plunged to hit the lowest points at medium-sized networks both in small-

and mid-displacement transformation fields, whereas the performance of large-sized net-

works went up to a comparable dice score as small-sized networks. However, the per-

formance showed rapid growth from small- to medium- then to large-sized networks in

the large-displacement transformation field. As for the results of statistical significance

tests, all performance differences are successful to reject the null hypothesis except the

difference (p-value = 0.1087) between the small- and large-sized networks in medium-

displacement. Lastly, the performances of convolutional-based networks trained with

SSIM are represented in Figure 4.3c. For small-displacement retinal image registration,
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the performance decreased gently from small- to medium-sized networks while the per-

formance increased from medium- to large-sized networks. The performance achieved

0.8182, 0.8114, and 0.8334 at small-, medium- and large-sized networks respectively. In

comparison, the performance increased slightly from small- to medium-sized networks

(0.7782 to 0.7820) and then surged to 0.8275, achieved by the large-sized network with

the mid-displacement transformation field. Similarly, in large-displacement registration,

the performance showed a steady upward trend from small- to medium- and to large-sized

networks. These increases in the performance of the adjacent size networks (0.7481 to

0.7776 to 0.8131) are statistically significant.

4.1.2 Transformer-based Network: Size vs Performance

Similarly to the previous subsection, a set of transformer-based networks constructed with

various sizes are trained to complete retinal image registration. Figure 4.4 represents

experimental settings based on independent and dependent variables.

Figure 4.4: Experimental setting of Section 4.1.2 to explore the relationship between the
size of transformer-based network and dice score performance

Table 4.4 and Table 4.5 represent the registration performance in dice score and the

statistical significance test respectively. Additionally, how the performance changes with

the size of transformer-based architectures are shown in Figure 4.5 and Figure 4.6 which

are derived from Table 4.4 according to different controlled conditions.
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Specifically, Figure 4.5 containing three subgraphs depicts the relationship between

performance and the size of architecture trained with various loss functions under a con-

trolled scale of transformation field (small-, mid- and large-displacement). As shown in

Figure 4.5a, at small-displacement transformation field, the performances of transformer-

based networks trained with SSIM gradually grew from small- to medium- and to large-

sized networks (0.8141 to 0.8275 and to 0.8506 in dice score). In this case, all increases

are statistically significant. However, the medium-sized network trained with MSE de-

graded slightly compared to the small-sized network (0.7588 to 0.7560), the performance

difference is not statistically significant (p-value = 0.7274) and would suggest that the

mild decrease is not due to the size of networks. Then, the performance of the large-sized

network rose to 0.8066 and the growth is statistically significant (p-value <0.0001). Con-

versely, the performances of transformer-based networks trained with NCC rose steadily

over the set of different sizes. The performance increased from 0.6224 to 0.6999 and to

0.7928 in dice scores; achieved by small-, medium- and large-sized transformer-based

networks respectively. Importantly, these increases are recognised as statistically signif-

icant, which suggests that the performance is affected by the size of the network in this

case. Similarly to Figure 4.5a, Figure 4.5b shows the performances of transformer-based

networks at medium-displacement transformation field. The performances of networks

trained with SSIM and MSE showed a continual upward trend from small- to medium- and

large-sized networks. As for SSIM, the performances increased from 0.7562 to 0.7855

and to 0.8280 in dice scores. Similarly, the performances of MSE rose from 0.6972 to

0.7132 and to 0.7579. All the observed increases in these cases are statistically signif-

icant. Also, the performances of NCC increased sharply from small- to medium-sized

networks (0.5421 to 0.7924), and then increased smoothly to 0.8175 in the large-sized

network. The results of statistical significance tests for all these increases acquired lower

p-values than 0.0001. Likewise, the performances of transformer-based networks in the

large-displacement transformation field are shown in Figure 4.5c. As for training with

SSIM, the performances remained stable (0.7617 and 0.7619) in small- and medium-sized

networks, this trivial difference (p-value = 0.9803) is not statistically significant. Com-
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pared to the medium-sized network, the performance of the large-sized network gained

0.0657 to 0.8280 in dice scores. This marked increase is statistically significant (p-values

<0.0001). Correspondingly, the performances of MSE showed a gradual upward trend

from 0.6702 to 0.7083 and to 0.7458; achieved by small- to medium- and large-sized net-

works respectively. Also, all these rises (p-values <0.0001) are statistically significant.

In terms of training with NCC, there was a substantial increase in performance of small-

and medium-sized networks (0.4432 to 0.7506), p-value of this difference is lower than

0.0001 and it suggests that the performance is due to the increased size of the networks.

Then the performance rose marginally from 0.7506 to 0.7678 achieved by medium- and

large-sized networks respectively, while this mild increase (p-value = 0.0057) is statisti-

cally significant.

Meanwhile, Figure 4.6 represents how the performance changes with the size of transformer-

based networks under the controlled condition of three loss functions: MSE, NCC and

SSIM. As shown in Figure 4.6a, there are three lines to depict the performances of

transformer-based networks trained with MSE loss at different scales of transformation

fields. Since we have mentioned specific values for the comparison of performance when

describing Figure 4.5, we pay attention to describing the trend of change at different

scales of the transformation fields. In small-displacement transformation field, the slight

decrease from small- to medium-sized networks is not statistically significant (p-value

= 0.7274), but the increase from medium- to large-sized networks is statistically sig-

nificant. Also, in the medium-displacement transformation field, the growth was gentle

from small- to medium-sized networks, then became sharper from medium- to large-sized

networks. In the case of the large-displacement transformation field, the performance

increased steadily between the adjacent-sized network. Furthermore, all increases in

medium- and large-displacement transformation fields are statistically significant. Cor-

respondingly, Figure 4.6b represents the performances of transformer-based networks

trained with NCC loss. How the performance changes with the size of networks in the

small-displacement transformation field showed different behaviours compared to the per-

formance of transformer-based networks in mid- and large-displacement transformation
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fields. To be precise, the performances of transformer-based networks rose steadily with

the increasing size of networks in the small-displacement transformation field, and these

rises are statistically significant. Conversely, in medium- and large-displacement trans-

formation fields, the performance surged from small- to medium-sized and grew gently

to large-sized networks. In these cases, all performance differences are recognized as

statistically significant. Also, the performances of transformer-based networks trained

with SSIM loss are shown in Figure 4.6c. In small- and mid- displacement transfor-

mation fields, the performance of transformer-based networks increased steadily among

the adjacent-sized network. In the large-displacement transformation field, the perfor-

mance remained stable from small- to medium-sized networks, and then the performance

rose abruptly from medium- to large-sized networks. Except in the case of the large-

displacement transformation field where the slight performance difference between the

small- and medium-sized network is not statistically significant (p-value = 0.9893), all

increases are deemed statistically significant (p-value <0.0001).

Table 4.4: Dice scores for transformer-based architectures at different sizes and different
loss functions to complete retinal image registration at various scales of transformation
fields

Small size (5.74M) Medium size (12.78M) Large size (24.12M)
Small-displacement

(Before Registration:
0.5048)

MSE 0.7588±0.0082 0.7560±0.0207 0.8066±0.0038
NCC 0.6224±0.0695 0.6999±0.0034 0.7928±0.0067
SSIM 0.8141±0.0072 0.8275±0.0020 0.8506±0.0089

Medium-displacement
(Before Registration:

0.4516)

MSE 0.6972±0.0150 0.7132±0.0037 0.7579±0.0039
NCC 0.5421±0.1174 0.7924±0.0038 0.8175±0.0065
SSIM 0.7562±0.0183 0.7855±0.0176 0.8280±0.0202

Large-displacement
(Before Registration:

0.4489)

MSE 0.6702±0.0187 0.7083±0.0069 0.7458±0.0112
NCC 0.4432±0.1677 0.7506±0.0106 0.7678±0.0105
SSIM 0.7617±0.0159 0.7619±0.0160 0.8276±0.0050

(a) Small-displacement (b) Medium-displacement (c) Large-displacement

Figure 4.5: Average dice scores of transformer-based architectures at different sizes
interacted with different loss functions to complete retinal image registration
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Table 4.5: Dice score differences and p-values for transformer-based architectures at
different sizes to complete retinal image registration at various scales of transformation
fields and different loss functions

Medium-Small Large-Medium Large-Small

Small-displacement

MSE
Diff -0.0028 0.0506 0.0478

p-value 0.7274 < 0.0001∗ < 0.0001∗

NCC
Diff 0.0775 0.0929 0.1704

p-value 0.0071∗ < 0.0001∗ < 0.0001∗

SSIM
Diff 0.0134 0.0231 0.0365

p-value 0.0002∗ < 0.0001∗ < 0.0001∗

Medium-displacement

MSE
Diff 0.0160 0.0447 0.0607

p-value 0.0110∗ < 0.0001∗ < 0.0001∗

NCC
Diff 0.2503 0.0251 0.2754

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM
Diff 0.0293 0.0425 0.0718

p-value 0.0057∗ 0.0005∗ < 0.0001∗

Large-displacement

MSE
Diff 0.0381 0.0375 0.0756

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

NCC
Diff 0.3074 0.0172 0.3246

p-value < 0.0001∗ 0.0057∗ < 0.0001∗

SSIM
Diff 0.0002 0.0657 0.0659

p-value 0.9803 < 0.0001∗ < 0.0001∗

(a) MSE (b) NCC (c) SSIM

Figure 4.6: Average dice scores of transformer-based architectures at different sizes
interacted with scales of transformation fields to complete retinal image registration
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4.1.3 Transformer-based Network: Multi-head vs Performance

The above experiments were conducted to explore the effect of different sizes from the

general viewpoint of architectures, viz. convolutional-based networks and transformer-

based networks. Compared to a convolutional-based network, the only additional com-

ponent in a transformer-based network is the multi-head self-attention mechanism. How-

ever, it is not clear how the multi-head self-attention component affects the performance

of transformer-based networks in a variety of network sizes (small, medium and large).

Therefore, we further explored transformer-based networks by conducting additional con-

trolled experiments, where the independent variable is the number of heads in self-attention

components and dice score performance is the dependent variable. As shown in Fig-

ure 4.1.3, a set of three multi-head self-attention components, namely 6-head, 9-head and

12-head, were incorporated to construct transformer-based networks at different sizes. In

order to maintain a low level of variability, we trained transformer-based architectures

with SSIM loss to complete small-displacement retinal image registration. Besides, the

Figure 4.7: Experimental setting of Section 4.1.3 to explore how the number of heads
in self-attention components affects the performance of transformer-based networks in
retinal image registration

performances are compared to the set of convolutional-based networks at corresponding

sizes. Consequently, Table 4.6 represents the results of transformer-based networks with

various multi-head self-attention components at different network sizes and the results

of the corresponding convolutional-based networks. Meanwhile, Table 4.7 shows differ-
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ences and the results of the statistical significance tests (p-values) to ascertain whether

the performance is affected by multi-head self-attention components. Also, we extracted

information from Table 4.6 to draw a line graph for the sake of clearly observing and com-

paring how performance changes with multi-head self-attention components at different

sizes of networks.

As shown in Figure 4.8, the performance of convolutional-based networks (baseline)

decreased slightly from small- to medium-sized networks (0.8182 to 0.8114), and then

the performance gained a rapid growth from medium- to large-sized networks which ar-

rived at the best performance of 0.8334 in dice score. Conversely, the performance of

transformer-based networks with various numbers of heads in self-attention components

showed different behaviours. To be precise, 6-head transformer-based network gained

a marked improvement to reach a peak from small- (0.8141) to medium-sized networks

(0.8275), while the performance fell sharply to 0.8205 at the large-sized network. On the

contrary, the performance of a 9-head transformer-based network declined considerably

from small- to medium-sized networks (0.8260 to 0.8007), then the performance surged

to the highest point (0.8502) at the large-sized network. Besides, the performance of a

12-head transformer-based networks rose gently from small- to medium-sized networks

(0.7897 to 0.7928) and then grew rapidly to 0.8506 achieved by the large-sized network.

Compared to the baseline (i.e. the performance of the corresponding sizes of convolutional-

based networks), in the case of small-sized networks, the 9-head transformer-based net-

work achieved the best performance, which was 0.0078 higher than the small-sized convolutional-

based network (0.8182). Importantly, the result of the statistical significance test for

the sharp difference achieved a lower p-value than 0.0001, and it would suggest that

the 9-head self-attention component contributes to improving performance significantly.

However, the performance of the 6-head transformer-based network is comparable to the

baseline (0.8141 and 0.8182), the slight difference is not deemed statistically significant

(p-value = 0.1538). Additionally, the performance of the 12-head transformer-based net-

work hit the lowest performance of 0.7897, the dramatic decline compared to the baseline

(0.8182) is statistically significant (p-value = 0.0068). When it comes to a medium-
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sized network, incorporating a 6-head self-attention component is beneficial to gain an

increase, and the improvement is statistically significant (p-value = 0.0150). Except

that 6-head transformer-based network outperformed the medium-sized convolutional-

based network, 9-head and 12-head transformer-based networks underperformed relative

to the baselines, but these marginal decreases are not statistically significant, for their

p-values are 0.1735 and 0.1409 respectively. Lastly, as for large-sized networks, the

performance of the 6-head transformer-based network (0.8205) was slightly under base-

line, i.e. the large-sized convolutional-based performance (0.8334), whereas the slight

decrease is not statistically significant (p-value = 0.3017). With the increasing number

of heads in transformer-based networks, 9-head and 12-head transformer-based networks

outperformed the baseline considerably, achieving 0.8502 and 0.8506 respectively. These

sharp growths acquired p-values around 0.02 in the statistical significance test. Therefore,

these improved performances are likely owed to incorporating multi-heads self-attention

components in these cases.

Table 4.6: Dice scores for multi-head self-attention components to complete small-
displacement retinal image registration with SSIM loss function

CNN-based (baseline)
Transformer-based

6-Head 9-Head 12-Head
Small-size 0.8182 ± 0.0027 0.8141 ± 0.0072 0.8260 ± 0.0004 0.7897 ± 0.0253

Medium-size 0.8114 ± 0.0163 0.8275 ± 0.0020 0.8007 ± 0.0134 0.7928 ± 0.0295
Large-size 0.8334 ± 0.0166 0.8205 ± 0.0297 0.8502 ± 0.0089 0.8506 ± 0.0089

Table 4.7: p-values for multi-head self-attention components to complete small-
displacement retinal image registration with SSIM loss function

6-Head 9-Head 12-Head

Small-size
Diff(TF-CNN) -0.0041 0.0078 -0.0285

p-value 0.1538 < 0.0001∗ 0.0068∗

Medium-size
Diff(TF-CNN) 0.0161 -0.0107 -0.0186

p-value 0.0150∗ 0.1735 0.1409

Large-size
Diff(TF-CNN) -0.0129 0.0168 0.0172

p-value 0.3017 0.0244∗ 0.0217∗
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Figure 4.8: Average dice scores of transformer-based architectures changed with the
size and number of multi-head self-attention components in retinal image registration

4.2 Further Exploration of Transformer-based Architec-
ture

Generally, most transformer-based networks outperformed convolutional-based networks

in previous experiments, and the performance of transformer-based architecture has been

explained by the ability to find relationships between distant features in the image. Thus,

the question arises as to the scale of the deformation field at which transformer-based

architecture becomes superior in performance relative to convolution-based architecture.

Our expectation is that the answer is not straightforward, since there are other factors to be

taken into consideration, including datasets and loss functions. In this section, we explore

how the transformer-based network addresses the limitation of the convolutional-based

network in medical image registration by conducting a series of controlled experiments.

Instead of comparing the specific dice score of convolutional-based and transformer-

based networks respectively, we describe how the difference in average dice scores be-

tween these networks changes with scales of transformation fields to provide a more in-

tuitive comparison. To keep other external variables the same, namely the size of net-

works and the number of heads in self-attention components, we trained the large-sized
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convolutional-based network and 12-head large-sized transformer-based network under

different controlled conditions such as datasets including retinal images and brain im-

ages, and a set of three loss functions: MSE, NCC and SSIM.

4.2.1 Retinal Image Registration: Scale of Transformation Field vs
Performance Differences

In the context of retinal image registration, Figure 4.9 represents the experimental set-

tings. As shown in Table 4.8, we compared the performance of large-sized convolutional-

Figure 4.9: Experimental setting of Section 4.2.1 to explore how transformer-based
networks address limitation of convolutional-based networks in retinal image registration

based network (Table 4.2) and large-sized 12-head transformer-based network (Table 4.4)

in retinal image registration. The results of the statistical significance tests are provided

as well. In addition, Figure 4.10a represents the differences in average dice scores be-

tween convolutional-based and transformer-based networks at three different scales of

transformation fields. Generally, the performance of transformer-based networks ex-

ceeded convolutional-based networks in all cases, but most of these improved perfor-

mances are trivial, and from Table 4.8, the results of statistical significance tests acquired

higher p-values than 0.05, which suggests these difference performances are not statis-

tically significant. Under the controlled condition of loss functions, the difference be-

tween transformer-based and convolutional-based networks trained with NCC showed

the most prominent change with scales of transformation fields. The improvement of
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the transformer-based network trained with NCC compared with the convolutional-based

network went up to reach the peak from small- to mid-displacement transformation fields

(0.0033 to 0.0594). After this considerable increase, the improvement fell back at large-

displacement transformation field (0.0033) as the same as the difference at small-displacement

transformation field. In this case, these mild improvements at small- and large-displacement

transformation fields are not statistically significant, which acquired p-value 0.5595 and

0.4990 respectively. Nevertheless, the improvement at mid-displacement transforma-

tion field is statistically significant (p-value <0.0001). Therefore, apart from the im-

proved performance at the medium-displacement transformation field, transformer-based

networks were not able to achieve superior performance than convolutional-based net-

works at small- and large-displacement transformation fields. In contrast, the improve-

ment in the case of SSIM loss decreased from small- to mid-displacement transformation

fields (0.0172 to 0.0005) while it went up to 0.0145 at the large-displacement transfor-

mation field. As for the statistical significance test, the differences at small- and large-

displacement transformation fields are statistically significant; their p-values are 0.0217

and 0.0290 respectively. Besides, the slight improvement at the mid-displacement trans-

formation field is not statistically significant (p-value = 0.9508). In the case of MSE loss,

the improved performance slightly increased from 0.0003 to 0.0053 and decreased gently

to 0.0047 at small-, mid- and large-displacement transformation fields. As a result, none

of these mild improvements is statistically significant.

Furthermore, we observed how these improvements vary with loss functions under the

controlled condition of the scale of transformation fields. At the small-displacement trans-

formation field, the improved performance achieved the highest point when networks are

trained with SSIM loss (0.0172). Also, the result of the statistical significance test (p-

value = 0.0217) indicated that the improvement is statistically significant. As for NCC

and MSE losses, the performances of convolutional-based networks were closely near

to transformer-based networks, and these differences (0.0033 and 0.0003) are not statis-

tically significant. When it comes to the mid-displacement transformation field, NCC

loss was the most helpful loss function to enlarge the gap between the performance of
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transformer-based and convolutional-based networks, and the increase of 0.0594 is recog-

nized as statistically significant. Conversely, in the case of MSE and CNN loss functions,

these mild improvements (0.0053 and 0.0005) are not statistically significant. Similarly to

the case of the small-displacement transformation field, at the large-displacement trans-

formation field, the improved performance is statistically significant only when networks

are trained with SSIM loss (p-value = 0.0290). Apart from SSIM loss, the differences be-

tween convolutional-based and transformer-based networks trained with MSE and NCC

losses were trivial (0.0047 and 0.0033), these tiny differences are not statistically signifi-

cant.

Table 4.8: Dice score differences and p-values between convolutional-based and
transformer-based architectures at different scales of transformation fields and loss func-
tions in retinal image registration

Small-displacement Medium-displacement Large-displacement

MSE
Diff(TF-CNN) 0.0003 0.0053 0.0047

p-value 0.8333 0.0708 0.3167

NCC
Diff(TF-CNN) 0.0033 0.0594 0.0033

p-value 0.5595 < 0.0001∗ 0.4990

SSIM
Diff(TF-CNN) 0.0172 0.0005 0.0145

p-value 0.0217∗ 0.9508 0.0290∗

(a) Retinal image registration (b) Brain image registration

Figure 4.10: The differences of average dice scores between transformer-based and
convolutional-based networks at different scales of transformation fields and loss func-
tions

4.2.2 Brain Image Registration: Scale of Transformation Field vs
Performance Differences

In order to investigate whether the transformer-based architecture is able to addresses

the limitation of the convolutional-based architecture on other datasets, we conducted
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the same controlled experiments on brain slice datasets. The experimental settings are

shown in Figure 4.11. Table 4.9 and Table 4.10 represent the performances of large-sized

Figure 4.11: Experimental setting of Section 4.2.2 to explore how transformer-based
networks address the limitation of convolutional-based networks in brain image registra-
tion

convolutional-based network and 12-head large-sized transformer-based network respec-

tively. Further, Table 4.11 shows the comparison between the performance of transformer-

based and convolutional-based networks in a variety of cases, and it shows the results of

the statistical significance test. How the performance difference changes with scales of

transformation fields in terms of various loss functions can be seen clearly in Figure 4.10b.

Since all p-values are lower than 0.0001, we omit to describe the results of statistical sig-

nificance tests for these performance differences in the later description of Figure 4.10b

for brevity.

As shown in Figure 4.10b, in the case of MSE loss function, the performance of

transformer-based networks were 0.023 and 0.024 higher than convolutional-based net-

works at small- and medium-displacement transformation fields respectively, while convolutional-

based overtook transformer-based network by 0.0264 at large-displacement transforma-

tion field. In contrast, the difference between the performance of transformer-based

and convolutional-based networks changed differently under the guidance of NCC loss.

Precisely, the transformer-based network trained with NCC surpassed the convolutional-

based network by 0.023 at the small-displacement transformation field. However, transformer-
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based networks deteriorated the performance compared to convolutional-based networks

at mid- and large-displacement transformation fields by 0.0154 and 0.0026 respectively.

In terms of SSIM loss, the transformer-based network degraded in performance by 0.0065

compared with the convolutional-based network at the small-displacement transformation

field. With the increasing displacement in the transformation field, transformer-based

networks achieved 0.0257 and 0.0021 higher performance than convolutional-based net-

works at mid- and large-displacement transformation fields.

Moreover, the performance difference between convolutional-based and transformer-

based networks varied with loss functions at the same scale of transformation field. At the

small-displacement transformation field, transformer-based networks transcended convolutional-

based networks under the guidance of NCC and MSE losses, but the transformer-based

network trained with SSIM loss failed to show its advantage to achieve superior per-

formance. Still, at the mid-displacement transformation field, SSIM and MSE losses

were able to guide transformer-based networks to exhibit superior performance, while the

transformer-based network was outperformed by the convolutional-based network under

the guidance of NCC loss. At the large-displacement transformation field, except that

SSIM loss, NCC and MSE loss were not supportive for transformer-based networks to

outperform convolutional-based networks.

Table 4.9: Dice scores for the convolutional-based architecture at different scales of
transformation fields and loss functions in brain image registration

Small-displacement Medium-displacement Large-displacement
Before 0.5953 0.4939 0.4517
MSE 0.9045±0.0073 0.7721±0.0040 0.7063±0.0046
NCC 0.5456±0.0019 0.4507±0.0044 0.4563±0.0003
SSIM 0.8213±0.0007 0.7150±0.0020 0.7102±0.0002

Table 4.10: Dice scores for the transformer-based architecture at different scales of trans-
formation fields and loss functions in brain image registration

Small-displacement Medium-displacment Large-displacement
Before 0.5953 0.4939 0.4517
MSE 0.9275±0.0003 0.7961±0.0037 0.6799±0.0040
NCC 0.5717±0.0006 0.4353±0.0017 0.4537±0
SSIM 0.8148±0.0002 0.7407±0.0003 0.7123±0.0003
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Table 4.11: Differences and p-values between convolutional-based and transformer-
based architectures at different scales of transformation fields and loss functions in brain
image registration

Small-displacement Medium-displacement Large-displacement

MSE
Diff(TF-CNN) 0.0230 0.0240 -0.0264

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

NCC
Diff(TF-CNN) 0.0261 -0.0154 -0.0026

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM
Diff(TF-CNN) -0.0065 0.0257 0.0021

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

4.3 Loss Functions and Architectures

Since we noticed that loss functions affected architectures in different ways in previous

experiments, we conducted a series of experiments in this section to explore how a set

of loss functions, namely MSE, NCC and SSIM loss, interact with different architectures

viz. convolutional-based network and transformer-based network to affect registration

performance. Thus, the experiment design is a 3×2 factorial design including two factors

(i.e. loss functions with 3 levels and architectures with 2 levels) under the controlled

conditions of datasets and scales of transformation fields. Figure 4.12 and Figure 4.14

represent experimental settings in retinal and brain image registration respectively. In

the evaluation, we compared the performance among the set of loss functions at different

scales of transformation fields in terms of the same large-sized architectures.

4.3.1 Retinal Image Registration: Loss functions vs Performance

In retinal image registration, based on the performance of large-sized convolutional-based

networks trained with MSE, NCC and SSIM loss functions as shown in Table 4.2, Ta-

ble 4.12 denotes these differences among various loss functions and corresponding p-

values. In a similar manner, Table 4.13 shows these performance differences in terms of

transformer-based networks, which were derived from Table 4.4. In order to have a clear

comparison and observation, Figure 4.13 contains three subgraphs to show how average

dice scores change with two independent variables/factors (i.e. loss functions and archi-

tectures) at various scales of transformation fields: small-, mid- and large-displacement

transformation fields respectively.

As shown in Figure 4.13a, for the small-displacement transformation field, the per-
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Figure 4.12: Experimental setting of Section 4.3.1 to explore how loss functions inter-
acting with architectures affect the performance of retinal image registration

formance of convolutional-based networks (depicted in blue solid line) decreased from

0.8063 to 0.7895 and then increased to 0.8334; achieved by the guidance of MSE, NCC

and SSIM loss function respectively. The statistical significance test (p-value = 0.0083)

suggests that the decrease in performance may be due to training the convolutional-based

network with NCC instead of MSE loss function. Also, the increase in performance from

NCC to SSIM loss function and the increase from MSE to SSIM are statistically sig-

nificant; their p-values are 0.0004 and less than 0.0001 respectively. Similarly to the

performance of convolutional-based networks, the performance of transformer-based net-

works (depicted in green dashed line) decreased from MSE to NCC (0.8066 to 0.7928)

and increased when the network is trained with SSIM loss function (0.8506). As for

the statistical significance tests, these lower p-values suggest that all differences among

performances are caused by the guidance of different loss functions. Correspondingly,

Figure 4.13b represents the performance of convolutional-based and transformer-based

networks trained with various loss functions at the mid-displacement transformation field.

In terms of convolutional-based network, the performance increased slightly from MSE

to NCC (0.7526 to 0.7581), the slight difference is not statistically significant (p-value

= 0.5684). The performance then increased sharply to 0.8275 in the case of training

the convolutional-based network with SSIM loss function. As for the statistical signifi-
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cance test, the p-value is less than 0.0001, which would suggest that the improvement

may be influenced by the choice of loss functions. Also, the improved performance

between MSE and SSIM loss function (0.7526 to 0.8275) is statistically significant (p-

value <0.0001). Conversely, the performance of transformer-based networks increased

sharply from MSE to NCC (0.7579 to 0.8175), the result of the statistical significance

test gained a lower p-value less than 0.0001. Then the performance increased slightly to

SSIM (0.8280), the slight performance difference between NCC and SSIM loss function

is not statistical significant (p-value = 0.1834). However, compared to the performance

of MSE loss function, the statistical significance test (p-value <0.0001) would suggest

that SSIM loss function is better than MSE to guide the transformer-based network to

complete mid-displacement retinal image registration. Lastly, as shown in Figure 4.13c,

for the large-displacement transformation field, the performance of convolutional-based

and transformer-based networks trained with different loss functions showed a continual

upward trend from MSE to NCC and to SSIM loss function. As for convolutional-based

networks, the performance increased from 0.7411 to 0.7645 and to 0.8131 in dice score.

Similarly, the performance of transformer-based networks rose from 0.7458 to 0.7678 and

to 0.8276. All the observed increases in these cases are statistically significant. Therefore,

these improved performances are likely owed to the choice of the loss function in these

cases.

(a) Small-displacement (b) Mid-displacement (c) Large-displacement

Figure 4.13: Average dice scores of different architectures trained with different loss
functions at various scales of transformation fields in retinal image registration
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Table 4.12: p-values for the convolutional-based architecture at different scales of trans-
formation fields and loss functions in retinal image registration

Small-displacement Medium-displacement Large-displacement

NCC-MSE
Diff -0.0252 0.0055 0.0234

p-value 0.0083∗ 0.5684 < 0.0001∗

SSIM-MSE
Diff 0.0271 0.0749 0.0720

p-value 0.0004∗ < 0.0001∗ < 0.0001∗

SSIM-NCC
Diff 0.0523 0.0694 0.0486

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

Table 4.13: p-values for the transformer-based architecture at different scales of trans-
formation fields and loss functions in retinal image registration

Small-displacement Medium-displacement Large-displacement

NCC-MSE
Diff -0.0138 0.0596 0.0220

p-value 0.0002∗ < 0.0001∗ 0.0012∗

SSIM-MSE
Diff 0.0440 0.0701 0.0818

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM-NCC
Diff 0.0578 0.0105 0.0598

p-value < 0.0001∗ 0.1834 < 0.0001∗

4.3.2 Brain Image Registration: Loss functions vs Performance

Similarly to retinal image registration, we conducted controlled experiments to investi-

gate the effect of loss functions interacting with architectures in brain image registra-

tion. Based on the performance of convolutional-based and transformer-based network

as shown in Table 4.9 and Table 4.10 respectively, Table 4.14 and Table 4.15 represent

differences along with p-values among the performance of networks trained with various

loss functions in terms of convolutional-based and transformer-based networks respec-

tively. Since all p-values are lower than 0.0001 in the case of brain image registration,

we omit to describe the results of the statistical significance test for these performance

differences in a later description for brevity. Likewise, Figure 4.15 clearly depicts how

these performances are influenced by loss functions related to convolutional-based and

transformer-based networks at different scales of transformation fields.

In the manner of quick summary, the relationship between the performance and loss

functions exhibits a similar trend in respect of convolutional-based and transformer-based

networks at all three scales of transformation fields. Generally, both the performances

of convolutional-based and transformer-based networks decreased rapidly from MSE to

NCC and then increased significantly with SSIM loss function. To be more precise, as

shown in Figure 4.15a, the performance of convolutional-based networks reduced from
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Figure 4.14: Experimental setting of Section 4.3.2 to explore how loss functions inter-
acting with architectures affect the performance of brain image registration

0.9045 to 0.5456 and increased to 0.8213; achieved by the guidance of MSE, NCC and

SSIM loss functions respectively. Similarly, the performance of transformer-based net-

works decreased from 0.9275 to 0.5717 and grew to 0.8148 in dice score. Figure 4.15b

represents performances achieved at mid-displacement transformation field. As for convolutional-

based networks, there was a fall from 0.7721 to 0.4507 between the MSE and NCC loss

functions, while the performance increased dramatically to 0.7150 in the case of train-

ing the convolutional-based network with SSIM loss function. In terms of transformer-

based networks, the performance declined from 0.7961 to 0.4353 and then rose to 0.7407;

achieved with MSE, NCC and SSIM loss functions. Similarly, as shown in Figure 4.15c,

at the large-displacement transformation field, the performance of convolutional-based

networks dipped from MSE (0.7063) to NCC (0.4563) but peaked at 0.7102 under the

guidance of SSIM loss function. Likewise, the performance of transformer-based net-

works decreased from 0.6799 to 0.4537; achieved by the guidance of MSE and NCC

loss functions respectively. However, the performance of the transformer-based network

trained with SSIM hit the highest point (0.7123) in the case of the large-displacement

transformation field. Overall, all performance differences are statistically significant,

which would suggest the decrease or improvement in performances are likely due to the

different guidance of loss functions in the case of brain image registration.
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(a) Small-displacement (b) Mid-displacement (c) Large-displacement

Figure 4.15: Average dice scores of different architectures trained with different loss
functions at various scales of transformation fields in brain image registration

Table 4.14: p-values for the convolutional-based architecture at different scales of trans-
formation fields and loss functions in brain image registration

Small-displacement Medium-displacement Large-displacement

NCC-MSE
Diff -0.3589 -0.2793 -0.2500

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM-MSE
Diff -0.0832 -0.0571 0.0039

p-value < 0.0001∗ 0.0311∗ < 0.0001∗

SSIM-NCC
Diff 0.2757 0.2222 0.2539

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

Table 4.15: p-values for the transformer-based architecture at different scales of trans-
formation fields and loss functions in brain image registration

Small-displacement Medium-displacement Large-displacement

NCC-MSE
Diff -0.3558 -0.3608 -0.2262

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM-MSE
Diff -0.1127 -0.0554 0.0324

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗

SSIM-NCC
Diff 0.2431 0.3054 0.2586

p-value < 0.0001∗ < 0.0001∗ < 0.0001∗
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4.4 Loss Functions and Dataset Characteristics

Based on previous experiments results, we summarize the order of dice score for reti-

nal and brain image registrations at different scales of transformation fields as shown in

Table 4.16. In the case of retinal image registration, the order of performance from the

best to the worst is SSIM, MSE and NCC at the small-displacement transformation field,

while the order is changed as SSIM, NCC and MSE at medium- and large-displacement

transformation fields. Nevertheless, loss functions perform differently in brain image reg-

istration. At small- and medium-displacement transformation fields, the best performance

is achieved by training networks with MSE. Then SSIM outperforms NCC to guide net-

works to complete brain image registration. At the large-displacement transformation

field, SSIM outperformed MSE to achieve the best generalization ability, and the perfor-

mance of NCC was the worst in this case.

It is clear from Table 4.16 that loss functions show different behaviours in the task

of retinal and brain image registration. Also, in the same dataset, the performance of

the same loss function is different at various scales of transformation fields. Therefore,

we make a further discussion about how these different loss functions in conjunction

with datasets affect registration performance at various scales of transformation fields

in respect of convolutional-based and transformer-based networks. In order to have a

clear comparison and observation, Figure 4.17 and Figure 4.19 depict how performances

change with datasets at various scales of transformation fields under the guidance of dif-

ferent loss functions viz. MSE, NCC and SSIM loss in terms of convolutional-based and

transformer-based networks respectively.

Table 4.16: The order of dice score for retinal and brain image registrations at different
scales of transformation fields

Small-displacement Medium-displacement Large-displacement
Retina SSIM > MSE > NCC SSIM > NCC > MSE SSIM > NCC > MSE
Brain MSE > SSIM > NCC MSE > SSIM > NCC SSIM > MSE > NCC
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4.4.1 Convolutional-based Network: Dataset Vs Performance

In the case of convolutional-based network, Figure 4.16 shows the experimental settings.

Figure 4.17 are derived from Table 4.2 and Table 4.9. Specifically, Figure 4.17 containing

Figure 4.16: Experimental setting of Section 4.4.1 to explore how loss functions inter-
acting with dataset characters affect the performance of convolutional-based networks.

three subgraphs depicts the relationship between the performance of convolutional-based

networks and scales of transformation fields in terms of retinal and brain image datasets

under controlled loss functions (MSE, NCC and SSIM). As shown in Figure 4.17a, when

the convolutional-based network is trained with MSE loss function, the performance of

retinal image registration decreased slightly from small- to mid-displacement transforma-

tion fields (0.8063 to 0.7526), and then remained stable at the large-displacement transfor-

mation field (0.7411). In this case, the performance of brain image registration decreased

continuously and sharply from small- to mid- and to large-displacement transformation

fields; achieved 0.9045, 0.7721 and 0.7063 in dice scores respectively. Similarly to Fig-

ure 4.17a, Figure 4.17b represents the comparison information in the case of training

networks with NCC loss function. For retinal image registration, the convolutional-based

network showed some fluctuations in dice scores from small- (0.7895) to mid- (0.7581)

and to large-displacement transformation fields (0.7645). Instead, the performance of

brain image registration dipped sharply from small- to mid-displacement transformation

fields (0.5456 to 0.4507), then the performance remained static (0.4563) at the large-

displacement transformation field. Correspondingly, as shown in Figure 4.17c, under
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the guidance of SSIM loss function, the performance of retinal image registration de-

creased gradually from 0.8334 to 0.8275 and to 0.8131; achieved at small-, mid- and

large-displacement transformation fields respectively. Conversely, in the case of brain

image registration, the performance fell dramatically from small- to mid-displacement

transformation fields (0.8213 to 0.7150), and then the performance decreased marginally

to 0.7123 at the large-displacement transformation field.

(a) MSE (b) NCC (c) SSIM

Figure 4.17: Average dice scores of convolutional-based networks trained with differ-
ent loss functions at different scales of transformation fields in retinal and brain image
registration

4.4.2 Transformer-based Network: Dataset Vs Performance

Similarly, as shown in Figure 4.19, we extracted information from Table 4.4 and Ta-

ble 4.10 to draw line graphs for the sake of clearly observing and comparing how the

performance of transformer-based networks changes with scales of transformation fields

differently in retinal and brain image datasets. The experimental settings are shown in

Figure 4.18. As shown in Figure 4.19a, in the case of training transformer-based net-

work with MSE loss function, the performance of retinal image registration decreased

gradually from small- to mid- and to large-displacement transformation fields (0.8066 to

0.7569 to 0.7458), while the performance of brain image registration showed a sharp

downward trend from small- to mid- and to large-displacement transformation fields;

achieved 0.9075, 0.7961 and 0.6799 respectively. Likewise, as shown in Figure 4.19b,

when the transformer-based network is trained with NCC loss function, the performance

of retinal image registration increased slightly from small- to mid-displacement trans-

formation fields (0.7028 and 0.8175), while the performance decreased to 0.7678 at the
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Figure 4.18: Experimental setting of Section 4.4.2 to explore how loss functions inter-
acting with dataset characters affect the performance of transformer-based networks.

large-displacement transformation field. Conversely, in the case of brain image regis-

tration, the performance decreased considerably from small- to mid-displacement trans-

formation fields (0.5717 and 0.4353), and then the performance increased marginally at

the large-displacement transformation field (0.4537). Lastly, how the performance of

transformer-based network trained with SSIM loss function changes with scales of trans-

formation fields is shown in Figure 4.19c. In the case of retinal image registration, the

performance decreased slightly and then levelled off from small- to mid- and to large-

displacement transformation fields; achieved 0.8506, 0.8280 and 0.8276 in dice scores

respectively. For brain image registration, the performance decreased significantly from

0.8148 to 0.7407 at small- and mid-displacement transformation fields respectively. Also,

the performance decreased less sharply from mid- to large-displacement transformation

fields (0.7407 and 0.7123).

(a) MSE (b) NCC (c) SSIM

Figure 4.19: Average dice scores of transformer-based networks trained with different
loss functions at different scales of transformation fields in retinal and brain image reg-
istration
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4.5 Chapter Summary

This chapter reported the results of a series of controlled experiments and ablation studies.

It provided experimental settings based on independent variables and dependent variables.

There are a variety of groups of experiments to explore the relationship between registra-

tion performance and architectures, datasets and loss functions, respectively. However,

these factors do not influence registration performance separately. Thus, we introduced

factorial designs to explore how different factors interact to affect performance.

In terms of the relationship between network architecture components and performance,

results presented in Section 4.1 concluded that the larger-size networks are likely to

achieve better performance. In terms of multi-head self-attention components, it is helpful

to improve performance compared to pure convolutional-based networks in most scenar-

ios. However, one cannot simply summarize that more multi-head self-attention compo-

nents provide better performance. Additionally, Section 4.2 reported the results of the per-

formance differences in the comparison of convolutional-based networks and transformer-

based networks in the case of retinal and brain image registration respectively. The re-

sults demonstrated that transformer-based networks are able to address the limitation of

convolutional-based networks, especially to register medium- to large-displacement im-

age pairs. Moreover, how loss functions interacting with architectures and datasets to

affect performance are represented in Section 4.3 and Section 4.4 respectively. By observ-

ing the trends of the performance of convolutional-based networks and transformer-based

networks changing with loss functions respectively, loss functions behave differently on

different architectures. In terms of the relationship between loss functions and datasets, in

the case of retinal image registration, SSIM is most helpful to guide networks to achieve

the best performance (0.8506). In the case of brain image registration, the performance of

training networks with MSE is the best (0.9045). Therefore, a loss function tailored to a

salient feature of the image will most likely lead to better registration. More analysis and

discussion of these results are provided in the next chapter.



Chapter 5

Discussion

This research aimed to empirically study the effects of medical image registration perfor-

mance on a series of factors: architectures, scales of transformation fields, loss functions

and datasets. Based on experimental results represented in Chapter 4, we found that

the answer to how registration performance changed with these factors is not straightfor-

ward, these factors were interacting to affect registration performance. In this chapter,

we interpret experimental results to briefly answer research questions listed in section 1.3

respectively.

5.1 Network Architecture Components and Performance

In terms of exploring the notion of network sizes and components versus image registra-

tion performance, the results represented in section 4.1 indicate that both convolutional-

based and transformer-based architectures with larger sizes are able to improve the gen-

eralization ability. The dice scores of the large-size convolutional-based and transformer-

based networks are 0.8334and 0.8506 respectively in retinal image registration, achieving

the best performance compared to smaller sizes of corresponding architectures. As we

mentioned in Chapter 1, all possible functions mapping input to output constitute a hy-

pothesis space Hm, where m is the number of model parameters. The approximate func-

tion ( fm) is selected by a minimizer to obtain a small generalization error; the minimizer
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can be defined as

fm = argmin
f∈Hm

R( f ), (5.1)

where R( f ) is an empirical risk calculated as shown in Equation 2.5. Ma et al. (2020)

proposed a direct approximation theorem:

in f f∈Hm
R f .

‖ f ∗‖2
∗

m
, (5.2)

where f ∗ is the target function in natural function space, and the target function is un-

known. The number of parameters is denoted as m. From this equation, we can tell that

the generalization error is smaller when the model contains more parameters, thus the

larger-sized model can achieve a better generalization ability.

Generally, there are two main hyperparameters to decide the number of parameters of

a neural network: the number of layers (depth) and the number of neurons in each layer

(width). In Ma et al. (2020)’s work, a multi-layer neural network is defined as:

f (x) =
mL

∑
iL=1

aL
iLσ

(
mL−1

∑
iL−1=1

aL−1
iLiL−1

σ

(
...σ

(
m1

∑
i1=1

a1
i2i1σ

(
d+1

∑
i0=1

a0
i1i0xi0

))))
, (5.3)

where the depth of layer is denoted as L; the width of layer is denoted as ml; and the

weights of layer is denoted as al
il+1il , including weight matrix (Wl) and bias (bl), Wl ∈

Rml+1×ml and bl ∈ Rml . ReLU activation function, input and the dimension of input are

denoted as σ , x and d respectively.

Since the original decoder stage in convolutional-based and transformer-based net-

works have already been constructed by 12 layers, and Zagoruyko and Komodakis (2016)

suggested that widening layers instead of deepening architectures is more effective to

improve performance, thus we enlarged the size of models by fixing the depth of neu-

ral networks and roughly enlarging the width of each layer. Generally, the number of

neurons in each layer is the number of filters, each filter is looking for a specific type of

template or concept in the input volume. Therefore, widening layers is to extract more

feature maps. After training a network, each filter generates a specific feature map. In a

neural network, these multiple layers are stacked to generate a hierarchy of filters. At the
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earlier layers, the output usually represents low-level features such as edges. And then

at the mid-level layers, more complex features are found such as corners and blobs and

so on. At high-level layers, filters are used to generate outputs that resemble concepts

more than blobs. In our experiments, we constructed larger-sized models by enlarging

the width of each layer. Thus, larger-size models are able to generate more features in

each hierarchical layer, which might be helpful to realize the alignment of anatomical

structures. Precisely, more simple features are propagated and combined to form com-

plex features, which might be helpful to capture (or encode) more details. The complex

features generated help the network find corresponding anatomical structures in moving

and fixed images, and it is beneficial to calculate specific displacements for these matched

anatomical structures.

Additionally, the size of the model has a close relationship with the size of the train-

ing dataset (Nguyen et al., 2020). Therefore, one cannot simply summarize that more

parameters alone contributed to better generalization ability. When the amount of model

parameters is larger than the size of the training dataset, the model is overparameterized.

Nguyen et al. (2020) visualized feature maps to show that overparameterized models are

more likely to generate repeated features. Therefore, increasing the size of a model may

not always yield improved performance. Also, overparameterized models normally meet

the problem of overfitting. This is why some large-sized networks in our experiments are

only able to achieve comparable performance to small-sized networks instead of improv-

ing performance. For instance, in the case of convolutional-based networks trained with

NCC loss function, the number of parameters of small- and large-sized convolutional-

based networks are 0.22M and 0.88M respectively, while the mild increase in dice score

performance from small- to large-sized networks (0.7807 to 0.7895) is not statistically

significant (p-value = 0.2087).

With regard to transformer-based networks, we explore how the number of multi-head

self-attention components affects registration performance as well. We noticed that more

heads in self-attention components do not provide better performance in the case of med-

ical image registration. For example, a 12-head transformer-based network decreased
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the performance on dice score compared to 9-head transformer-based network (0.7897

and 0.8260). Ji et al. (2019) defined the output of the i-th head (Hi) in the multi-head

self-attention components as:

Hi =W (i)
v V × so f tmax

(
(W (i)

k K)>(W (i)
q Q)

)
∈ Rqi×n, (5.4)

where the learnable matrix weights of value (V ), query (Q) and key (K) matrices are de-

noted as Wv, Wq and Wk respectively. Here, ((W (i)
k K)>(W (i)

q Q)) are used to obtain the

similarity scores between query and key by a matrix multiplication. Softmax function

normalizes (i.e. sum to one) these similarities scores. The multiplicands of the the matrix

multiplication, normalized similarity scores and value, generate the corresponding out-

put. In the case of self-attention mechanism, key, value and query are the same as input.

Essentially, applying different learned weights matrices W (i)
k , W (i)

q and W (i)
v on key, value

and query is actually applying linear transformation on different parts of input into differ-

ent representation subspaces, and the final output is obtained by concatenation of the i-th

output (Hi) as:

O =Wo


H1
...

HM

 ∈ Rq×n, (5.5)

where Wo is the matrix to map the dimension of multiple heads into the desired dimen-

sion. Therefore, the final output is the combination of the similarities results in different

representation subspaces. The number of representation subspaces equals the number of

heads in multi-head self-attention components.

However, a self-attention with more heads in a multi-head configuration could pos-

sibly produce redundant similarities between query and key in different representation

subspaces. These extra multi-head self-attention components might learn overlapping

features in some representation subspaces, or these extra heads might break a complex

feature such as a part of the anatomical structure into several smaller unrealistic features

which are meaningless to the characteristics of images to be registered. Therefore, addi-

tional heads do not always play a positive role to improve performance. Sometimes, the

additional heads even degrade the performance when these images or feature maps are not
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sufficiently complex to contain many prominent features. This explains why the perfor-

mance decreased with incorporating more heads in terms of medium-sized transformer-

based networks, where incorporating 6-head self-attention components outperformed 9-

head and 12-head transformer-based networks (the dice scores are 0.8275, 0.8007 and

0.7928 respectively).

5.2 Further Exploration of Transformer-based Architec-
ture

In order to answer the research question of how transformer-based networks address the

limitation of convolutional-based neural networks in medical image registration, we con-

ducted a series of controlled experiments in Section 4.2. We aimed to determine the

scale of the deformation field at which transformer-based architecture becomes superior

in performance relative to convolution-based architecture. Comparing the change of per-

formance differences between the convolutional-based and transformer-based networks,

the results shown in Table 4.8 and Table 4.11 demonstrated that transformer-based archi-

tecture is able to improve the performance of convolutional-based architecture in most

scenarios, especially when registering medium to large-displacement image pairs.

Even though the transformer network was designed for natural language processing

tasks, we believed that a transformer-based network is able to realize the task of medical

image registration. Our experimental results were in line with this hypothesis. As we

described in Section 2.4, a transformer-based network is able to replace a convolutional-

based network to realize two major functions: feature aggregation and feature transforma-

tion (Zhao et al., 2020). Also, Cordonnier et al. (2019) demonstrated from a theoretical

perspective that the multi-head self-attention layer is able to be re-parametrized as any

convolutional layer.

Moreover, in the larger-displacement transformation field, we applied a larger extent

of transformations including translation, rotation and elastic transformations on images

to generate image pairs; more details are described in Section 3.4.3. Thus, the distances

between similar features in moving and fixed images are larger than in small-displacement
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image pairs, which might be beyond the ability of convolutional-based architecture. The

ability of an architecture to capture information can be expressed as an effective receptive

field (ERF), which is the area of original input that a neuron can observe. Le and Borji

(2017) proposed an equation to calculate effective receptive field as follows.

Rk = Rk−1 +( fk−1)
k−1

∏
i=1

si, (5.6)

where the kernel size of layer k is denoted as fk; stride is denoted as si; and Rk−1 is the

effective receptive field of previous layer k− 1. Therefore, the effective receptive field

is related to the size of filters, stride and the depth of networks. Increasing the depth of

networks is helpful to enlarge the effective receptive field, but it is still limited to a local

range. Based on Equation 5.6, the effective receptive field of the end of the decoder in

our convolutional-based network is 62× 62, while our original input size is 192× 224.

For each layer, the receptive field is the number of pixels of the previous layer that are

used to output a pixel in the next layer. The size of the receptive field depends on the

size of the kernel and the dimension of the input. In our experiments, the receptive field

on each convolutional layer is 3× 3, if we ignore the dimension of input. However,

according to the definition of the self-attention layer (Equation 2.18), self-attention is

able to simultaneously calculate the similarities in the global range, thus the receptive

field equals the size of input of this layer. This may theoretically account for the superior

performance of an attention-based network over a convolutional-based counterpart.

Essentially, image registration is a pixel-level computer vision task, where it regresses

displacement for each pixel from a moving image to a fixed image. Importantly, per-

mutation equivariance is the most prominent characteristic in pixel-level prediction tasks.

Permutation equivariance which refers to the fact that if reordering input or applying op-

erations on input, the output will change in the same way can be expressed as:

Tπ(A(X)) = A(Tπ(X)), (5.7)

where any spatial permutation is denoted as Tπ , and any operations and input are denoted

as A and X respectively. Therefore, the output value is independent of the order of input.
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In the case of medical image registration, the order of pixels might be different in mov-

ing and fixed images at a larger-displacement transformation field, because there exists a

large extent of rotation and elastic transformations. However, the convolutional operation

considers the neighbour pixels and the fixed order of these neighbour pixels to output a

weighted sum. Thus, it does not satisfy permutation equivariance when the kernel size is

larger than 1. The same anatomical structure might be represented in different representa-

tion spaces. Hence, the convolutional layer might detect them as two different structures

and miss aligning them together.

As for transformer-based networks, Ji et al. (2019) proved that self-attention operator

(As) is permutation equivariant. In their work, self-attention operator (As) is denoted as:

As(X) =WvX · so f tmax
(
(WkX)> ·WqX

)
, (5.8)

where in self-attention operator, query, key and value matrices are the same as input (X).

Their corresponding weight matrices are denoted as Wq, Wk, and Wv. When applying a

spatial permutation (Tπ ) to the input X , we have

Tπ(X) = XPπ , (5.9)

where Pπ is an orthogonal matrix, thus P>π Pπ = I.

Moreover, the proof is shown as (Ji et al., 2019):

As(Tπ(X)) =WvTπ(X) · so f tmax
(
(WkTπ(X))> ·WqTπ(X)

)
=WvXPπ · so f tmax

(
(WkXPπ)

> ·WqXPπ

)
=WvXPπ · so f tmax

(
P>π (WkX) ·WqXPπ

)
=WvX(PπP>π ) · so f tmax

(
(WkX)> ·WqX

)
Pπ

= As(X)Pπ

= Tπ(As(X)).

According to the definition of spatial permutation equivariance as shown in Equa-

tion 5.7, self-attention operator satisfies spatial permutation equivariance (easily shown



CHAPTER 5. DISCUSSION 79

by demonstrating that As(Tπ(X)) = Tπ(As(X))). Therefore, compared to convolutional

operation, a self-attention operator is able to not only find the longer-range information,

but also to predict displacement for each pixel even when the location and deformation of

anatomical structures change to a large degree.

5.3 Loss Functions and Architectures

For the third research question, we explored how loss functions interacting with architec-

tures affect generalization performance. The results represented in Section 4.3 indicate

that the loss function interacting with different architectures behaves differently. Roughly

speaking, transformer-based networks outperformed convolutional-based networks under

the guidance of the same loss function in most scenarios. Besides, the relationship be-

tween the different loss functions and generalization performance exhibit a similar trend

in respect of convolutional-based and transformer-based networks. Theoretically, the loss

function is designed to calculate the gap between prediction (denoted as f (x)) and ex-

pectation (y). Hence, loss function is denoted as L ( f (x),y), where the desired function

approximated by network is denoted as f . Also, this function ( f ) is parameterized by

multi-dimensional trainable weights. Therefore, the loss function is closely related to the

parameters of architecture, and there exist a lot of parameters in architecture, thus the loss

function is usually a high-dimensional function. From the perspective of loss landscape,

Ma et al. (2020) suggested that the smoother landscape is able to realize better generaliza-

tion ability. Also, they proved that with the increasing parameters of architectures, the cor-

responding loss landscape becomes smoother, because the over-parametrization architec-

ture is beneficial to avoiding bad local minima. In addition, Huang et al. (2020) suggested

that higher-dimensionality architecture is easier to arrive at good minima. In our case,

there are 0.88M and 24M parameters in large-sized convolutional-based and transformer-

based networks respectively, thus the more parameters contained in transformer-based

networks might be helpful to smoothen the loss landscape, then the smoother loss land-

scape helps transformer-based networks to achieve better generalization ability. Further-

more, the additional parameters (around 23M) of the transformer-based network are used
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to construct multi-head self-attention components. Liu et al. (2020) proved that even if the

optimizer is stuck in local minima, the multi-head attention components are still helpful

to improve the generalization ability.

5.4 Loss Functions and Datasets

As for the last research question, we explored how different loss functions (viz. MSE,

NCC and SSIM) in conjunction with datasets (viz. retinal fundus images and brain slice

images) affect registration performances; results are represented in Section 4.4. The study

demonstrates a correlation between loss functions and datasets. The results suggest that

the changes in performance with loss function for a given network vary according to

the image datasets used in the task of image registration. Since the network learns the

prominent features of specific images through iterative training under the guidance of loss

functions, what prominent features found by networks would change if the loss function

changes in a given deep network. In other words, not every feature of an image makes the

same contribution to the learning process of network (Rajput, 2021). Also, the prominent

features vary with the tissue structures of a given medical image. Therefore, the results

are in line with our hypothesis that a loss function tailored to the salient feature of the

image will most likely lead to better registration.

As we described in Section 2.5, the loss function is to compute the dissimilarities be-

tween a pair of images. We trained networks with a set of loss functions including MSE,

NCC and SSIM loss to complete retinal and brain image registration. These loss functions

are designed to calculate dissimilarities based on different considerations. Specifically, as

shown in Equation 2.19, the MSE loss function essentially calculates the average of the

square of pixel-to-pixel dissimilarities between the moved and fixed images. It calculates

the difference from the global perspective without considering the influence of neighbour

pixels. However, NCC and SSIM loss functions address the limitation of MSE. Both

NCC and SSIM calculate dissimilarities locally with the consideration of neighbour pix-

els within a 9×9 window in our implementation. Precisely, from the definition of NCC

and SSIM as shown in Equation 2.20 and Equation 2.21 respectively, NCC and SSIM
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are able to capture structural information directly by subtracting the corresponding local

mean intensity (denoted as I− Ī), where mean intensity is denoted as Ī. Figure 5.1 shows

that structural information can be captured directly. Then NCC and SSIM compared the

dissimilarities by calculating the cosine of the angle between structural information cap-

tured from moved and fixed images (Z. Wang et al., 2004). The major difference between

NCC and SSIM is their normalization approach. In the work of Z. Wang et al. (2004), they

recognized that the luminance and contrast are related to the mean intensity and standard

deviation of intensity respectively. Thus, the normalization of NCC is only for luminance,

which helps NCC to be less sensitive to illumination changes (Rao et al., 2014). Never-

theless, the design of SSIM closely mimics the human visual system (HSV), because it

is normalized for luminance and contrast at the same time. According to the definition

of SSIM, as shown in Equation 2.21, SSIM compared the dissimilarities based on struc-

tural information after removing the influence of luminance and contrast (Z. Wang et al.,

2004); a consideration that is not found in the NCC loss function.

In the case of retinal image registration, the network trained with SSIM achieved the

best performance (0.8506 on dice score). Retinal images are characterized by the line

structure of the vascular network constructed by the blood vessels (Nirmala et al., 2011).

Therefore, SSIM and NCC which are based on structural information outperform the

MSE loss function. As we mentioned before, SSIM is less sensitive to the change of

luminance as well as contrast, while NCC is only less sensitive to the change of lumi-

nance. Therefore, in retinal image registration, SSIM guides networks to achieve the best

performance.

Correspondingly, in the case of brain images (shown in Figure 5.2), the cortical feature

is the most salient visible feature of the human brain (Thompson et al., 2000). In most

cases, networks trained with the MSE loss function achieve the best performance (0.9275

on dice score) in brain image registration. Because MSE calculates the dissimilarities

globally, it kept the prominent feature information of brain image viz. cortical feature to a

large degree. However, when networks were trained with NCC and SSIM, the information

on cortical features would have been removed during the process of extracting structural
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information (as shown in Figure 5.2c). Cortical is a wrinkled appearance unlike vessels

as a noticeable structure, the pixel intensities of the cortical feature are very close, thus

the mean intensity is close to each pixel intensity within a patch. After subtracting mean

intensity, the value of cortical features might be near zero. Besides, it is clearly observed

in Figure 5.2c that some noises were introduced into the captured structural information,

these noises would affect the accurate measurement of dissimilarities as well. In addition,

we observed that when the networks are trained with the NCC loss function, the perfor-

mances are lower than the dice score calculated from the image pairs before registration.

The reason might be that NCC cannot calculate the accuracy similarities between a pair of

images if there is not enough structural information in this image pair (Rao et al., 2014).

Further, we noticed that when scales of the transformation field change sufficiently

enough, the prominent feature to be learned by networks would vary (Rajput, 2021).

For example, when there exists a larger transformation field between brain image pairs,

the most prominent feature might change to the edge structure such as sulcal features

(Thompson et al., 2000). Therefore, in the case of large-displacement brain image reg-

istration, SSIM which is tailored to calculate difference based on structure performed

better than MSE in similar networks. As an illustration, the dice scores of large-sized

transformer-based networks trained with SSIM and MSE are 0.7123 and 0.6799 respec-

tively.

(a) Original image (b) Mean image (c) Original-Mean

Figure 5.1: An example of a retinal image to capture structural information by subtract-
ing mean intensity
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(a) Original image (b) Mean image (c) Original-Mean

Figure 5.2: An example of a brain image to capture structural information by subtracting
mean intensity

5.5 Chapter Summary

This chapter theoretically analyzed the results represented in Chapter 4. In terms of the

relationship between performance and architecture, larger-sized networks are helpful to

improve performance, because more neurons in each hierarchical layer can generate more

features from simple and complex, then these generated features provided rich informa-

tion to align anatomical structures. In terms of architecture components, multi-head self-

attention components are incorporated to predict the similarities results in different rep-

resentation subspaces, which is useful to improve the registration performance. However,

it is important to choose the number of heads in self-attention components, because addi-

tional heads might degrade the performance by learning overlapping features or breaking

a complex feature into several smaller unrealistic and meaningless features.

Further, we explained why transformer-based networks are able to improve the regis-

tration performance of convolutional-based networks. From the perspective of the effec-

tive receptive fields, self-attention components are able to calculate the similarities in the

global range, while convolutional operations are limited to a local range depending on the

size of the kernel and the dimension of input. Essentially, image registration is a pixel-

level task. Self-attention components satisfied spatial permutation equivariance, which

is the most prominent characteristic in a pixel-level task. Satisfying this characteristic

makes self-attention components play a positive role in predicting displacement for each

pixel even when registering large-displacement image pairs.

Lastly, loss functions are related to the parameters of architectures and these two factors
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interact to affect the registration performance. Basically, more parameters are helpful to

smoothen the loss landscape to improve the generalization abilities. Besides, the choice

of loss function should consider the prominent features in datasets. To be precise, SSIM

compared the dissimilarities based on structural information, thus it is the best loss func-

tion to calculate the dissimilarities of retinal images containing multiple line structures of

the vascular network. In addition, unlike vessels which are the noticeable structures in

retinal images, cortical features are the salient visible structures in brain images. Thus,

MSE is the most suitable loss function to guide networks to complete brain image regis-

trations.



Chapter 6

Conclusion

This chapter briefly summarises our key findings and contributions, addresses our limita-

tions and recommends further study.

6.1 Summary

This thesis aimed to empirically study deep neural networks for non-rigid medical image

registration. To the best of our knowledge, this is the first study that comparatively ana-

lyzes how registration performance is influenced by a variety of factors: components of

architectures, the scale of transformation fields, loss functions and datasets in the task of

medical image registration. Based on a series of controlled experiments and ablation stud-

ies, it can be concluded that these four factors are interacting to affect registration perfor-

mance. To be precise, from the viewpoint of architecture, the results indicated that larger-

sized architectures in respect of convolutional-based and transformer-based networks are

able to improve the generalization ability in most scenarios. Also, a transformer-based

network with a suitable number of heads in multi-head self-attention components could

provide better performance compared to a convolutional-based counterpart. Otherwise,

additional heads could possibly degrade the performance due to producing redundant sim-

ilarities. As for the relationship between registration performance and scale of transfor-

mation field, the results indicated that the performance of transformer-based architecture

becomes superior to the performance of convolutional-based architecture, especially in

medium to large-displacement transformation fields. Again, from the viewpoint of loss

85
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functions, we noticed that the loss function interacting with different architectures behaves

differently. The change in registration performance with loss function exhibits a similar

trend with regard to different architectures viz. convolutional-based and transformer-

based networks. Lastly, from the viewpoint of the dataset, the underlying probability

distributions of retinal and brain image datasets are different; the salient features rep-

resentative of the images (retina and brain in our example) are different. The results

indicated that loss function tailored to salient features of the image will most likely lead

to better registration. In sum, the registration performance is not only influenced by one

factor alone.

Unlike that, a variety of survey papers that only grouped registration works based on

various taxonomies such as typical structures of architectures, modality of input image

pairs and learning algorithms, our thesis provides a comprehensive analysis of perfor-

mance comparisons along with statistical significance test results. Furthermore, our work

was not directed at improving the performance of transformer-based networks, but rather

to provide empirical insights into the relationship between performance and a series of

factors viz. architectures, scale of transformation fields, loss functions and datasets re-

spectively. Also, we provided insights into how these factors interacting with others affect

performance. Further, we investigated the machinery of transformer-based networks in

medical image registration, we interpreted how and why transformer-based networks are

able to address the limitation of convolutional-based networks. In addition, we explored

the intuitive theory of loss functions commonly used in medical image registration, ex-

ploring the correlation between loss functions and datasets. In order to enable our work,

we generated image registration datasets by applying realistic transformation with ran-

dom groups of parameters on image segmentation datasets, which address the problem of

the shortage of publicly available image registration datasets. Overall, our work provides

insightful knowledge about the relationship among architectures, the scale of transforma-

tion fields, loss functions and the characteristics of datasets to consider when we design a

deep neural network for registration tasks.
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6.2 Further Work

The research clearly illustrates how loss function interacting with architecture and datasets

affects performance, but it also raises the question of how loss function interacting with

different optimization methods achieves the global minima. Thus, determining the rela-

tionship between the registration performance and the setting of hyperparameters such as

learning rate, dropout rate and batch size is significant.

Additionally, although transformer-based networks outperformed convolutional-based

networks in most cases, the amount of training dataset might not be large enough to make

transformer-based networks achieve the best generalization ability. In our work, even the

amount of parameters of small-sized architecture is larger than the amount of training

dataset. Therefore, further research could investigate the relationship between the amount

of dataset and the size of architecture in the case of medical image registration.

Also, we designed an adaptive combination loss function to train registration networks.

The combination loss function consisted of three different loss functions (viz. MSE,

NCC and SSIM) with corresponding trainable weights. However, the results were not

as expected and we suspect that placing the loss layer at the end of the network may not

have been a good strategy. We expected that the characteristics of the training dataset

would have guided the appropriate weighting of the respective loss functions. Fruitful

further work could be directed towards placing the separate loss functions at different

levels in the network.

Furthermore, based on our insight into how self-attention components work in medical

image registration, proposing a pure and novel transformer network to improve the regis-

tration performance within the consideration of loss functions, the scale of transformation

fields and datasets is recommended for further study.
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