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ABSTRACT 

High energy laser (HEL) systems are susceptible to atmospheric turbulence when 

focusing on targets down range. Current HEL systems use wavefront sensors and 

complex adaptive optics systems to compensate for these aberrations. The primary 

objective of this thesis is to investigate target image aberration compensation techniques 

using machine learning algorithms, eliminating the need for complex wavefront sensing 

hardware. Target imagery will be obtained from the High Energy Laser Beam Control 

Research Testbed (HBCRT) and imagery aberrations will be simulated to provide 

necessary datasets for training and validation of the image aberration 

compensation methods. The performance of these techniques will be evaluated for 

military imaging applications. 

v 



THIS PAGE INTENTIONALLY LEFT BLANK 

vi 



vii 

TABLE OF CONTENTS 

I. INTRODUCTION..................................................................................................1 

II. BACKGROUND ....................................................................................................3 
A. HEL SYSTEM OVERVIEW ....................................................................3 
B. LIMITATIONS OF HEL SYSTEMS ......................................................3 
C. ADAPTIVE OPTICS .................................................................................3 
D. ARTIFICIAL INTELLIGENCE AND DEEP LEARNING ..................6 
E. RESEARCH OBJECTIVES .....................................................................7 

III. APPLICATIONS OF AI IN HEL SYSTEMS .....................................................9 
A. REVIEW OF AI AND DEEP LEARNING .............................................9 

1. AI, Machine Learning, Deep Learning ........................................9 
2. Neural Networks ..........................................................................10 
3. Convolutional Neural Network ...................................................12 

B. IMAGE ABERRATION COMPENSATION TECHNIQUES ............13 
1. Review of Blind Deconvolution ...................................................13 
2. Review of U-Net............................................................................14 
3. Review of DeblurGAN .................................................................15 

IV. APPROACH OF STUDY ....................................................................................17 
A. DATA GENERATION ............................................................................17 
B. MODEL TUNING ...................................................................................19 

1. Deconvblind ..................................................................................19 
2. U-Net .............................................................................................20 
3. DeblurGAN ...................................................................................20 

C. PERFORMANCE METRICS ................................................................21 
1. Peak Signal-to-noise Ratio ..........................................................21 
2. Structural Similarity Index Measure .........................................22 

V. RESULTS .............................................................................................................23 
A. DECONVBLIND RESULTS ..................................................................23 
B. U-NET RESULTS ....................................................................................28 
C. DEBLURGAN RESULTS .......................................................................32 
D. MODEL COMPARISON ........................................................................36 

VI. CONCLUSION ....................................................................................................39 



viii 

LIST OF REFERENCES ................................................................................................41 

INITIAL DISTRIBUTION LIST ...................................................................................45 

 

  



ix 

LIST OF FIGURES  

Figure 1. Wavefront Propagation. Source: [6]. ...........................................................4 

Figure 2. Point Source Image without Atmospheric Turbulence. Source: [6]. ...........5 

Figure 3. Point Source Image with Atmospheric Turbulence. Source: [6]. ................5 

Figure 4. Example of Turbulence Effects on Telescope Images without (left) 
and with AO (right). Source: [7]. .................................................................6 

Figure 5. Machine Learning Process. Source: [10]. ..................................................10 

Figure 6. Node Design Structure. Source: [10]. ........................................................10 

Figure 7. Simple Neural Network and Deep Neural Network. Source: [10]. ...........12 

Figure 8. Convolution Layer Architecture. Source: [10]. .........................................12 

Figure 9. U-Net Architecture. Source: [17]. ..............................................................14 

Figure 10. DeblurGAN Architecture. Source: [14]. ....................................................16 

Figure 11. Example of UAV Training Dataset............................................................19 

Figure 12. Sample of Uncropped and Cropped Images ..............................................23 

Figure 13. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 
and Restored Images (c) Using Blind Deconvolution ...............................24 

Figure 14. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 10cm Using Blind Deconvolution ......................25 

Figure 15. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 
and Restored Images (c) Using Blind Deconvolution ...............................26 

Figure 16. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 5cm Using Blind Deconvolution ........................27 

Figure 17. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 
and Restored Images (c) Using U-Net .......................................................28 

Figure 18. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 10cm Using U-Net ..............................................29 



x 

Figure 19. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 
and Restored Images (c) Using U-Net .......................................................30 

Figure 20. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 5cm Using U-Net ................................................31 

Figure 21. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 
and Restored Images (c) Using DeblurGAN .............................................32 

Figure 22. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 10cm Using DeblurGAN ....................................33 

Figure 23. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 
and Restored Images (c) Using DeblurGAN .............................................34 

Figure 24. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 
and Cropped (d) at R0 = 5cm Using DeblurGAN ......................................35 

Figure 25. Visual Comparison of Image Correction Methods When R0 =10cm. 
Pristine Image (a), Blind Deconvolution (b), U-Net (c), DeblurGAN 
(d) ...............................................................................................................37 

  



xi 

LIST OF TABLES 

Table 1. Dataset Generation Parameters ..................................................................18 

Table 2. U-Net Hyperparameters .............................................................................20 

Table 3. DeblurGAN Hyperparameters ...................................................................21 

Table 4. Average PSNR and SSIM when R0 = 10cm Using Blind 
Deconvolution ............................................................................................25 

Table 5. Average PSNR and SSIM when R0 = 5cm Using Blind 
Deconvolution ............................................................................................27 

Table 6. Average PSNR and SSIM when R0 = 10cm Using U-Net .........................29 

Table 7. Average PSNR and SSIM when R0 = 5cm Using U-Net ...........................31 

Table 8. Average PSNR and SSIM when R0 = 10cm Using DeblurGAN. ..............33 

Table 9. Average PSNR and SSIM when R0 = 5cm Using DeblurGAN .................35 

Table 10. Average PSNR Value Summary ................................................................36 

Table 11. Average SSIM Value Summary.................................................................36 

 



xii 

THIS PAGE INTENTIONALLY LEFT BLANK 

  



xiii 

LIST OF ACRONYMS AND ABBREVIATIONS 

AI  artificial intelligence 
AO  adaptive optics 
CNN  convolutional neural network 
DL  deep learning 
GAN  generative adversarial network 
HEL  high energy laser 
ML  machine learning 
PSF  point spread function 
PSNR peak signal-to-noise ratio 
SSIM structural similarity index measure 
UAV  unmanned aerial vehicle 
  



xiv 

THIS PAGE INTENTIONALLY LEFT BLANK 

  



xv 

ACKNOWLEDGMENTS 

I would like to thank my advisors, Dr. Jae Jun Kim and Dr. Brij Agrawal, for 

guiding my research and their instruction in the topics of deep learning and adaptive optics. 

Their knowledge and experience were essential, and I would not have completed this 

research without their assistance. I would also like to thank Dr. Leonardo Herrera for 

lending his time and skills to help with code implementation. 

Finally, thank you to my family and friends for their love and support. You have 

helped to shape the trajectory of my life that led me to this point. 

  



xvi 

THIS PAGE INTENTIONALLY LEFT BLANK 

 



1 

I. INTRODUCTION  

High energy laser (HEL) platforms could prove to be a vital system for shipborne 

defense against unmanned aerial vehicles (UAVs) due to the HEL’s high depth of magazine 

and low cost exchange ratio [1]. However, HEL systems must target specific locations on 

UAVs for optimal damage. This requirement results in the need for precise imaging of the 

target to determine optimal aimpoints. Image clarity is degraded by atmospheric turbulence 

between the HEL system and the target. To compensate for these atmospheric aberrations, 

current HEL systems use wavefront sensors and adaptive optics (AO) to measure the 

atmospheric aberration and alter the how the laser is focused. These systems are expensive 

to manufacture and add complexity to the HEL system. Advances in artificial neural 

networks provide the potential for compensating atmospheric aberrations without using 

complex wavefront sensors. 

The purpose of this thesis is to investigate the use of deep learning models to 

compensate for atmospheric aberrations in UAV images. First, a performance baseline will 

be set by a classical deblurring technique called blind deconvolution. Then, the baseline 

performance will be compared to the performance of two state-of-the-art deep learning 

models called U-Net and DeblurGAN. 

This thesis will begin with an overview of HEL systems, AO, and artificial 

intelligence (AI) and deep learning (DL) in Chapter II. Chapter III provides further context 

for how DL models can be applied for aberration compensation in HEL systems. The 

process of training and implementing the models will be covered in Chapter IV, and the 

results of the models’ performance will be discussed in Chapter V. Finally, Chapter VI will 

summarize the completed research and provide direction for future work. 
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II. BACKGROUND 

A. HEL SYSTEM OVERVIEW 

High energy lasers (HELs) are generally classified as lasers with power exceeding 

1 kW. However, most tactical HELs in development operate on the magnitude of 10 kW 

to 100 kW while strategic-class HELs can exceed 1 MW in power output [2]. HEL systems 

could provide key advantages in shipboard defense in cost per shot and magazine depth. 

The cost of firing an HEL is the price of fuel needed to generate the required electricity, 

estimated at less than a dollar per shot. Conversely, conventional short-range air-defense 

missiles can cost hundreds of thousands of dollars each [3]. Similarly, surface ships can 

only carry a finite number of missiles and ammunition. Surface ships equipped with HEL 

systems would have a virtually unlimited magazine, constrained only by the ship’s ability 

to generate sufficient electricity [3]. 

B. LIMITATIONS OF HEL SYSTEMS 

While HEL systems provide advantages over conventional shipboard defense, they 

also have potential limitations. Lasers are sensitive to the atmosphere. Particles in the 

atmosphere such as water vapor, dust, and smoke scatter and absorb the laser light as it 

travels to its target. This atmospheric turbulence causes laser light to defocus, degrading 

the laser’s effect on target [3]. Additionally, the HEL imaging system used for targeting is 

degraded by these atmospheric effects. 

Thermal blooming is another limitation of HEL systems. When a laser fires 

continuously in one direction for an extended period, it heats up the air it passes through. 

The heated air defocuses the laser beam. This effect, known as thermal blooming, degrades 

the laser’s ability to disable its intended target [4]. This study will focus on methods to 

compensate for aberrations caused by atmospheric turbulence. 

C. ADAPTIVE OPTICS 

A further explanation of optics and adaptive optics is needed for this study, 

beginning with how light propagates through a medium. A point source of light emits a 
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light wave in a spherical wavefront. According to the Huygen’s Principle, “…all points of 

a wave front of sound in a transmitting medium or of light in a vacuum or transparent 

medium may be regarded as new sources of wavelets that expand in every direction at a 

rate depending on their velocities” [5]. This principle is illustrated in Figure 1. Each point 

on the wavefront acts as a secondary point source.  

 
Figure 1. Wavefront Propagation. Source: [6]. 

In an ideal case, with no atmospheric disturbance, a wavefront from a point source 

propagates outward as a perfect sphere. As shown in Figure 2, when imaging light from a 

point source very far away, the wavefront will be a plane.  
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Figure 2. Point Source Image without Atmospheric Turbulence. Source: [6]. 

With a perfect lens, the light can be focused into an image of the original point 

source. However, because the light is diffracted by the lens, the image will take the form 

of an “airy disk” instead of a single point. The diffraction limit, defined in Equation (1.1), 

represents the spot size of the “airy disk” where D is the diameter of the lens and 𝜆𝜆 is the 

wavelength of the light [6]. 

𝜽𝜽 = 𝟏𝟏.𝟐𝟐𝟐𝟐 𝝀𝝀
𝑫𝑫

    (1.1) 

When a wavefront propagates through the atmosphere, it is affected by turbulence. 

The aberrated wavefront is no longer a plane when it reaches the lens. As displayed in 

Figure 3, the resulting airy disk is distorted. 

 
Figure 3. Point Source Image with Atmospheric Turbulence. Source: [6]. 

Adaptive optics (AO) improve the capability of optical systems by actively 

compensating for aberrations in real-time. Figure 4 shows how AO improves the 

performance of an optics system.  
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Figure 4. Example of Turbulence Effects on Telescope Images without (left) 

and with AO (right). Source: [7]. 

The wavefront sensor measures the shape of the wavefront and sends the 

information to the wavefront corrector, which is a deformable mirror. The mirror adapts its 

shape to correct the aberrations and create a new flat wavefront [7], [8].  

While effective at compensating for atmospheric aberrations, AO systems add 

complex hardware requirements to HELs. Wavefront sensors are also limited in resolution 

and dynamic range and often requires a reference beacon. Artificial neural networks could 

be uniquely suited to overcome these limitations by compensating for aberrations without 

the need for additional hardware. Specifically, AI networks could estimate the incoming 

wavefront directly from the target image and use that information to correct target image 

and the laser beam. 

D. ARTIFICIAL INTELLIGENCE AND DEEP LEARNING 

Image correction algorithms exist that can apply aberration compensation directly 

to target images without having to measure the wavefront explicitly. Classically, blind 

deconvolution algorithms were used for post-processing of target images. However, the 

advent of deep learning algorithms such as convolutional neural networks (CNNs) and 

generative adversarial networks (GANs) have opened the possibility to create more 
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generalized image-correction models that can operate in near real-time. Chapter III will 

describe in greater detail the use of AI and deep learning for HEL systems applications. 

E. RESEARCH OBJECTIVES 

The objective of this research is to investigate two different deep learning 

approaches for correction of aberrated target images due to atmospheric turbulence. Image 

correction models based on U-Net and DeblurGAN architectures are developed using the 

simulated UAV target images under varying turbulence conditions. Performance of the 

resulting deep learning models are compared with the conventional image processing 

approach based on the blind deconvolution method. Based on this comparison study, the 

performance and further improvement areas are identified for deep learning methods 

applied to the atmospheric turbulence compensation problem. 
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III. APPLICATIONS OF AI IN HEL SYSTEMS 

This chapter will describe in detail how artificial intelligence (AI) can be applied 

to HEL systems to compensate for atmospheric aberrations. By performing aberration 

compensation directly on the target image, AI deblurring algorithms eliminate the need for 

a wavefront sensor. Additionally, the deblurred image will improve target tracking and 

aimpoint selection by providing a clearer view of the target. 

A. REVIEW OF AI AND DEEP LEARNING 

This section is an overview of the AI and deep learning topics relevant to this 

research. First the basics of AI and deep learning are discussed, followed by a more detailed 

explanation of neural networks and convolutional neural networks (CNNs). 

1. AI, Machine Learning, Deep Learning 

Artificial intelligence (AI) was defined in 1955 by Stanford Professor John 

McCarthy as, “the science and engineering of making intelligent machines” [9]. Since then, 

AI has developed broadly into numerous fields of science and engineering. Subsets of AI 

relevant to this research are machine learning (ML) and deep learning (DL). ML is a 

method used to model a system given some input data. ML is particularly useful when 

attempting to model complex systems that cannot easily be defined by equations and 

mathematical laws. Figure 5 outlines the general ML process. DL is subset of ML that 

employs a model known as a deep neural network. 
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Figure 5. Machine Learning Process. Source: [10]. 

2. Neural Networks 

The most widespread ML technique is the neural network. Based on the architecture 

of the human brain, neural networks are designed to allow computer programs to recognize 

patterns and improve themselves over time [11]. A neural network is a collection of node 

layers, with the outputs of one node layer becoming the inputs of the next node layer. 

The neuron, or node, is the most basic building block of a neural network. Figure 6 

illustrates the node’s structure. 

 
Figure 6. Node Design Structure. Source: [10]. 
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The node’s data inputs are multiplied by each individual weight and then summed 

together. A non-linear activation function is applied to the result. If the result’s value is 

below the threshold set by the activation function, the node does not pass data to the next 

layer. If the value is above the threshold, the data will be transmitted to the next layer [10]. 

The operations performed by the node are described by the following equations 

summarized from [10]: 

𝒗𝒗 = 𝒘𝒘𝒘𝒘  (1.2) 

𝒚𝒚 = 𝝋𝝋(𝒗𝒗)′   (1.3) 

where 𝑣𝑣 is the net input function before the activation function is applied, 𝜑𝜑(𝑣𝑣) is the 

activation function, y is the node output, and w and x are vectors defined as followed. 

𝒘𝒘 = [𝒘𝒘𝟏𝟏 𝒘𝒘𝟐𝟐 𝒘𝒘𝟑𝟑 … 𝒘𝒘𝒏𝒏]         (1.4) 

𝒘𝒘 =

⎣
⎢
⎢
⎢
⎡
𝒘𝒘𝟏𝟏 
𝒘𝒘𝟐𝟐 
𝒘𝒘𝟑𝟑 
⋮
𝒘𝒘𝒏𝒏 ⎦

⎥
⎥
⎥
⎤
    (1.5) 

While there are numerous types of activation functions, the rectified linear unit 

(ReLu) function is the most commonly used in deep neural networks due to its low 

computation cost and resilience against saturation [12]. The ReLu activation function is 

defined in Equation (1.6). 

𝝋𝝋(𝒗𝒗) = �𝟎𝟎, 𝒊𝒊𝒊𝒊 𝒗𝒗 < 𝟎𝟎
𝒗𝒗, 𝒊𝒊𝒊𝒊 𝒗𝒗 ≥ 𝟎𝟎       (1.6) 

Neural networks consist of tens to millions of nodes all interconnected from the 

input layer to the output layer. As shown in Figure 7, a deep neural network is simply a 

neural network with two or more hidden layers [10]. The neural networks relevant to this 

research are deep neural networks based on the convolutional neural network (CNN) 

architecture. 
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Figure 7. Simple Neural Network and Deep Neural Network. Source: [10]. 

3. Convolutional Neural Network 

CNNs are a type of deep neural network designed to process data with a grid pattern 

to adaptively learn spatial hierarchies of features. This design enables CNNs to effectively 

process image data. CNNs consist of three layer-types: convolution, pooling, and fully 

connected layers [13]. The convolution layer performs feature extraction by constructing 

feature maps from an input image. Figure 8 displays a general convolution layer design. 

 
Figure 8. Convolution Layer Architecture. Source: [10]. 
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The convolution layer contains convolution filters denoted by the square greyscale 

images in Figure 8. A convolution operation is performed on the input image and the 

convolution filters, and the results are sent through the activation function to create the 

feature maps. Pooling layers reduce the image size by combining adjacent pixels in a 

certain area into a single value. As a result, the pooling process decreases computational 

load and helps prevent overfitting. The final layer in a CNN is typically a fully connected 

layer, meaning every output from the previous layer is connected to every node of the final 

layer [13]. 

The two most common uses for CNNs are classification and regression. 

Classification networks are trained to determine which class the data belongs. A common 

classification example is a network that distinguishes between images of cats and dogs. 

The number of outputs of this network correlate to the number of classes being 

distinguished. Regression networks estimate a value based on the input data given. For 

example, given square footage and zip code of a building, a regression network could 

estimate the price of the building. More relevant to this research is image-to-image 

regression, in which the model attempts to augment a sample image to match a training 

image. 

B. IMAGE ABERRATION COMPENSATION TECHNIQUES 

This section provides a brief overview of the image aberration compensation 

methods used in this research: blind deconvolution, U-Net, and DeblurGAN. 

1. Review of Blind Deconvolution 

Blind deconvolution is a classical image restoration technique that does not use 

neural networks. Instead, blind deconvolution is an iterative process that attempts to find 

two unknown functions h and g knowing only their convolution f. The relationship between 

these functions is defined in Equation (1.7). 

𝒊𝒊(𝒘𝒘,𝒚𝒚) = 𝒉𝒉(𝒘𝒘,𝒚𝒚) ∗ 𝒈𝒈(𝒘𝒘,𝒚𝒚) + 𝒃𝒃(𝒘𝒘,𝒚𝒚)                 (1.7) 
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where f is the blurred image, h is the unknown point spread function (PSF), g is the sharp 

latent image, and b is additive noise [14], [15].  

A popular blind deconvolution algorithm for image reconstruction is the 

Richardson-Lucy algorithm developed by William Richardson and Leon Lucy in the 1970s 

[15]. The Richard-Lucy algorithm has been incorporated into a MATLAB function called 

deconvblind [16]. Deconvblind will be explored further in Chapter IV. 

2. Review of U-Net 

U-Net is a CNN originally designed to perform image segmentation on biomedical 

imagery. The network architecture of U-Net is essentially two CNNs, one that down-

samples the input image and another that up-samples. As shown in Figure 9, the 

symmetrical architecture forms a u-shape [17].  

 
Figure 9. U-Net Architecture. Source: [17]. 

By connecting the corresponding levels of the down-sampler and up-sampler, U-

Net benefits greatly from data augmentation, can train quickly, and requires a relatively 
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small dataset. This research modifies the original U-Net architecture to perform image-to-

image regression. 

3. Review of DeblurGAN 

DeblurGAN is a type of generative adversarial network (GAN), a deep neural 

network designed to generate synthetic images similar to its training data. The original 

GAN architecture consists of two networks: the generator and the discriminator. The 

generator is trained to create images with high probabilities of being labelled as real images 

by the discriminator. The discriminator is trained to maximize the probability of correctly 

labelling real images and generated images [18]. The generator and discriminator train 

against each other until the discriminator is unable to distinguish between real and 

generated data. 

In the original GAN architecture, the discriminator assigns a probability that a given 

image is real or fake with a value between zero and one. DeblurGAN replaces the 

discriminator with a critic model. The critic assigns a realness or fakeness score to the 

images, and trains to maximize the difference between the two score distributions. The 

difference between scores is known as the Wasserstein distance [14]. A basic DeblurGAN 

architecture for image deblurring is shown in Figure 10. The generator takes blurred images 

as inputs and outputs estimates of the sharp images. The critic compares the estimated 

restored images to the sharp images and computes the Wasserstein distance between them.  
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Figure 10. DeblurGAN Architecture. Source: [14]. 
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IV. APPROACH OF STUDY 

This chapter describes the methodologies used theories used to generate training 

data, train deep learning models, and quantify model performance. The chapter begins by 

working through how the image dataset was developed.  

A. DATA GENERATION 

To create a dataset consisting of pairs of images with and without atmospheric 

turbulence, the atmospheric turbulence needed to be simulated and applied to the pristine 

images. Zernike polynomials, polynomials defined on a unit circle, are commonly used to 

represent turbulent effects in the atmosphere. By randomizing the coefficients of the 

Zernike polynomials over a normal distribution, a polynomial representation of a 

wavefront can be generated [19]. Equation (1.8) defines the process of developing a 

wavefront, w, from Zernike polynomials, zi, mathematically 

𝒘𝒘(𝒓𝒓,𝜽𝜽) = ∑ 𝒂𝒂𝒊𝒊𝒛𝒛𝒊𝒊(𝒓𝒓,𝜽𝜽)∞
𝒊𝒊=𝟏𝟏               (1.8) 

where ai is the normally distributed coefficient, r is radial distance, and 𝜃𝜃 is azimuthal 

angle [19]. By transforming the wavefront in Equation (1.9) using a Fourier transform, F, 

the wavefront is converted into PSF 

𝒉𝒉 = |𝑭𝑭[𝒘𝒘]|𝟐𝟐 (1.9) 

where h is the PSF. By convolving h with the pristine image, f, the blurred image is created. 

Equation (1.10) represents this process mathematically 

𝒈𝒈 = 𝒉𝒉 ∗ 𝒊𝒊 (1.10) 

where g is the blurred image.  

Another value used to control the level of turbulence applied to the pristine images 

is the Fried parameter. The Fried parameter, R0, “indicates the length over which the 

wavefront can be considered planar” [20]. Furthermore, atmospheric turbulence decreases 
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as the Fried parameter increases. By incorporating the Fried parameter into the dataset 

generation process, the intensity of atmospheric aberrations can be controlled [19].  

The training dataset for this research was generated from a set of 10,000 images of 

a Mongoose UAV model with computer simulated backgrounds. These pristine images 

were treated as the ground truth when determining model performance. By using the 

process described above, originally developed by Jun Zhang in a related thesis [21], blurred 

versions of the original pristine images were created. The turbulence characteristics were 

determined by parameters in Table 1.  

Table 1. Dataset Generation Parameters 

Parameter Value 
Aperture Diameter (m) 0.3 

Target Distance (m) 4,000 
Fried Parameter (m) 0.05, 0.10 

Wavelength (m) 1E-6 
Zernike Polynomials 18 

Grid Size 512x512 

 

This process increased the dataset size to 20,000 images consisting of 10,000 

blurred/pristine pairs. Overall, two datasets were produced: one set of images with a Fried 

parameter equal to 5 cm and another with a Fried parameter of 10 cm. Samples of the 

training datasets are shown in Figure 11.  
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Figure 11. Example of UAV Training Dataset 

B. MODEL TUNING 

This section details how the image aberration compensation models were controlled 

to improve their performance on the training dataset. 

1. Deconvblind 

Deconvblind is a MATLAB function designed to deblur images using blind 

deconvolution, and is defined in Equation (1.11), 

[𝑱𝑱,𝒑𝒑𝒑𝒑𝒊𝒊𝒓𝒓] = 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒏𝒏𝒗𝒗𝒃𝒃𝒅𝒅𝒊𝒊𝒏𝒏𝒅𝒅(𝑰𝑰,𝒑𝒑𝒑𝒑𝒊𝒊𝒊𝒊, 𝒊𝒊𝒊𝒊𝒅𝒅𝒓𝒓,𝒘𝒘𝒅𝒅𝒊𝒊𝒈𝒈𝒉𝒉𝒊𝒊)            (1.11) 

where the inputs are I (the initial image), psfi (the initial estimate of the PSF), iter (the 

number of iterations), and weight (determines how heavily each pixel is considered). The 

outputs are J (the deblurred image) and psfr (the PSF of the deblurred image) [22]. 

The initial images fed into the deconvblind function were the blurred images from 

the training dataset. The initial estimate of the PSF was a gaussian filter with the same size 

as the input image. 35 iterations were determined to provide the best overall performance. 

To compensate for any “ringing” in the restored image, the weight was set to assign the 

pixels around areas of high contrast to zero. 
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2. U-Net 

The U-Net model used in this research was a modified version of the MATLAB U-

Net implementation. Originally designed for image segmentation, this U-Net model had 

58 layers [23]. To modify the model for image-to-image regression, the final two layers (a 

softmax activation layer and a segmentation layer) were replaced by a regression layer. In 

addition to modifying the model’s layers, data augmentation was also performed on the 

image dataset to further improve the performance of the model. The dataset images were 

randomly rotated and reflected to increase the image variation. Table 2 displays the 

hyperparameters used for training the model. 

Table 2. U-Net Hyperparameters 

Hyperparameter Value 
Learning Rate 1E-5 

Epochs 10 
Mini-Batch Size 64 
Encoder Depth 4 

 

3. DeblurGAN 

The DeblurGAN model used in this research was initially developed by Orest 

Kupyn et al. for image motion deblurring [14]. DeblurGAN consists of two models, the 

generator and the critic. The generator takes the blurred images from the training dataset 

as its inputs and outputs estimated restored images. The critic takes the estimated restored 

image and the pristine sharp image as inputs and outputs the difference between them. 

Table 3 shows the hyperparameters used during training. 
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Table 3. DeblurGAN Hyperparameters 

Hyperparameter Value Notes (if any) 
Learning Rate 1E-4  

Epochs 50  
Batch Size 16  

Critic Updates 5 Number of times the Critic 
is trained per epoch 

C. PERFORMANCE METRICS 

The images created by the three methods: blind deconvolution, U-Net, and 

DeblurGAN will be measured quantitatively by two metrics: peak signal-to-noise ratio 

(PSNR) and structural similarity index measure (SSIM). PSNR is one of the most widely 

used metrics to assess image quality, but it does not correlate well to the qualitative 

appearance of an image based on visual inspection. Conversely, SSIM is designed to 

correlate to the perceptual quality of an image [24]. 

1. Peak Signal-to-noise Ratio 

The PSNR is, “an expression for the ratio between the maximum possible value 

(power) of a signal and the power of distorting noise that affects the quality of its 

representation” [25]. Specifically applied to images, PSNR can be defined by Equation 

(1.12) 

𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 = 𝟏𝟏𝟎𝟎𝒅𝒅𝒅𝒅𝒈𝒈𝟏𝟏𝟎𝟎 �
𝒑𝒑𝒅𝒅𝒂𝒂𝒑𝒑𝒗𝒗𝒂𝒂𝒅𝒅𝟐𝟐

𝑴𝑴𝑷𝑷𝑴𝑴
�                (1.12) 

where peakval is the maximum pixel value of the reference image and MSE is the mean 

squared error between the reference image and the restored image [26]. MSE is defined by 

Equation (1.13) 

𝑴𝑴𝑷𝑷𝑴𝑴 =  𝟏𝟏
𝒎𝒎𝒏𝒏

∑ ∑ ‖𝒊𝒊(𝒊𝒊, 𝒋𝒋) − 𝒈𝒈(𝒊𝒊, 𝒋𝒋)‖𝟐𝟐𝒏𝒏−𝟏𝟏
𝟎𝟎

𝒎𝒎−𝟏𝟏
𝟎𝟎           (1.13) 

where f is the reference image, g is the restored image, m represents the number of rows of 

the images, n represents the number of columns of the images, i represents the row index, 
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and j represents the column index [25]. The larger the value of PSNR, the better the image 

quality. 

2. Structural Similarity Index Measure 

SSIM is an image quality metric that compares the luminance, contrast, and 

structure of two images. SSIM is defined mathematically by Equation (1.14) 

𝑷𝑷𝑷𝑷𝑰𝑰𝑴𝑴(𝒘𝒘,𝒚𝒚) = [𝒅𝒅(𝒘𝒘,𝒚𝒚)]𝜶𝜶 ∗ [𝒅𝒅(𝒘𝒘,𝒚𝒚)]𝜷𝜷 ∗ [𝒑𝒑(𝒘𝒘,𝒚𝒚)]𝜸𝜸 

𝒅𝒅(𝒘𝒘,𝒚𝒚) =
𝟐𝟐𝝁𝝁𝒘𝒘𝝁𝝁𝒚𝒚 + 𝑪𝑪𝟏𝟏
𝝁𝝁𝒘𝒘𝟐𝟐 + 𝝁𝝁𝒚𝒚𝟐𝟐 + 𝑪𝑪𝟏𝟏

 

𝒅𝒅(𝒘𝒘,𝒚𝒚) =
𝟐𝟐𝝈𝝈𝒘𝒘𝝈𝝈𝒚𝒚 + 𝑪𝑪𝟐𝟐
𝝈𝝈𝒘𝒘𝟐𝟐 + 𝝈𝝈𝒚𝒚𝟐𝟐 + 𝑪𝑪𝟐𝟐

 

𝒑𝒑(𝒘𝒘,𝒚𝒚) = 𝝈𝝈𝒘𝒘𝒚𝒚+𝑪𝑪𝟑𝟑
𝝈𝝈𝒘𝒘𝝈𝝈𝒚𝒚+𝑪𝑪𝟑𝟑

               (1.14) 

where “μx, μy, σx, σy, and σxy are the local means, standard deviations, and cross-covariance 

for images x, y” [27]. The resulting value ranges from zero (completely different 

luminance, contrast, and structure) to one (identical luminance, contrast, and structure).  

This research utilizes a multi-scale SSIM developed by Wang, Simoncelli, and 

Bovik [24]. Multi-scale SSIM is a more flexible version of SSIM that performs better on 

image data with variations in viewing condition. This increase in performance is obtained 

by iteratively scaling the images and taking multiple measurements of the contrast and 

structure of the images. Then, the luminance of the images is calculated at the final 

iteration. The multi-scale SSIM is evaluated by combining all the different measurements 

as shown in Equation (1.15) 

𝑷𝑷𝑷𝑷𝑰𝑰𝑴𝑴(𝒘𝒘,𝒚𝒚) = [𝒅𝒅𝑴𝑴(𝒘𝒘,𝒚𝒚)]𝜶𝜶𝑴𝑴 ∏ �𝒅𝒅𝒋𝒋(𝒘𝒘,𝒚𝒚)�
𝜷𝜷𝒋𝒋�𝒑𝒑𝒋𝒋(𝒘𝒘,𝒚𝒚)�

𝜸𝜸𝒋𝒋𝑴𝑴
𝒋𝒋=𝟏𝟏         (1.15) 

where M is the final iteration and j is the iteration index [24].  
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V. RESULTS 

In this chapter, the results of the image restoration methods are presented. First, 

each method is studied individually starting with blind deconvolution, then U-Net, ending 

with DeblurGAN. Then, the three methods are compared to each other to determine which 

image restoration method is superior in terms of PSNR and SSIM. Each method was scored 

on a R0 = 10cm dataset and an R0 = 5cm dataset. The average PSNR and SSIM of 100 

images were calculated on both uncropped and cropped versions of each image. Examples 

of the images tested are displayed in Figure 12. 

 
Figure 12. Sample of Uncropped and Cropped Images 

The cropped images focused the images on the UAV target. By eliminating most 

of the background, the images’ performance metrics will be weighted towards how well 

the restored image restores the UAV structure. 

A. DECONVBLIND RESULTS 

Blind deconvolution achieved modest results in compensating for atmospheric 

aberrations when R0 = 10cm. A sample of the restored images compared to the pristine 

images and blurred images is displayed in Figure 13. 
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Figure 13. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 

and Restored Images (c) Using Blind Deconvolution 

The PSNR and SSIM between the pristine sharp image and the restored image were 

measured for 100 images, and an average PSNR and SSIM was calculated. The results 

were plotted for both uncropped and cropped images in Figure 14. 
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Figure 14. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 10cm Using Blind Deconvolution 

The average values of PSNR and SSIM are tabulated in Table 4. 

Table 4. Average PSNR and SSIM when R0  = 10cm Using Blind 
Deconvolution 

 Average PSNR Average SSIM 
Uncropped 17.8727 0.9088 
Cropped 16.3591 0.8752 

 

The same process was repeated after changing the Fried Parameter to R0 = 5cm. A 

sample of the resulting images is displayed in Figure 15. 
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Figure 15. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 

and Restored Images (c) Using Blind Deconvolution 

Blind deconvolution’s performance suffered when the atmospheric aberrations 

increased in intensity. The PSNR and SSIM values of the 100 images are illustrated by 

Figure 16. 
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Figure 16. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 5cm Using Blind Deconvolution 

The average values of PSNR and SSIM are shown in Table 5. 

Table 5. Average PSNR and SSIM when R0  = 5cm Using Blind 
Deconvolution 

 Average PSNR Average SSIM 
Uncropped 15.0199 0.7675 
Cropped 13.4002 0.6169 
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B. U-NET RESULTS 

After training the U-Net model, the model was validated on 100 images at both   R0 

= 10cm and R0 = 5cm. A sample of the restored images when R0 = 10cm are displayed in 

Figure 17. 

 
Figure 17. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 

and Restored Images (c) Using U-Net 

The PSNR and SSIM values of the 100 images are displayed in Figure 18. 
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Figure 18. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 10cm Using U-Net 

The average PSNR and SSIM of the uncropped and cropped images are shown in 

Table 6. 

Table 6. Average PSNR and SSIM when R0  = 10cm Using U-Net 

 Average PSNR Average SSIM 
Uncropped 21.4038 0.8654 
Cropped 19.2831 0.8726 

 

The Fried Parameter was changed to R0 = 5cm and the process was repeated. A 

sample of the results is displayed in Figure 19. 



30 

 
Figure 19. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 

and Restored Images (c) Using U-Net 

The PSNR and SSIM values of the 100 images are shown in Figure 20. 
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Figure 20. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 5cm Using U-Net 

The average PSNR and SSIM values are tabulated in Table 7. 

Table 7. Average PSNR and SSIM when R0  = 5cm Using U-Net 

 Average PSNR Average SSIM 
Uncropped 18.8453 0.7848 
Cropped 16.0244 0.7320 
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C. DEBLURGAN RESULTS 

After training the DeblurGAN model, the model was validated on 100 images at 

both R0 = 10cm and R0 = 5cm. A sample of the restored images when R0 = 10cm are 

displayed in Figure 21. 

 
Figure 21. Sample of Pristine Images (a), Blurred Images with R0 = 10cm (b), 

and Restored Images (c) Using DeblurGAN 

The images restored by the DeblurGAN model qualitatively look very similar to 

the original pristine images. The PSNR and SSIM values for of the 100 images are 

displayed in Figure 22. 
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Figure 22. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 10cm Using DeblurGAN 

The average PSNR and SSIM are shown in Table 8. 

Table 8. Average PSNR and SSIM when R0  = 10cm Using DeblurGAN. 

 Average PSNR Average SSIM 
Uncropped 22.7774 0.9427 
Cropped 20.2256 0.9211 

 

The process was repeated after changing the Fried Parameter to R0 = 5cm. A sample 

of the resulting images are shown in Figure 23. 
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Figure 23. Sample of Pristine Images (a), Blurred Images with R0 = 5cm (b), 

and Restored Images (c) Using DeblurGAN 

The PSNR and SSIM values of the 100 images are shown in Figure 24. 
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Figure 24. PSNR of Uncropped (a) and Cropped (b); SSIM of Uncropped (c) 

and Cropped (d) at R0 = 5cm Using DeblurGAN 

The average PSNR and SSIM values are displayed in Table 9. 

Table 9. Average PSNR and SSIM when R0  = 5cm Using DeblurGAN 

 Average PSNR Average SSIM 
Uncropped 19.5652 0.8714 
Cropped 17.0037 0.7969 
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D. MODEL COMPARISON 

This section summarizes and compares the performance of the three image 

aberration compensation methods tested in this research. The two deep learning models 

(U-Net and DeblurGAN) dramatically outperformed blind deconvolution when comparing 

PSNR values. As illustrated in Table 10, DeblurGAN ranked first in all categories of 

images tested. U-Net scored closely behind DeblurGAN, while blind deconvolution fell far 

below the other two models. 

Table 10. Average PSNR Value Summary 

 R0 = 5cm R0 = 10cm 
 Uncropped Cropped Uncropped Cropped 

Blind 
Deconvolution 15.0199 13.4002 17.8727 16.3591 

U-Net 18.8453 16.0244 21.4038 19.2831 
DeblurGAN 19.5652 17.0073 22.7774 20.2256 

 

While the deep learning models clearly outperformed blind deconvolution in terms 

of PSNR. The results are more nuanced when comparing SSIM values. Table 11 shows 

DeblurGAN still dramatically outperformed the other two methods, but blind 

deconvolution scored higher than U-Net when the Fried parameter was R0 =10cm. 

Table 11. Average SSIM Value Summary 

 R0 = 5cm R0 = 10cm 
 Uncropped Cropped Uncropped Cropped 

Blind 
Deconvolution 0.7675 0.6169 0.9088 0.8752 

U-Net 0.7848 0.7320 0.8654 0.8726 
DeblurGAN 0.8714 0.7969 0.9427 0.9211 

 

By studying the visual appearance of the restored images, the SSIM scores begin 

to make more since. As detailed in Chapter IV, SSIM uses the luminance, contrast, and 

structure of images to calculate how visually similar they appear. As shown in Figure 25, 
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the images restored by the DeblurGAN model are clearly the most similar visually to the 

pristine images. The most likely reason U-Net underperformed in SSIM is the slightly 

pixelated artifacts seen in the restored images. 

 
Figure 25. Visual Comparison of Image Correction Methods When R0 =10cm. 

Pristine Image (a), Blind Deconvolution (b), U-Net (c), DeblurGAN (d) 
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VI. CONCLUSION 

The results of this study show that deep learning models are highly effective at 

compensating for atmospheric aberrations and outperformed conventional methods when 

tested on simulated UAV target image data. These image aberration compensation methods 

can improve the performance of HEL systems by estimating wavefronts directly from 

target images and using the data to correct the target image and the laser beam. 

Blind deconvolution, U-Net, and DeblurGAN algorithms were tested on simulated 

UAV datasets with Fried parameter values of R0 =5cm and R0 =10cm. The resulting 

restored images were compared to the pristine dataset and scored on PSNR and SSIM. 

Overall DeblurGAN had the highest performance, achieving the highest PSNR and SSIM 

scores. The images generated by DeblurGAN were also the most similar to the pristine 

images qualitatively, based on visual inspection. 

DeblurGAN should be studied further in future work to determine its effectiveness 

on real-world data. A larger and more diverse dataset could dramatically improve the 

model’s performance in image aberration compensation tasks. 
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