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Abstract 
The DoD’s new software acquisition pathway prioritizes speed of delivery, advocating agile soft-
ware processes. Estimating the cost and schedule of agile software projects is critical at an early 
phase to establish baseline budgets and to select competitive bidders. The challenge is that com-
mon agile sizing measures such as story points and user stories are not practical for early estima-
tion as these are often reported after contract award in DoD. 
This study provides a set of parametric effort and schedule estimation models for agile 
projects using a sizing measure that is available before proposal evaluation based on data 
from 36 DoD agile projects. The results suggest that initial software requirements, defined 
as the sum of functions and external interfaces, is an effective sizing measure for early 
estimation of effort and schedule of agile projects. The models’ accuracy improves when 
application domain groups and peak staff are added as inputs.  

Keywords— Agile software processes, Cost estimation, Requirements/Specification, 
Software acquisition, Time estimation 

IntroductionI 
In the United States Department of Defense (DoD), the cost and schedule estimation of 

agile software development projects is more critical early in the life cycle when limited data is 
available. These estimates are needed for evaluating contractor cost proposals (Alleman et al., 
2003) and to establish initial program budgets and schedules. Accurate estimates (Jorgensen, 
2005; Nan & Harter, 2009; Shepperd & Schofield, 1997) help minimize cost overruns and sched-
ule delays (Pendharker et al, 2005; Pillai & Sukumaran, 1997).  

Since 2003, more than 1,000 software project data reports (DoD, 2020b) have been col-
lected in the DoD. Of those, less than 5% were identified as agile. The lack of agile software 
project data has hindered the DoD’s ability to implement accurate estimating methods and to 
articulate whether adopting agile could result in significant savings (Molokken-Ostvold & Jorgen-
sen, 2005). The problem is compounded as agile software processes are increasingly used in the 
DoD, and acquisition practices must keep pace with these changes.  
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Studies on agile estimation have either used story points (Bilgaiyan et al., 2016; Choe-
tkiertikul et al., 2018; Choetkiertikul et al. 2019; Owais & Ramakishore, 2016; Nguyen-Cong & 
Tran-Cao, 2013; Popli & Chauahn, 2015; Usman & Britto, 2016), user stories (Alleman et al., 
2003; Saini et al., 2018), function points analysis (Bilgaiyan et al. 2016; Garg & Gupta, 2015; 
Kang et al., 2010; Nguyen-Cong & Tran-Cao, 2013; Usman & Britto, 2016), use case points 
(Bilgaiyan et al. 2016; Nguyen-Cong & Tran-Cao, 2013; Usman & Britto, 2016), COSMIC method 
(Nguyen-Cong & Tran-Cao, 2013), or object-oriented (Alshayeb & Li, 2003) artifacts as primary 
sizing measures. A second considerably smaller set of studies (Choetkiertikul et al., 2018; Choe-
tkiertikul et al., 2019; Owais & Ramakishore, 2016; Popli & Chauhan, 2014) revealed story points 
is related to schedule. Although these are widely accepted agile sizing measures, using them at 
early phases is challenging (Tanveer et al., 2016) as these are typically available later in the life 
cycle (Choetkiertikul et al., 2019; Jones, 2013; Malik, 2011; Nassif et al, 2013). In the DoD, these 
sizing measures are provided by developers after contract award (Kaya & Demirors, 2011; 
Ochodek et al., 2011). Consequently, there is a dire need for early phase cost models (Jorgensten 
& Grimstad, 2011; Popli & Chauhan, 2013) to help programs get funding before contracting for 
agile software development projects. 

This study contributes to the knowledge base by introducing simple models for estimating 
effort and duration of agile software development projects at an early phase. An important distinc-
tion of this approach is choosing sizing measures (Abraham & Insfran, 2008; DoN, 2010; Malik & 
Boehm, 2011; Sharma & Kushwaha, 2010, 2012) as model inputs (Ebrahimi, 1999) that are typi-
cally available early in the project’s life cycle regardless of the development process. The sizing 
measure in this study is defined as the sum of initial functional requirements plus initial external 
interfaces. This is pragmatic as these sizing artifacts are the only ones available in the DoD for 
budget and proposal evaluation.  

This study will address the following research questions: 
1. Do initial, as opposed to final, software requirements, defined as functional plus external 

interface requirements, relate to final agile development effort? 
2. Do initial software requirements along with super domain, relate to final agile development 

effort? Super domain is defined as group of application domains with similar software 
characteristics. For example, vehicle payload and vehicle control are part of the same 
super domain called real-time embedded. 

3. Do initial software requirements along with initial peak staff and super domain relate to 
final agile development effort?  

4. Do initial software requirements relate to the final agile development schedule? 
5. Do initial software requirements along with super domain relate to the final agile develop-

ment schedule? 
6. Do initial software requirements along with initial peak staff and super domain relate to 

final agile software development schedule?  

Background 
Motivation to Adopt Agile in the DoD 

The recent adoption of agile in the DoD has been triggered by the need to move from a 
capabilities-based to a threat-based acquisition model to counter the rapid growing adversary 
capabilities. The DoD’s traditional development process, based on upfront detailed system re-
quirements for the entire completed system, is inadequate to meet these challenges. Senior offi-
cials believe that greater adoption of agile would result in significant improved acquisition perfor-
mance and the ability to quickly respond to adversary technological advancements and update 
DoD software systems accordingly. 
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In 2009, the U.S. Congress enacted the National Defense Authorization Act for Fiscal Year 
2010 (2010 NDAA) requiring the DoD to implement a new acquisition process for IT systems 
(United States House of Representatives , 2018). This new process included principles of agile 
development such as early and continual involvement of the user, multiple rapidly executed in-
crements or releases, early successive prototyping to support an evolutionary approach, and a 
modular open-systems approach. Since the enactment of the 2010 NDAA, an increasing number 
of non-IT DoD acquisition programs have turned to agile software development as a method for 
delivering new and enhanced capabilities to the warfighters on a rapid and repeatable basis, 
avoiding delays and cost overruns associated with traditional methods such as waterfall (United 
States House of Representatives, 2018).  
Software Development Processes in the DoD 

Waterfall is the traditional software development process in the DoD (United States De-
partment of Defense Science Board, 2018). Waterfall development [66] begins with writing down 
the full software requirements at the lowest level. Those software requirements are finalized and 
set by the government before contract award and documented in the software requirements spec-
ifications (SRS) and interface requirements specification (IRS). After contract award, the devel-
oper will use the government’s full software requirements to write the program code as well as 
the test cases. When the software passes all test cases, it is considered finished and ready for 
delivery to the government. 
Agile Software Development in the DoD 

Agile development in the DoD is defined as a life cycle model that employs iterative and 
incremental development with active user engagement (DoD, 2020a). The main goal is to allow 
for continuous development throughout the software’s life cycle (United States Department of 
Defense Science Board, 2018). It involves continuous planning, continuous testing, continuous 
integration, continuous feedback, and continuous evolution of the product. Software is developed 
in short iterations, called time boxes, which typically last one to four weeks. Each iteration is like 
a miniature software project of its own and includes all the traditional software activities (planning, 
requirements analysis, design, coding, testing, and documentation) to release the mini increment 
of new functionality. At the end of each iteration, the team reevaluates project priorities.   

Conversely, hybrid agile combines principles of waterfall (United States Department of 
Defense Science Board, 2018) and agile development. That is, Waterfall for decomposing the 
software requirements for the entire system upfront; (2) Agile after contract award for segmenting, 
testing, and delivering the software in short iterations. This hybrid model is suitable for legacy 
systems (e.g., KC-46A Tanker) that are transitioning to agile, or in fixed-price contracts (e.g., tech-
nology demonstration and sustainment) where requirements are set or fully defined before award. 

Scrum is the most widely used in the DoD as majority of agile projects are managed by 
small teams. However, DevSecOps (United States Department of Defense Chief Information Of-
ficer, 2019) is gradually becoming the preferred framework as new defense policies (DoD, 2020a) 
are aiming at applying security throughout the software life cycle in a cloud-based environment. 
Agile Requirements Decomposition in the DoD 

Most agile software projects in the DoD start by establishing high-level program goals and 
high-level software requirements (functional, non-functional, interfaces) and considered finished 
when the program goals have been met. Those high-level software requirements are written by 
the government (DoN, 2010) and documented in the SRS and IRS. After contract award, the 
developer will enter those high-level requirements in the product backlog, rewrite and decompose 
them into user stories, and continuously refine them (add, delete, modify) as small segments of 
software are developed and presented to the government for feedback.   
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Research Method 
Instrumentation  

The data collection questionnaire in the study was obtained from an existing one: Software 
Resource Data Report (SRDR) form (DoD, 2020b; Lipkin, 2011). SRDR is the primary source for 
actual software industrial data for the DoD and can be obtained by DoD analysts via the Cost 
Assessment Data Enterprise (CADE) repository (https://cade.osd.mil) owned by the Office of the 
Secretary of Defense for Cost Assessment and Program Evaluation (OSD CAPE). The SRDR is 
a regulatory contract reporting requirement (DoD, 2020b) for defense software developers.  

The SRDR is used to obtain both the estimated and actual characteristics of new or up-
grade software projects. The developer submits an Initial SRDR shortly after contract award and 
a Final SRDR after contract completion. These constitute a contract data deliverable for contrac-
tors that formalizes the reporting of software metrics and resource data. The SRDR questionnaire 
and data item description and form can be downloaded via the links below.  
https://cade.osd.mil/content/cade/files/csdr/dids/current/dd3026-1_2019.XLSX 
https://cade.osd.mil/Content/cade/files/csdr/guidance/DI-MGMT-82035A_SRDR%20Report.pdf 

In the SRDR questionnaire, developers are required to indicate whether their development 
process is agile or hybrid agile (e.g., waterfall for Architecture and Requirements, followed by 
agile for design, code, and unit test).  

In the SRDR questionnaire, developers are also required to report the total software re-
quirements by category as shown in Table 2. The Initial SRDR includes the initial software re-
quirements that were baselined at early phase. The Final SRDR includes the final software re-
quirements at contract end. The final includes baselined plus changed requirements (added, mod-
ified, deleted) as a result of continuous refinements after award.  

Table 1. Software Requirements Reported 
Requirement Type Initial SRDR  Final SRDR  

Total Requirements X X 

Functional Requirements   

Baselined X X 

Added  X 

Modified  X 

Deleted  X 

External Interface Requirements    

Baselined X X 

Added  X 

Modified  X 

Deleted  X 

Privacy Requirements X X 

Security Requirements X X 

Safety Requirements X X 

 

https://cade.osd.mil/content/cade/files/csdr/dids/current/dd3026-1_2019.XLSX
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Population and Sample 
The sample includes 36 agile projects delivered for the DoD from 2008 to 2019. This study 

focused on completed agile software projects reported as computer software configuration items. 
The paragraphs below describe how these projects were characterized in terms of software re-
quirements, operating environment, and super domain. 

Operating Environment: The dataset was grouped into operating environments (Clark & 
Madachy, 2015; DoD, 2020b) as shown In Table 3. Operating environment is the host platform in 
which the developed software system operates. The dataset did not contain projects developed 
for space systems. 

Table 2. Operating Environment 

Type Definition 

Surface Fixed Software is at a fixed site. 

Air Vehicle Software embedded as part of an aircraft or drone. 

Sea System software is embedded as part of a surface or underwater boat/ship or boat. 

Ordnance System Software embedded as part of a rocket or ordnance. 

Missile System Software embedded as part of a missile system 

 
Super Domain: The dataset was grouped into super domains as shown in Table 4. The 

raw dataset was initially reported by application domains (Clark & Madachy, 2015; DoD, 2020b; 
Madachy et al., 2011; Rosa et al., 2014a, 2014b). The dataset was then stratified into four general 
complexity zones called super domains. This stratification was adopted from our recent work 
(Rosa et al., 2017). The application domains to super domain mapping are shown in Table 4. 

Table 3. Super Domain Taxonomy 

Super  
Domain Definition 

Application Domains 
included: 

Support (SUPP) Support software assists with operator 
training and software testing.  

Software Tools 
Training 

Automated  
Information Sys-
tems (AIS) 

Provides information processing ser-
vices to humans or other applications. 
Allows authority to exercise control and 
access to typical business processes.  

Enterprise Resource Planning (ERP) 
Custom AIS Software 
Mission Planning 

Engineering 
(ENG) 

Take outputs of real-time software and 
further process them to provide human 
consumable information or automated 
control of devices.  

Test Equipment 
Scientific 
Simulation 
Process Control 
System Software 

Real-Time (RTE) Most constrained type of software. 
These are specific solutions limited by 
system characteristics such as memory 
size, performance, or battery life. These 
take the most time and effort due to 
very high reliability or hardware con-
straints. 

Communications 
Real Time Embedded 
Command & Control 
Vehicle Control 
Vehicle Payload 
Signal Processing 
Microcode/ Firmware 
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Variables in the Study 
The variables examined are described in Table 5. 

Table 4. Variable Names and Definitions 
Variable  Type Definition 

Effort (E) Dependent Actual labor hours associated to all software activities: re-
quirements analysis, architectural design, coding, Software 
Integration, Software Qualification Testing, Software Sup-
port Processes 

Schedule (TDEV) Dependent Actual development time (in months) to complete all soft-
ware activities from Software Requirements Analysis 
through Software Qualification Test 

Initial 
Software 
Requirements (REQ) 

Independent Initial functional requirements + initial external interface re-
quirements reported in the Initial SRDR Developer Report 

Peak Staff 
(Staff) 

Independent Initial peak staff measured in terms of full-time equivalents 
reported in the Initial SRDR Developer Report. 

Super  
Domain 
 

Categorical 
(Dummy) 

Treatment of  4 (r) super domains required the addition of 3 
(r-1) dummy variables : 
D1 = 1 if AIS, 0 if SUPP or otherwise 
D2 = 1 if ENG, 0 if otherwise 
D3 = 1 if RTE, 0 if otherwise 

 
Model Selection  

The model equation forms were chosen based on examining normal probability plots gen-
erated using the Cost Analysis Statistical Package (TECOLOTE Inc., 2020). The selection steps 
for the effort and schedule model forms are summarized below. 

Figure 1 shows the residual plot for the linear regression of effort versus initial software 
requirements. The dataset does not appear to be normally distributed as residuals do not fall on 
the normality line. Consequently, lognormal regression was chosen for the three effort models.   

 
Figure 1. Effort Normal Probability Plot (Linear) 

Figure 2 shows the residual plot for the linear regression of schedule versus initial software 
requirements. The dataset does not appear to be normally distributed as residuals do not fall on 
the normality line. Consequently, lognormal regression was chosen for the three schedule models.  
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Figure 2. Schedule Normal Probability Plot (Linear) 

 

Model Validation 
The regression models were validated using the measures listed in Table 6. 

 

Table 5. Model Validity Measures 
Measure Description 

R2  Coefficient of determination is the percentage of variation in the response explained by the 
model. (Matson et al., 1994) 

R2 (adj)  Adjusted R2 is the percentage of the variation in the response explained by the model, ad-
justed for the number of predictors in the model relative to the number of observations. 

R2 (pred) Predicted R2 is a cross validation method that involves removing each observation from 
the dataset, estimating the regression equation, determining how well the model predicts 
the removed observation, and repeats this for all data points. 

P-value Statistical significance through the coefficient alpha (α = 0.05).   

VIF Variance Inflation Factor indicates if multicollinearity is present in a multi-regression analy-
sis; VIF lower than 10, indicates no multicollinearity. 

SEE Standard Error of the Estimate is the difference between observed and the estimated effort. 
SEE is to linear models as standard deviation is to sample means. 

F-test F test is the square of the equivalent t test; the bigger it is, the smaller the probability that 
difference could occur by chance. 

MMRE Mean Magnitude of Relative Error is an indicator of model’s accuracy: Low MMRE= high 
accuracy. (Mukhopadhyay & Kekre, 1992) 

 

Dataset Demographics  
The sample was identified as 36 agile projects completed from 2008 to 2019 (Figure 3), 

involving six operating environments (Figure 4), and four super domains (Figure 5). The majority 
of the projects were completed in the last six years and most of the software projects were hosted 
at a surface fixed site (e.g., mission operations center, data center). 
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Figure 3. Agile Project Completion Year 

 

 
Figure 4. Operating Environment 

 

 
Figure 5. Super Domain 

 

Figure 6 displays the agile process for the 36 projects. Projects were characterized as 
agile or hybrid agile. The projects identified as hybrid agile used waterfall process for require-
ments analysis, and agile process for design, code, unit test, and integration. This information 
was obtained from developer’s data item descriptions provided as a supplement to their SRDR 
submission. We also contacted the developers to validate and verify their responses.  

 
Figure 6. Agile Process 
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Figure 7 displays the agile framework for the dataset. The majority of the projects used Scrum. 
This information was obtained from developer’s SRDR questionnaire, data item description, and 
proprietary documents describing their processes. We also contacted the developers to validate 
and verify their responses.  

 
Figure 7. Agile Framework 

 

Descriptive Statistics 
Figure 8 is a histogram of the actual software development effort for the agile projects. 

The average software development effort for the sample was 99,959 hours and standard deviation 
of 134,641. The distribution appears to be right skewed, confirming the non-normal distribution of 
effort data as previously shown in Figure 1.  

 
Figure 8. Effort Histogram 

Figure 9 is a histogram of the actual development time for the agile projects. The average 
software development completion time for the sample was 26.95 months and standard deviation 
of 19.73. The distribution again confirms the non-normal distribution of the data as previous shown 
in Figure 2.  

 
Figure 9. Schedule Histogram 
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Figure 10 provides a histogram of initial software requirements. The average total software 
requirements for the sample was 798. The distribution is lognormal.  

 
Figure. 10. Software Size Histogram 

 

Figure 11 shows a histogram of peak staff for the agile project dataset showing Full-Time Equiv-
alent (FTE) staff. The average peak staff for the sample was 31. The project with largest peak 
staff was developed using SAFe. This data has a lognormal distribution. 

 
Figure 11. Peak Staff Histogram 

Figure 12 provides a histogram of the requirements volatility (RVOL) for the agile project 
dataset. RVOL is the sum of requirements changes (added, modified, and deleted) divided by the 
total number of baselined requirements. Baselined requirements are those initial software require-
ments used in this study. The average RVOL for the sample was 19%. More than half experienced 
RVOL ≥ 12%. This confirms the notion that software requirements for agile projects in DoD are 
not fixed and evolve over time. 

 
Figure 11. Requirements Volatility Histogram 
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Results 
This section describes the resulting effort and schedule models associated with Research 

Questions (RQ) 1 through 6. Loglinear regression was performed for all models using the Cost 
Analysis Statistical Package (TECOLOTE Inc., 2020). Log-normal ordinary least squares (OLS) 
regression was used to create the multiplicative models in this study. The data is transformed into 
log-space and the coefficients are derived using OLS regression. The derived coefficients for each 
predictor variable are treated as exponents and the regression intercept is transformed back into 
unit-space with an anti-log. Alpha (α = 0.05) is used in evaluating the p-values for each model. 
These models are applicable for DoD agile software project size ranging between 10 and 5000 
initial software requirements, and a peak staff between 1 and 150 full-time equivalents. The sam-
ple size, however, may impact models’ ability to detect statistical effects with any greater power. 
Effort Model 1 
 

RQ 1: Do initial, as opposed to final, software require-ments, defined as functional 
plus external interface requirements, relate to final agile development effort? 

 

Equation (1) predicts effort for agile software development projects as a function of total 
initial software requirements.  

E = 1006𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.65                                                                    (1)  

Where: 
E  = Final software development hours 
REQ  = FUNC + EIF 

And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 

 

Figure 13 shows the residual plot for equation (1). The residuals approximate a straight 
line. This suggests that loglinear regression is valid for modeling.   

 
Figure 12. Normal Probability Plot for Equation (1) 

 

Table 7 reports the coefficient statistics, goodness-of-fit test, and analysis of variance for 
Equation (1). The high t-statistics and low p-value suggest that initial software requirements are 
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strongly correlated to effort. The result also adds insight to the fact that initial functional require-
ments plus initial external interface requirements are effective in estimating effort for agile pro-
jects. The small difference between adjusted and predicted R2 suggest that the model predicts 
new observations as well as it fits the existing data. However, the low adjusted R2 of 63% suggests 
adding additional variables for a better model fit.  
 

Table 6. Regression Analysis Results for Equation (1) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value VIF 
Intercept  6.9138 13.7 0.0000 *** 
REQ 0.6500 7.8 0.0000 *** 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.7274 64.11% 63.06% 60.29% 68.16% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 32.14 32.14 60.74 
Residual  34 17.99 0.52  
Total 35 50.13   
     

Effort Model 2 
RQ 2: Do initial software requirements along with super domain, relate to final agile 
development effort?  

 

Equation (2) predicts effort for agile software development projects using total initial software re-
quirements as predictor and super domain as categorical variables (D1, D2, D3). 

 E = 200.7𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.7182(3.0𝐷𝐷1)(3.6𝐷𝐷2)(5.1𝐷𝐷3)                      (2)  

Where: 
E  = Final development labor hours 
REQ  = FUNC + EIF 

And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (2) predicts effort for the SUPP super domain 
Figure 14 shows the normal residual plot for Equation (2). Loglinear regression is valid for 

this model as its residuals approximate a normal distribution.  
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Figure 13. Normal Probability Plot for Equation (2) 

Table 8 shows the analysis results for Equation (2). The t-statistics and p-values suggest 
that super domain is strongly correlated to effort, and low VIF values indicates no sign of multi-
collinearity. The small difference between adjusted and predicted R2 also suggest the model pre-
dicts new observations as well as it fits the existing data. This model shows higher adjusted R2 

and lower MMRE than Equation (1); signifying that adding super domain categorical variables to 
Equation (1) improves accuracy and fit. 

Table 7. Regression Analysis Results for Equation (2) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value VIF 
Intercept 5.3019 9.7 0.0000  
REQ 0.7182 10.2 0.0000 1.2 
D1 1.0929 3.2 0.0028 2.5 
D2 1.2728 3.5 0.0013 2.7 
D3 1.6332 4.9 0.0000 2.8 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.5676 80.08% 77.51% 73.60% 47.52% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 4 40.14 10.0366 31.14 
Residual  31 9.98 0.3222  
Total 35 50.13   
     

 

Effort Model 3 
RQ3: Do initial software requirements along with 
initial peak staff and super domain relate to final 
agile de-velopment effort? 

Equation (3) predicts software development effort for agile projects using peak staff and 
total initial software requirements as predictors, while super domain as categorical variables (D1, 
D2, D3).  

E = 173.2𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.539𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0.463(2.3𝐷𝐷1)(3.7𝐷𝐷2)(3.9𝐷𝐷3)   (3) 

Where: 
E  = Final development labor hours 
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REQ  = FUNC + EIF 
Staff  = Initial peak staff in full-time equivalent 

And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 

If D1, D2 and D3 are zero, Equation (3) predicts effort for the SUPP super domain 
Figure 15 shows the transformed normal residual plot for Equation (3). Loglinear regres-

sion is valid for this model as its residuals approximate a straight line.  

 
Figure 14. Normal Probability Plot for Equation (3) 

 

Table 9 shows the statistical analysis for Equation (3). The t-statistics suggests that all 
three variables are strongly correlated to effort; with no signs of multicollinearity. The small differ-
ence between adjusted and predicted R2 suggest the model predicts new observations as well as 
it fits the existing data. This model shows higher adjusted R2 and lower MMRE than Equations (1) 
and (2) signifying that this model achieves the highest accuracy and best fit when all three varia-
bles are added to the regression.  
 

Table 8. Regression Analysis Results for Equation (3) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value VIF 
Intercept 5.1543 12.7 0.0000  
REQ 0.5390 8.6 0.0000 1.7 
Staff 0.4631 5.2 0.0000 1.8 
D1 0.8362 3.3 0.0025 2.6 
D2 1.3025 4.9 0.0000 2.7 
D3 1.3696 5.5 0.0000 2.9 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.4198 89.46% 87.70% 84.74% 33.85% 
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Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 5 44.8489 8.9698 50.90 
Residual  30 5.2861 0.1762  
Total 35 50.1350   
     

 

Schedule Model 4 
RQ4: Do initial software requirements relate to the final agile development 
schedule? 

Equation (4) predicts software development time (in months) for agile projects as a function of 
total initial software requirements.   

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 6.84𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.202                                                                 (4) 

Where: 
TDEV = Final development time (in months) 
REQ  = FUNC + EIF 

And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
Figure 16 shows the transformed normal residual plot for Equation (4). Loglinear regres-

sion is valid for this model as its residuals follow approximate a normal distribution.  

 
Figure 15. Normal Probability Plot for Equation (4) 

 
Table 10 reports the coefficient statistics, goodness-of-fit test, and analysis of variance for 

Equation (4). The high t-statistics and low p-value suggests that initial software requirements are 
strongly correlated to development time (TDEV). However, the low R2 is an indication that a 
schedule model only based on initial software requirements does not fit the data well. Adding 
additional predictors to the model may increase the R2.  
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Table 9. Regression Analysis Results for Equation (4) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value VIF 
Intercept 1.8998 4.89 0.0000 *** 
REQ 0.2029 3.16 0.0033 *** 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.5598 22.71% 20.44% 14.53% 46.66% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 3.1306 3.1306 9.99 
Residual  34 10.6543 0.3134  
Total 35 13.7849   

 
Schedule Model 5 
RQ 5: Do initial software requirements along with super domain relate to final 
agile development schedule? 

 
Equation (5) predicts software development time (TDEV) for agile projects using total initial soft-
ware requirements as predictor and super domain as categorical variable (D1, D2, D3).   

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.64𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.272(2.1𝐷𝐷1)(2.9𝐷𝐷2)(4.0𝐷𝐷3)                       (5) 
Where: 

TDEV = Final development time (in months) 
REQ  = FUNC + EIF 

And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (5) predicts effort for the SUPP super domain 

Figure 17 shows the transformed normal residual plot for Equation (5). Loglinear regression is 
valid for this model as its residuals approximate a normal distribution.  
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Figure 16. Normal Probability Plot for Equation (5) 

Table 11 shows the analysis results for Equation (5). The t-statistics and p-values suggest 
that super domain is strongly correlated to effort, and low VIF values indicate no multicollinearity. 
The small difference between adjusted and predicted R2 indicates the model may predict new 
observations as well as it fits the existing data. This model shows higher adjusted R2 (20%  
65%) and lower MMRE (46% 30%) compared to Equation (4); signifying that adding super do-
main categorical variables improves its accuracy and fit.  

 
Figure 17. Normal Probability Plot for Equation (6) 

 

Table 10. Regression Analysis Results for Equation (5) 
Coefficient Statistics Summary  

Term Coef T-Statistic P-value VIF 
Intercept 0.4980 1.40 0.1724  
REQ 0.2722 5.97 0.0000 1.2 
D1 0.7639 3.49 0.0015 2.5 
D2 1.0972 4.69 0.0001 2.7 
D3 1.4072 6.56 0.0000 2.8 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.3691 69.37% 65.42% 59.14% 30.07% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 4 9.5625 2.3906 17.5514 
Residual  31 4.2224 0.1362  
Total 35 13.7849   
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Schedule Model 6 
RQ6: Do initial software requirements along with initial peak staff and super 
domain relate to final agile software development schedule?   

 

Equation (6) predicts software development time (TDEV) for agile projects using peak staff and 
total initial software requirements as predictors, while super domain as categorical variables (D1, 
D2, D3). 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.345𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆−0.189(2.3𝐷𝐷1)(3.0𝐷𝐷2)(4.5𝐷𝐷3) (6) 

Where: 

TDEV = Final development time (in months) 
REQ  = FUNC + EIF 
Staff  = Initial peak staff in full-time equivalent 

And: 

FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (5) predicts effort for the SUPP super domain. 
Figure 18 shows the transformed normal residual plot for Equation (6). Loglinear regres-

sion is valid for this model as its residuals approximate a normal distribution.  
Table 12 shows the statistical analysis for Equation (6). The t-statistics shows all three 

variables are strongly correlated to TDEV; with no signs of multicollinearity. The small difference 
between adjusted and predicted R2 suggests the model predicts new observations as well as it 
fits the existing data. This model shows higher adjusted R2 and lower MMRE than Equations (4) 
and (5); suggesting that this model achieves highest accuracy and best fit. 

Table 11. Regression Analysis Results for Equation (6) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value VIF 
Intercept 0.5585 1.7 0.0986  
REQ 0.3456 6.9 0.0000 1.7 
Staff -0.1896 -2.6 0.0135 1.8 
D1 0.8690 4.2 0.0002 2.6 
D2 1.0850 5.1 0.0000 2.7 
D3 1.5151 7.5 0.0000 2.9 
 

Goodness-of-Fit Test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.3383 75.09% 70.94% 63.24% 27.50% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 5 10.3508 2.0702 18.08 
Residual  30 3.4340 0.1145  
Total 35 13.7849   
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Discussion of Results 
The resulting statistics add insight to the notion that initial, as opposed to final, software 

requirements, when defined as functional and external interface requirements in the SRS and 
IRS, is good at predicting effort and time for DoD agile projects.  

The multi-variable models ((3) and (6)) based on requirements, peak staff and super do-
main as inputs, perform better than single-variable models ((1) and (4)) using requirements alone 
to predict effort or schedule.  
Model Usefulness and Limitations 

The models in this study are useful for effort and schedule estimates at proposal evalua-
tion or before. Since these models were derived using OLS in log-space (using the natural log), 
the output represents an estimate at the 50% conficence level in log-space. To understand the 
uncertainty in the different models, the model results should be displayed as a 95% conficence 
interval rather than a single value. The confidence interval is derived in log-space using two times 
the model’s standard error (SEE). For example, the 95% confidence interval for the output from 
Equation (3) and the RTE super domain is expressed as follows: 

E (Low) = 173.2𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.539𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0.463𝑥𝑥(3.9) − (2 × .4198)  

E (High) = 173.2𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.539𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0.463 𝑥𝑥(3.9) + (2 × .4198)  

The result is transformed into unit-space by taking the natural anti-log. The confidence 
intervals derived from these models can help program managers independently assess whether 
their software development contract is in breach status. For example, if the contract’s latest re-
vised schedule or cost estimate exceeds the prediction interval’s upper bound, the acquisition 
decision authority may declare a contract breach or restructure the program. 
Threats to Validity 

Possible threats to validity are summarized next: 
Internal Validity Threats: 

• The dataset timeframe (2008–2019) raises potential issues as the earlier projects (2008, 
2010, 2013) were developed using agile processes tailored to fit the developer’s need. It is 
likely that agile processes evolved during the 11-year timeframe. 

• This study is on frameworks commonly considered “agile” and a focus on only one of the 
frameworks may produce different results.  

• The developers “self-reported” the data in the SRDR questionnaire. We verified 80% (29 out 
of 36) of the project data by contacting the developers and following up for additional infor-
mation. Whether the unverified projects (20%) are accurate remains unanswered. 

External Validity Threats: 

• The data from this study came from DoD contracts that exceeded $50 million in value for the 
total contract. The performance of these large companies may not be generalizable to other 
organizations. 

• The initial software requirement counts came from SRS and IRS, a common artifact in DoD 
acquisition. Non-DoD organizations may not use an SRS to state their requirements at early 
phase. 

• These models proved to be effective in estimating total development hours and duration for 
agile projects reported at the release level in the DoD. However, we cannot generalize beyond 
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this group for several reasons. First, majority of the projects were developed using Scrum and 
none in XP. Second, the initial software requirements were developed at a high-level and only 
included functions and interfaces. Third, models may not be suitable for projects using 
DevOps as the reported effort in the dataset does not capture sustainment activities.   

Construct Validity Threats: 

• A sample size of 36 agile projects poses a threat to statistical conclusion as it does not allow 
for detecting effects with greater power. A larger sample size is needed for confirmatory hy-
pothesis testing. 

• Projects in this study reported their initial software requirements using the traditional SRS and 
IRS templates. After contract award, those initial requirements were rewritten into stories and 
continuously refined using agile processes. Whether the projects should be classified as agile 
or hybrid agile remains debatable.  

Example Applications 
The effort and schedule models are used here for estimating two examples: a Radar Dis-

play Manager and a Testing Tool. The examples show how to take information on requirements, 
peak staffing, and the application super domain and use it in the models. Of particular interest is 
how super domains are represented in each model as there are four super domains but only three 
super domain variables in the effort and schedule models. 
Radar Display Manager 

In the first example, there is a need to estimate the software development effort and sched-
ule for Radar Display Manager software. There are 207 Initial Requirements and 23 External 
Interface Requirements for a total of 230 requirements. The estimated Peak Staffing is 16 people.  

The Radar Display Manager is in the Real Time Embedded (RTE) super domain. Effort 
Model (3) takes requirements, peak staffing, and super domain as inputs. Super domains are 
represented by the D1, D2, and D3 variables for the AIS, ENG, and RTE super domains respec-
tively. The super domain variables have a value of either zero (0) or one (1). In this example, the 
Radar Display Manager is in the RTE super domain, variable D3 is set to 1 and the other two 
variables are set to 0. 

Therefore, the effort estimation model for the Radar Display Manager is: 
𝑥𝑥 = 173.2 𝑥𝑥 2300.539 𝑥𝑥 160.463 𝑥𝑥 (2.30) 𝑥𝑥 (3.70) 𝑥𝑥 (3.91) 

𝑥𝑥 = 173.2 𝑥𝑥 18.75 𝑥𝑥 3.6 𝑥𝑥 1 𝑥𝑥 1 𝑥𝑥 3.9 

𝑥𝑥 = 45,595 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 

For the Radar Display Manager software, the time to develop (TDEV) schedule estimation 
model is: 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74 𝑥𝑥 2300.345 𝑥𝑥 16−0.189 𝑥𝑥 (2.30) 𝑥𝑥 (3.00) 𝑥𝑥 (4.51) 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74 𝑥𝑥 6.53 𝑥𝑥 0.59 𝑥𝑥 1 𝑥𝑥 1 𝑥𝑥 4.5 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 30 𝑚𝑚𝑜𝑜𝑚𝑚𝑆𝑆ℎ𝑜𝑜 
The estimate for the Radar Display Manager is 45,595 hours and 30 months. That is an 

average of 1,520 hours per month. 
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Testing Tool 
In the next example, the effort and schedule need to be estimated for the software devel-

opment of a Testing Tool. There are 31 Initial Requirements and five External Interface Require-
ments for a total of 36 requirements. The estimated Peak Staffing is four people.  

The Testing Tool is in the Support (SUPP) super domain. There are variables in the effort 
and schedule models for the AIS (D1), ENG (D2), and RTE (D3) super domains but no variable 
for the SUPP super domain. This is because the base models for effort and schedule are for the 
SUPP super domain when the D1, D2, and D3 variables are given the value of zero (0). 

The Testing Tool effort estimation model is represented as: 
𝑥𝑥 = 173.2 𝑥𝑥 360.539 𝑥𝑥 40.463 𝑥𝑥 (2.30) 𝑥𝑥 (3.70) 𝑥𝑥 (3.90) 

𝑥𝑥 = 173.2 𝑥𝑥 6.9 𝑥𝑥 1.9 𝑥𝑥 1 𝑥𝑥 1 𝑥𝑥 1 

𝑥𝑥 = 2,271 

The TDEV schedule estimation model for the Testing Tool is: 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74 𝑥𝑥 350.345 𝑥𝑥 4−0.189 𝑥𝑥 (2.30) 𝑥𝑥 (3.00) 𝑥𝑥 (4.50) 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74 𝑥𝑥 3.44 𝑥𝑥 0.77 𝑥𝑥 1 𝑥𝑥 1 𝑥𝑥 1 

𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 4.6 𝑚𝑚𝑜𝑜𝑚𝑚𝑆𝑆ℎ𝑜𝑜 

The estimate for the Testing Tool software is 2,271 hours, 4.6 months, and 494 hours per 
month. 

Conclusion 
The results add insight to the notion that initial, as opposed to final, functional plus ex-

ternal interface requirements, when treated as sizing input along with a super domain categorical 
variable, are effective in predicting software development effort and schedule of DoD agile pro-
jects early in the life cycle; at the time when mainstream agile sizing metrics are not available for 
estimation in DoD and budget/schedule baselines are being established. These models can be 
used for building independent government cost estimates to crosscheck request for proposals. 

The results also suggest that DoD contractors should consider adding peak staff along 
with initial software requirements (as defined in this study) and super domain as inputs when 
building effort and schedule models for their agile project cost proposal. These three inputs are 
generally obtained from: contract proposals (i.e., peak staff), request for proposals (i.e., super 
domain), and government provided requirements (i.e., initial software requirements).  
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