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ABSTRACT 

 The classification of underwater soundscapes is a challenging task for humans as 

well as machine learning systems. This is largely due to the heterogenous nature of these 

soundscapes, especially in coastal zones close to human settlements, where multiple ships 

and other man-made and natural sound sources are often present simultaneously. This 

thesis proposes a Bayesian deep learning approach that can accurately classify multiple 

ships simultaneously present in the vicinity of a sensor (multi-label classification) while 

also providing an uncertainty measurement for the classification. This is achieved by 

assuming a Bayesian formulation of standard convolutional neural network architectures 

to not only assign multi-labels per inference but also to provide per inference uncertainty. 

The best performing Bayesian architecture on the multi-label task achieves a weighted F1 

score of 0.84, where each prediction is accompanied by a measurement of uncertainty 

that is used to further enhance the understanding of model predictions. Ships, submarines, 

and unmanned underwater vehicles can use this classification system to aid in the 

identification, tracking, and/or targeting of contacts to help maintain safety of navigation, 

to aid in the real-time interdiction of illicit activities (such as drug or human smuggling 

and covert vessel transits), and to provide port security monitoring while uncertainty 

filters can help sonar operators prioritize contacts for further analysis. 
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CHAPTER 1:
Introduction

This chapter is adapted from [1], previously published by the Journal of Oceanic Engineering,©2021 IEEE12

The past decade has seen an increase in research into artificial intelligence (AI) and machine
learning (ML) systems, along with a concomitant rise in the application of such systems,
creating what some have called an AI “frenzy” [2]. Buoyed by the growth of big data
and the Internet of things, AI/ML has begun to affect nearly every part of society. These
systems have the potential to become “a revolution that will transform how we live, work,
and think” [3].

“How we fight” could easily be added to this list, and indeed the U.S. Department of
Defense (DOD) has recognized the need to be a leader in AI/ML. In 2018, the DOD formed
the Joint Artificial Intelligence Center (JAIC) to “seize upon the transformative potential
of Artificial Intelligence technology for the benefit of America’s national security” and
released an “AI Strategy” in 2019 [4]. One of the ways that the JAIC, and other DOD AI
initiatives, will accomplish its mission will be to develop systems that aid human operators
in sifting through the vast amounts of data (such as imagery, or network traffic) that the
DOD collects every day. Effective AI systems could help operators to quickly and more
accurately classify and interpret this data, ultimately enabling more rapid employment of
the information in the operational arena.

1Reprinted, with permission, from Beckler et al., “Multi-Label Classification of Heterogeneous Under-
water Soundscapes with Bayesian Deep Learning,” IEEE Journal of Oceanic Engineering, MON 2021. This
publication is a work of the U.S. government as defined in Title 17, United States Code, Section 101. Copyright
protection is not available for this work in the United States. IEEE will claim and protect its copyright in
international jurisdictions where permission from IEEE must be obtained for all other uses, in any current or
future media, including reprinting/republishing this material for advertising or promotional purposes, creating
new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of
this work in other works.

2In reference to IEEE copyrighted material that is used with permission in this thesis, the IEEE does
not endorse any of the Naval Postgraduate School’s products or services. Internal or personal use of this
material is permitted. If interested in reprinting/republishing IEEE copyrighted material for advertising or
promotional purposes or for creating new collective works for resale or redistribution, please go to http:
//www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how to obtain a License
from RightsLink. If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada
may supply single copies of the dissertation.

1
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This thesis will specifically examine how AI/ML techniques can aid sonar operators in the
processing and classification of sonar data. The ability to classify sonar signals quickly and
accurately is vital to the conduct of undersea warfare. This is true no matter the platform,
but it is especially so for submarines and unmanned underwater vehicles (UUVs). These
platforms rely primarily (or almost exclusively when operating far from the surface) on
sonar for information about the operational environment, including for targeting and threat
warning.

The classification of underwater soundscapes is of interest to several communities, includ-
ing biologists and oceanographers who look to study fish and whale populations through
recordings from the underwater environment [5]–[7]. Shipping noise can have adverse
impacts on marine mammal populations and the measurement and modeling of shipping
noise is important in predicting environmental impacts for conservation efforts. Such re-
search aids autonomous monitoring of fisheries and fishery enforcement by government
and environmental groups [8]. Ships, submarines, aircraft, and UUVs can use passive sonar
classification systems to aid in the identification, tracking, and/or targeting of contacts, to
help maintain safety of navigation, to aid in the real-time interdiction of illicit activities
(such as drug or human smuggling and covert vessel transits), and to provide port security
monitoring [9], [10].

So far, underwater soundscape classification tasks have been treated as acoustic event
classification, in which a sample contains a single acoustic event to be labeled (multi-
class classification) [5], [6]. This approach, however, is an inaccurate representation of
the heterogeneous underwater acoustic environment where multiple ship and other man-
made signals, as well as biological and natural sound sources, are often simultaneously
present. This is especially true of underwater soundscapes in coastal zones close to human
settlements. Classification of such heterogeneous underwater soundscapes is a challenging
task for humans as well as ML systems. ML models trained on a multi-class classification
task will provide a single label to the input data stream and will miss labeling any other ships
present in the audio sample. The ability to demonstrate underwater soundscape classification
on multiple, simultaneous ships using a single element hydrophone (measuring scalar
pressure only) and provide an uncertainty measurement for those estimates has remained a
challenge for the community at large.
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This thesis addresses that challenge by introducing the multi-label classification task. In
contrast to the common approach of rare acoustic event classification, here, the goal is to de-
tect multiple target labels per inference (per sample) of the neural network classifier. Similar
to the Google YouTube8M challenge [11], this is achieved by expanding upon and evaluat-
ing a custom multi-label convolutional neural network (CNN) architecture which was first
developed by Andrew Pfau in his previously published Naval Postgraduate School (NPS)
master’s thesis [12]. To address the lack of uncertainty measurement in the classification
estimates, a Bayesian deep learning (BDL) approach is adopted borrowing techniques de-
veloped by Sabrina Atchley for her upcoming NPS master’s thesis [13]. BDL combines
deep learning techniques and Bayesian theory to enable models that provide uncertainty
measurements and are more robust to overfitting relative to analogous deterministic (clas-
sical) neural network architectures [14]. Uncertainty measurements also allow for a deeper
understanding of the model’s predictions [15].

In this work, BDL model architectures are developed to not only establish the link be-
tween the ship acoustic signature and the classification ontology adopted, but also, for both
multi-class and multi-label classification tasks, to estimate predictive uncertainty. Both
deterministic and Bayesian configurations of deep Residual Network (ResNet) model ar-
chitectures [16], [17] and a custom CNN architecture are analyzed and benchmarked on
these classification tasks. The uncertainty of predictions of ship classification is suggested
as a distinctive improvement of BDL architectures over deterministic models for underwater
soundscape classification applications. Additionally, with more than 4,000 unique ships and
over 3,400 hours of labeled audio data, the large size of the dataset used enabled a study of
the impact of the seasonal variation of sound speed profile (SSP) on the bias and quality
of classifications of developed deep learning models. Finally, a use-case study examines
the quality of the measured uncertainty and correlates the uncertainty of classification to
distance from the sensor and the bow-stern orientation.

The rest of this thesis is organized as follows. Chapter 2 provides background information
and related work on the topics covered in this paper, including the use of AI/ML techniques,
such as neural networks, in Section 2.1, the specific application of ML techniques to
underwater soundscape classification in Section 2.2, and BDL techniques in Section 2.3.
Chapter 3 outlines the methodology used, beginning with the dataset in Section 3.1, the
environment in Section 3.2, and the classification architecture in Section 3.3. Section 3.4

3



then describes the metrics used to evaluate the classification models, and finally, Section
3.5 details the experimental setup. Chapter 4 begins by examining the overall results of
the experiments in Section 4.1, then moves to a more specific evaluation of the usefulness
of the uncertainties produced by the BDL techniques in Section 4.2 before describing two
real-world case studies in Sections 4.3 and 4.4. Chapter 5 provides concluding comments
and some thoughts on possible future work in Section 5.1.
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CHAPTER 2:
Background and Related Work

This chapter is adapted from [1], previously published by the Journal of Oceanic Engineering, ©2021 IEEE

2.1 Neural Networks and Deep Learning
While AI and ML are closely related, they are not exactly the same. AI is the science and
engineering of making machines which exhibit intelligent behavior, as well as developing
a computational understanding of those behaviors [18], [19]. ML is the study of methods
that allow computers to “learn from data without being explicitly programmed” [20], [21],
and these techniques are often the foundation of AI systems.

ML techniques have a surprisingly long history in computer science, given that they have
only recently gained prominence. For example, the first artificial neural network, inspired
by how neurons work in the brain, was proposed in 1943 [20]. Limitations in computer
processing, data availability, training techniques, and theory drove ML research in other
directions (such as decision trees, support vectormachines, :-nearest neighbor, etc.) until the
1980s and 1990s [20]. Since then, advances in these areas have spurred rapid developments
and significant performance improvements, creating neural networks that are powerful,
versatile, and able to handle large, complex ML challenges [22]. Today, artificial neural
networks and their variants are among the most popular ML techniques in many fields [18].

A basic neural network is made up of an input layer, a hidden layer and an output layer.
The input layer has the same number of neurons as the number of input features (often
plus a bias neuron) and simply passes its input to the neurons in the hidden layer across a
number of connections. Each connection has a weight value assigned to it, and the neurons
of the hidden layer compute a weighted sum of their input connections, and then pass this
sum to some activation function. This activation function then computes an output for the
hidden layer neuron, and then passes this as an input to the output layer neurons. The output
layer has the same number of neurons as the properties which the network is trying to
predict (such as classes for classification, or separate continuous variables for regression),
and behavior similarly to the hidden layer neurons. The final output of this layer is then

5



used, either directly or through another activation function, to make predictions [20], [23].

In multi-label classification, the sigmoid, or logistic, function is a common activation
function which takes the inputs to a neuron, multiplies them by the weights, and outputs a
number between zero and one which can be thought of as a probability [20]. These values
from the output neurons are then compared against a threshold value; any class with an
output at or above the threshold is labeled as present, while those with outputs below the
threshold are labeled as not present. In multi-class classification, where the samples belong
exclusively to one class, the output layer uses a softmax activation function, which ensures
that the probability estimates for each class are values between zero and one and that the
probabilities for all classes sum to one [20], see Figure 2.1 from Géron [20]. Also, see
Section 3.3 for a discussion on how this thesis approaches these issues.

Figure 2.1. A neural network using a softmax output layer for multi-class
classification. The final hidden layer can have any activation function (in
this case, it is the Rectified Linear Unit (ReLU) activation function) and the
softmax output layer will make all the class probabilities sum to one. The
neurons with a “1” are bias neurons. Source: [20]

By passing training inputs through the network, measuring the prediction error, modifying
the weights of the network in a way that minimizes that error, and iterating, the neural

6



network learns the optimum weight values which enable it to achieve its peak performance.
Figure 2.2, from Krizhevsky et al. [23], shows a simple neural network with one hidden
layer.

Figure 2.2. Generic example of the structure of a simple neural network.
Source: [23].

As work on neural networks progressed, researchers found that they were able to see large
performance gains and represent even more complex datasets by stacking more neural
network layers on top of one another. These approaches became known as deep learning
or deep neural networks, and, paired with large amounts of data available for training and
fast computer processing, they became the standard for many ML tasks. Specifically, CNNs
performed especially well on many pattern recognition tasks [3], [24].

7



Figure 2.3. Convolutional layers with multiple feature maps applied to an
image with three color channels. Source: [20].

CNNs use filters to connect subsets of inputs, known as local receptive fields, to one output
neuron in a convolutional layer. This essentially compresses the information contained in the
original inputs, significantly reducing the computations required in training, and allowing
the CNN to learn general abstractions from the inputs. When all the neurons in a layer use
the same filter on the inputs, the output is a feature map which highlights the regions in the
input which most activated the filter [20]. By using multiple filters and stacking the feature
maps, a CNN is able to detect the learned features anywhere in its input, making the CNN an
excellent pattern detector, well-suited for tasks like image classification or object detection.
Figure 2.3, from Géron [20], shows how convolutional layers with multiple filters can be
applied to an image with red, green, and blue color channels.

These feature are then pooled into a sub-sample of the input, which reduces computational
costs, memory requirements, and the number of parameters (which reduces model overfit-

8



ting) [20]. Finally, one or more traditional, fully-connected neural network layers are added
to the CNN to enable predictions as before. Figure 2.4, from Géron [20], presents a typical
CNN architecture for image classification.

Figure 2.4. A typical CNN architecture. Source: [20].

While CNNs first gained popularity in image classification systems, they have recently
begun to be applied to audio classification tasks as well [11]. These tasks have included
speech recognition and localization, bioacoustics (classifying animal vocalizations), and
the characterization of sound reverberation in natural environments [22]. Prior to the use of
CNNs, other types of ML systems, such as support vector machines, were applied to audio
classification tasks, but CNNs have proven more robust and have exceeded the performance
of more traditional ML approaches [25].

2.2 Underwater Soundscapes
The use ofMLalgorithms for the classification of underwater sounds iswell established [22].
Most research in this area, however, focuses on identification of biological sounds [5], [7]
with considerably less reported research on man-made or ship sounds. This lack of research
is partly due to the fact that the datasets used in ship classification tasks are often limited,
either in size or in similarity to real-world conditions. Zak used sounds recorded from just
five naval vessels to demonstrate the use of self-organizing maps and neural networks to
classify ship sounds with greater than 70% accuracy [26]. Santos-Domínguez et al. report
using only two hours of recordings [27], and Niu et al. use just three ships with 30 minutes
of recording from each ship [28]. Berg et al. [9] and Neilsen et al. [29] both use synthetically
generated samples for training due to a lack of real-world data.

An overall lack of data also affects the quality of results by reducing the diversity of
conditions in which ship noise is recorded. A ship sailing on the ocean creates sound by
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operating different pieces of machinery, propeller cavitation, and the movement of propeller
shafts and reduction gears [12]. Vibrations of operating engines and pumps are transferred
through the hull into the water, creating a distinctive pattern of sound that can be detected by
a hydrophone [12]. The size, speed, and aspect to the sensor all affect the type and strength of
signals received, as do oceanographic conditions such as temperature, salinity and pressure
(primarily a function of depth) [30]. These conditions change regularly depending on factors
such as weather, time of day, and time of year.

Arveson and Vendittis provide an overview of the sound sources and source levels that
are generated by a bulk cargo ship [31]. McKenna et al. examined recordings of multiple
commercial ships which show that the sound from container ships predominately falls
below 40 Hertz and that all ships showed asymmetry in their signatures, with bow aspect
radiated noise lower than stern aspect [30]. These studies illustrate some of the challenges of
automatic classification of ships, including differences in emitted noise from the same ship
due to changes in equipment use, variable water conditions that can change how emitted
sound from the same ship is picked up by the receiver, and changes in ship aspect and/or
range relative to the receiver.

2.3 Bayesian Deep Learning
In statistical inference, Bayes’ theorem allows the prior, a probability distribution that
reflects preexisting beliefs about the relationships between data and latent variables, to
be updated after the observation of more data [20]. Predictive models based on Bayes’
theorem can be powerful tools, but since they are based on inferences from data, they must
be able to handle uncertainty [32]. BDL combines this ability of Bayesian probabilistic
models to provide uncertainty in predictions with the ability of neural networks to recognize
patterns and relationships [15]. Specifically, model uncertainty is measured by placing a
prior probability distribution over the model’s weights in order to construct a Bayesian
neural network (BNN) [33]. Given a supervised learning setting and a training dataset,
D = {xn, ~=)}#==1, where N represents the dataset size, xn represents an input feature vector
(where xn ∈ R< = [G1,=, G2,=, . . . , G<,=]) and ~= represents the corresponding label (where
~= ∈ {1, 2, . . . , 2}; 2 being the number of classes), a neural network model’s posterior goal
is to estimate ~̂= = 5 (xn). The Bayesian approach assumes a prior distribution over the
space of functions (i.e., a distribution over network parameters) ?( 5 ) [34], the object being

10



to quantify the posterior uncertainty over the network parameters ?( 5 | D) given a dataset
D. In inference, one can calculate probability of the model prediction ~̂ on a test data input
x∗ by integrating over all possible values in 5 [35]:

?
(
~̂ |x∗,D

)
=

∫
5

?
(
~̂ |x∗, 5

)
? ( 5 |D) (2.1)

In practice, because inference defined in Equation 2.1 is intractable due to calculation
of the probability distribution ?( 5 | D), an approximate inference is used. This work
evaluates variational inference (VI) approaches that approximate the posterior distribution
?( 5 | D) ∝ ?( 5 )?(D | 5 ) by fitting an approximation @\ ( 5 ) ≈ ?( 5 | D), where \ are the
parameters of the probability distribution over weights [36]. In particular, loss is defined as
a negative evidence lower bound function (commonly known as ELBO) and is minimized
relative to \ [35], [36]:

L(\) = −E@\
[

log ?
(
D | 5

) ]
+ KL

(
@\ ( 5 ) | | ?( 5 )

) (2.2)

where the first term represents the expected likelihood, which "describes how the variational
distributions of the neural parameters explain the observed data" [37], and the second term
is the Kullback-Leibler (KL) divergence measuring proximity between the posterior and
prior densities [38].

Prediction uncertainty is induced by the uncertainty in weights and can be calculated by
marginalizing over the approximate posterior using Monte Carlo integration [14] with )
samples to calculate mean predictive probability:
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?(~̂ = 2 | x∗,D) =
∫

?(~̂ = 2 | x∗, 5 )?( 5 | D)35

≈ ?(~̂ = 2 |, 5 )@\ ( 5 )35

≈ 1
)

)∑
C=1

?(~̂ = 2 | x∗, 5̂C)

≈ 1
)

)∑
C=1

?̂2C = ?̄2

(2.3)

where 5̂C ∼ @\ ( 5 ) and 2 represents all possible classes. This research evaluates fully
factorized Gaussian posterior @\ (and prior) with flipout Monte Carlo estimators of KL-
divergence [36], [39]. Flipout is a method used to decorrelate gradients within a training
mini-batch by implicitly sampling the weights of a neural network at training time in a
stochastic, pseudo-independent manner [36]. Furthermore, final classification is assigned
based on Equation 2.3. This assigns a class to each instance based on the greatest mean
predictive probability.

Additionally, a simpler method than explicitly modeling distributions over weights, called
Monte Carlo dropout, is evaluated [14]. Gal and Gharmanani [14] have shown that in-
troducing dropout layers in inference, not just during training, is equivalent to Bernoulli
approximation of the posterior @\ over weights. The advantage of such an approach is
that the number of neural network parameters is significantly smaller than that required
for flipout or other VI techniques. This method also requires relatively minor changes to
the neural network architectures and training processes used by traditional deterministic
models.

Input mel-log spectrograms were classified from Equation 2.3 using argmax ?̄2. Predictive
entropy and total variance are used to quantify the uncertainty of BNN models [14],
[40]. Predictive entropy measures the average amount of information encompassed by
the predictive distribution and is a commonly used uncertainty metric [35]. It is given by:
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�? (~̂ | x∗) = −
∑
2

?̄2 log ?̄2 (2.4)

�? can be normalized to fall between zero and one by dividing by log 22 (which comes out
to 2, the number of classes) [41] as shown in Equation 2.5.

�∗? (~̂ | x∗) = −
∑
2

?̄2
log ?̄2
log 22

(2.5)

Another possible measure of uncertainty is the total variance, which is the sum of the
variance of each individual class, given by:

+C>C (~̂ | x∗) =
∑
2

1
)

)∑
C=1

(
?̂2C − ?̄2

)2 (2.6)

There is no consensus in the literature onwhich uncertaintymeasurement ismost appropriate
when working with BNNs [42]. In their examination of the various types of uncertainty
that can be measured using BNNs for computer vision tasks, however, Kendall and Gal
use predictive entropy as the standard measure of prediction uncertainty for classification
tasks, while predictive variance is used to estimate uncertainty in regression [33]. In this
thesis, therefore, entropy (specifically normalized entropy, �∗?) is used to make predictive
uncertainty measurements for further analysis.
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CHAPTER 3:
Methodology

This chapter is adapted from [1], previously published by the Journal of Oceanic Engineering, ©2021 IEEE

3.1 Dataset
The dataset used for model training and evaluation was recorded at Thirty Mile Bank off
the coast of southern California from December 2012 to November 2013, totaling more
than 6,800 hours of recordings with 4,470 unique ships recorded. It is an expansion of the
dataset used in a previous NPS thesis by Andrew Pfau [12]. The High-frequency Acoustic
Recording Package (HARP) sensor was deployed in water 734 meters deep, with the sensor
at a depth of 683 meters, 51 meters above the sea floor, and an original sample rate of 200
kilohertz [43]. Recordings were down-sampled to a 4 kilohertz sample rate for labeling and
model training [12].

In parallel to the HARP deployment, automatic identification system (AIS) data was used
to develop datasets for both multi-class and multi-label tasks [12]. Given that there is no
formal ontology of ship sounds, in order to utilize the AIS stream this research expands upon
the ship ontology described by Santos-Domínguez et al. [27], in which ships are divided
into four classes based upon size and one class is given to samples without ship sounds (see
Table 3.1). Having a no-ship class enables the development of a flat-classifier instead of
using a multi-level classifier, which would utilize a detector of ship presence followed by
the classification algorithm.
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Class Ship Designators
A Fishing Vessel, Tug, Towing Vessel
B Pleasure Craft, Sailboat, Pilot
C Passenger ship, Cruise Ship
D Tanker, Container Ship, Military Ship,

Bulk Carrier
E No ship present, background noise

Table 3.1. Ship Classes. Source: [1]. (© 2021 IEEE)

For the task of multi-class classification, 30 second audio samples were only assigned one
label indicating which class of ship was present based on AIS messages. In contrast, for
the multi-labeled dataset, 30 second audio samples with more than one ship present were
labeled with the class labels of all ships present at that time. Ship class was determined by
matching audio data segments based on timestamps with AIS messages [12]. Specifically,
broadcast Maritime Mobile Service Identity (MMSI) numbers (or International Maritime
Organization (IMO) numbers where MMSI number could not be found) allowed for finding
precise ship details in an online ship database [44]. For both datasets, a ship was deemed
present if within 20 kilometers (10.7 nautical miles) of the sensor; time periods where all
ships were outside 30 kilometers from the sensor were labeled as the no-ship class.

For the multi-labeled dataset, samples with more than one ship present were labeled with the
class labels of all ships present at that time within 20 kilometers [12]. Only 33% (136,044 of
415,951 samples) of the dataset contained samples with more than one ship present, which
is a common data imbalance in multi-label classification for audio [11].

!�0A3 (D) = 1
#

#∑
8=1
|.8 | (3.1)

Two measures of the degree of “multi-labeledness” (that is, the proportion of the dataset
that is actually multi-label) are the label cardinally (!�0A3) and the label density (!�4=).
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The label cardinality of dataset D is the average number of labels per instance, given in
Equation 3.1, while the label density is the label cardinality normalized by the number of
classes, 2, that make up the label space, see Equation 3.2 [45]. Calculations for the label
cardinality and label density of the total HARP dataset, as well as the splits used for training,
validation, and testing, are listed in 3.2. The training and validation splits are roughly the
same as the overall dataset, while the test split is slightly more “multi-labeled,” bolstering
the generalizablilty of the multi-label performance metrics calculated for the models on the
test set.

!�4=(D) = 1
2
· !�0A3 (D) (3.2)

To produce intermediate signal representations used for training, this work uses well-
established, low-level acoustic signal representations in the form of mel-log spectrograms.
Mel-log spectrograms are dominant features in deep learning [46] and are associated
with linear-frequency spectrograms, that is, the magnitude of a Short Time Fourier Trans-
form (STFT). They are produced by applying a mel-filterbank over STFT magnitude which
effectively encapsulates frequency content at a lower dimensionality [47]. Themel-filterbank
emphasizes lower frequency characteristics, which were proven to be important in under-
water soundscape classification, and reduces the importance of higher frequency content
which, in general, does not require high fidelity representation [12], [30].

D !�0A3 (D) !�4=(D)
Total 1.437919 0.287584
Train 1.437423 0.287485

Validate 1.438696 0.287739
Test 1.441111 0.288222

Table 3.2. Label cardinality and label density for the HARP multi-label
dataset. Rows represent the metrics for the overall dataset, the train split,
the validation split, and the test split, respectively.
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Specifically, mel-log spectrograms were computed through a STFT of 30 second labeled
samples with a 500 millisecond frame size, 125 millisecond frame hop, and a Hann window
function [12]. The STFT magnitude was then transformed to the mel-scale using 128 band
mel-filterbank followed by log compression of the signal [47]. Labeled samples for both
tasks were split further with an 80%/10%/10% ratio into training/validation/test datasets
(332,760 samples/41,596 samples/41,595 samples), respectively.

Thirty seconds was chosen as the sample time for the audio clips for several reasons. First,
since ships move relatively slowly (at 20 knots, a ship would move less than 34 yards, or 31
meters, in 30 seconds), their positions can essentially be treated as stationary over the course
of the sample, allowing the assumption that there is little to no change in the sound emitted
by the ship during the sample to hold [12]. Second, the sample time is long enough to allow
multiple cycles of repeated ship noise patterns to occur, which in turn allows the model to
learn these patterns. Finally, in any human-machine teaming scenario, a human operator
would need some minimum baseline of information in order to detect the presence of a ship,
and 30 seconds of data was chosen as reasonable approximation of this minimum [12].

In multiple studies, the examined frequency range of input signals is limited to below 200
Hertz [26]–[28]. This choice to focus on lower frequencies is supported by the findings
in Arveson et al. [31] and McKenna et al. [30] that most ship noise is emitted below 1
kilohertz. While the use of mel-log spectrograms follows these findings by focusing on
lower frequencies, more signal bandwidth is also utilized. By considering frequencies up to
2 kilohertz, some higher frequency sounds that can act as class discriminators, especially
at shorter ranges, can be taken into account by the models while the mel-log spectrograms
allow the more important lower frequencies to predominate.

3.2 Environment
The propagation, absorption and scattering of sound energy in water is highly dependent on
local environmental conditions. In particular, variations in the speed of sound as it passes
through the ocean can cause significant changes in transmitted and received frequencies and
sound pressure levels [48]. Because of these potential changes, it is important to have a sense
of how changes in the local environment might affect the performance of AI/ML systems
deployed in underwater settings. The most important factors to consider when discussing
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local environmental conditions are pressure, temperature, and salinity [48].

These three factors combined can be used to generate a local SSP. Since ambient pressure
is primarily a function of depth, sound speed in meters per second is generally expressed
as a function of depth in meters, temperature in degrees Celsius, and salinity in parts per
thousand [49]. Because the HARP sensor is at a static depth, pressure can generally be
thought of as a constant. Salinity variations from location to location can be large in some
cases (especially in places where there can be large inflows of fresh water, such as near
ice shelves or river mouths). At the same location, however, ocean salinity tends to remain
relatively stable [48]. Thus, the main driver in any potential temporal variations in SSP at
the location of the HARP sensor are likely to be related to changes in temperature. Indeed,
seasonal variations in temperature can create significant changes in SSP at the same location
throughout the year [49]. Figure 3.1, taken from Kuperman and Roux [49], shows a generic
shallow water seasonal SSP variation.

Figure 3.1. Typical summer and winter shallow water sound speed profiles.
Warming causes the high speed region near the surface in the summer.
Without strong heating, mixing tends to make the shallow water region
isovelocity in the winter. Source: [49].
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The U.S. Navy’s Generalized Digital Environmental Model (GDEM) product database
provides global, gridded, steady-state ocean temperature and salinity profiles [50]. Monthly
temperature and salinity profileswere extracted at the nearestGDEMpoint (32.5N117.75W)
to the HARP location (32.666N 117.707W). These were used to derive SSPs [51] over the
12-month deployment period, see Figure 3.2.

In order to evaluate the impact of environmental parameters on the performance of the
trained models, two studies are conducted involving different data splits for the multi-
class classification task, from December 2012 to March 2013 and from December 2012 to
November 2013. Examining Figure 3.2a, from December to March low dispersion of the
SSPs is observed, while for the overall time segment in Figure 3.2b dispersion between the
SSPs is significantly increased.
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Figure 3.2. Monthly SSPs at the nearest GDEM point (32.5N 117.75W)
to the HARP location (32.666N 117.707W). In 3.2a, SSPs are illustrated
for the December to March time frame, and in 3.2b, SSPs are illustrated
for December to November. Significant dispersion can be observed in 3.2b
relative to 3.2a. Source: [1]. (© 2021 IEEE)
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3.3 Architecture
The popularity of CNNs is due to the state-of-the-art performance that these models achieve
in large-scale image recognition tasks [23]. A desire to train deeper neural networks, po-
tentially improving performance further, led to the development by He et al. of residual
connections [16]. This paper utilizes these ResNet architectures in parallel to the custom
CNN architecture to train and evaluate both deterministic and BDLmodels for classification
tasks.

This work focuses on two classification tasks, multi-class classification and multi-label
classification. Multi-class classification assumes a multinoulli probability distribution since
one wants to represent distribution over 2 classes. This is typically achieved by having 2
neurons in the last layer of the neural network and applying a softmax activation function
(see also Equation 2.3):

?̂2C = B> 5 C<0G( 5̂C (x∗)) (3.3)

Multi-label classification is typically constructed as multiple binary classification tasks
when using a negative log likelihood loss (cross-entropy loss) [52]. A similar approach was
followed by Hershey et al. [11] for audio classification using 2 sigmoid activation functions
(f) one over each of the 2 output neurons:

?̂2C = f

(
5̂C (x∗)

)
(3.4)

where 5̂C (x∗) ∈ R2. This is a common approach in image multi-label classification [53],
[54]. The choice of task drives the choice of activation function on the output of the neural
network model; however, the number of output neurons is constant across the architectures.

Multiple labels can be predicted when the individual probabilities on the output neurons
are greater than the probability threshold, which in this thesis is set at 0.5 [52], [55]. The
threshold was not tuned to maximize any specific metric, such as �1 score, or to reduce the
false-alarm rate. Since the ontology includes all ships and “no ship” as classes, in the case
where none of the classes meet the threshold, the predicted class is selected in the same
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manner as the multi-class classifier described above. In the case where both the “no ship”
class, Class E, and at least one other class both meet the threshold, if the probability for
Class E is greater than those for any other class, the model predicts Class E and nothing
else. If at least one of the ship classes has a greater than or equal probability than that for
Class E, the model predicts every ship class that meets the threshold and not Class E.

For ResNet [16] architectures, standard ResNet32V1, ResNet20V1 and ResNet8V1 model
configurations were tested as a deterministic baseline that was adapted to Bayesian config-
urations following suggestions in Tran et al. and Dillon et al. [39], [56].

Typically, CNNs that focus on image classification use square kernels of size 3x3 or 5x5,
where larger kernels are considered inefficient due to computational requirements [55]. For
spectrograms derived from time-series audio data, however, typical assumptions about the
invariance of image orientation do not transfer [12], thus, rectangular kernels can be applied.
Multiple studies have explored the use of rectangular kernels in audio classification. Several
studies use rectangular kernels in music classification [57]. Mars et al. use rectangular filters
of various sizes to vary the convolution of time and frequency domains [58]. In order to
adopt these ideas, rather than adjusting a ResNet architecture, a custom CNN architecture
is used as shown in Figure 3.3. This architecture is directly derived from Pfau’s previous
NPS thesis work [12].

Through a hyperparameter search of kernel size ratios (1:1, 2:1, 3:1, and 4:1), using a kernel
size of 5 as a baseline, it was found that a 2:1 ratio is optimal and a 4:1 ratio performed the
worst [12]. Hence, the final proposed kernels of 10x5 were used to apply the convolution
operation on time versus frequency mel-log spectrograms. A batch normalization layer is
used to normalize input mel-log spectrograms. These kernel sizes are fixed throughout every
layer of the network. Based on work by Ozyildirim and Kartal [24], an increasing number
of filters is used throughout the network. The initial layers contain 16 filters with 16 added
in each additional set. After each block of two convolutional layers, the input size to the
next block is cut in half by a max pooling layer with a stride of 2 by 2. L2-regularization on
CNN layers is used to prevent overfitting [12].
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Figure 3.3. Model architecture: Each block is described by (number of filters,
filter shape). Source: [12].

The architectures above were tested as described to form a deterministic baseline for both
multi-class and multi-label classification tasks. They were also, however, adapted to make
use of the flipout and Monte Carlo dropout BDL methods described in Section 2.3. These
flipout andMonte Carlo dropout BNNswere implemented using themethodology described
in an upcoming NPS thesis by Atchley [13]. In the flipout models, standard TensorFlow
layers were replaced with flipout layers from the TensorFlow Probability library. For the
Monte Carlo dropout models, dropout layers were added after each convolutional block
(for the custom models) or each residual block (for the ResNet models) and left on during
inference as well as training [13].

3.4 Evaluation Metrics
In traditional binary classification tasks, standard metrics such as accuracy (�22), precision
(%A42), recall ('42), �1 score and area under the receiver operating characteristic (ROC)
curve are used to evaluate performance [55]. These metrics can also be extended to multi-
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class classification tasks in a fairly straightforward manner, since there is still only one
label per sample. The performance is calculated per class and then averaged across all
classes. This technique is known as macro-averaging. Averages can also be weighted by the
number of instances of each label in the dataset, especially useful in the case of imbalanced
datasets [59]. The ability of a single test instance to be associated with multiple labels
simultaneously, however, gives much greater complexity to the evaluation of multi-label
performance than is present in the conventional single-label learning environment [45].
Withmulti-labelmodels, micro-averaging is possible using the total number of true and false
positives ()% and �%, respectively) and true and false negatives ()# and �# , respectively)
to calculate the average globally. It is also important to note that any of the multi-label
metrics discussed below can be used to describe multi-class performance by treating the
multi-class dataset as a multi-label one for which there happen to be nomulti-label instances
(micro-averaging for all multi-class metrics is equivalent to calculating accuracy).

There are two general categories of multi-label metrics: label-based metrics and instance-
based (also called example-based or sample-based) metrics [45], [60]. Label-based metrics
evaluate the machine learning model for each class individually and then return the value,
either micro- or macro-averaged, across all classes, see Equations 3.5 and 3.6. Given a
testing dataset, D∗ = {(x∗

8
, .8)}"8=1, where " represents the test dataset size, xi is the 8 -th

feature vector (i.e., the 8 -th test sample) and .8 is the set of true labels associated with the 8
-th test sample:

)% 9 =
{��x∗8 | ~ 9 ∈ .8 ∧ ~ 9 ∈ 5 (x∗8 ), 1 ≤ 8 ≤ " ��}

�% 9 =
{��x∗8 | ~ 9 ∉ .8 ∧ ~ 9 ∈ 5 (x∗8 ), 1 ≤ 8 ≤ " ��}

)# 9 =
{��x∗8 | ~ 9 ∉ .8 ∧ ~ 9 ∉ 5 (x∗8 ), 1 ≤ 8 ≤ " ��}

�# 9 =
{��x∗8 | ~ 9 ∈ .8 ∧ ~ 9 ∉ 5 (x∗8 ), 1 ≤ 8 ≤ " ��}

(3.5)

Equation 3.5 describes how to calculate the value of )%, �%, )# and �# with respect to
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the 9 -th class label, ~ 9 , where 5 (x∗8 ) (or in case of the BDL 5̂ (x∗
8
)) is the set of predicted

labels output by the model 5 , or in case of BDL 5̂ , on x∗
8
. Equation 3.6 then describes

how to use these values to compute traditional performance metrics using either macro- or
micro-averaging, where � ∈ {�22, %A42, '42, �1} and 2 is the number of classes. Similarly,
a macro-averaged area under the ROC curve (�*�) can be calculated by first computing
the �*� for every class in a “one-vs-rest” manner and then averaging over 2 [45].

�<82A> = �
©«
2∑
9=1
)% 9 ,

2∑
9=1

�% 9 ,

2∑
9=1
)# 9 ,

2∑
9=1

�# 9
ª®¬

�<02A> =
1
2

2∑
9=1

�()% 9 , �% 9 , )# 9 , �# 9 )

(3.6)

Since each instance for which the model makes predictions can be associated with more than
one label, instance-based performance metrics can be aggregated by evaluating each test
example individually and then averaging across the whole test set (in the multi-class case,
the label-based and instance-based calculations are the same). For multi-label accuracy, this
thesis uses subset accuracy as defined in Equation 3.7, where [[@]] returns 1 if predicate @
is true and 0 otherwise. This equates to the proportion of samples where the set of predicted
labels for each sample, 5 (x∗

8
) exactly matches the set of true labels, .8 for the sample. This

measure is intuitively the counterpart to traditional accuracy (the proportion of samples a
model got “correct”) and is the strictest measure of multi-label accuracy [45].

�22BD1B4C =
1
"

"∑
8=1
[[ 5 (x∗8 ) = .8]] (3.7)

The instanced-based methods of calculating other traditional performance metrics are listed
in Equation 3.8. Precision and recall are calculated for each instance by taking the size
of the intersection of the set of true labels, .8, and the set of predicted labels 5 (x∗

8
), or

5̂ (x∗
8
), divided by the size of the set of predicted labels or the size of the set of true labels,
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respectively [45]. �1 is then calculated in the usual way using the instance-based precision
and recall.

%A428=BC =
1
"

"∑
8=1

��.8 ⋂ 5 (x∗
8
)
���� 5 (x∗

8
)
��

'428=BC (<) =
1
"

"∑
8=1

��.8 ⋂ 5 (x∗
8
)
��

|.8 |

�1
8=BC =

2 · %A428=BC · '428=BC
%A428=BC + '428=BC

(3.8)

The final metric discussed here is Hamming loss (�!), which evaluates the fraction of labels
which are incorrectly predicted, that is, a relevant label is not predicted or an irrelevant label
is predicted [45]. For each test instance, �! (Equation 3.9) is the size of the symmetric
difference, Δ (equivalent to “exclusive or” in Boolean logic), between the set of predicted
labels, 5 (x∗

8
), and the set of true labels, .8, divided by the number of classes, 2 [61]. The

individual instance �!B are then averaged across all instances, and lower values indicate
better performance. In the multi-class case, �! is equivalent to 1 − �22.

�! =
1
"

"∑
8=1

1
2

�� 5 (x∗8 )Δ.8�� (3.9)

In order to give a broad picture of the comparative performance of the several models
tested, for both multi-class and multi-label models this paper reports the macro-averaged
and weighted-averaged label-based precision, recall, and �1 score as calculated in Equation
3.6, as well as the macro-averaged �*� and the �! (see Equation 3.9). For multi-label
performance, it also reports label-basedmicro-averaged and instance-based precision, recall
and �1 score as shown in Equations 3.6 and 3.8. Accuracy is reported as discussed in the
examination of Equations 3.6 and 3.7 above.
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3.5 Experiments
The custom CNN architecture as well as ResNet32V1, ResNet20V1 and ResNet8V1 archi-
tectures formed the bases for the models tested. Each base was used to create six separate
model architectures. These model architectures were multi-class deterministic, multi-class
flipout, multi-class Monte Carlo dropout, multi-label deterministic, multi-label flipout, and
multi-label Monte Carlo dropout, for a total of 24 separate base-architecture configurations
(four bases times six model architectures). These separate models were then trained on the
full multi-class or multi-label datasets, respectively. For evaluation, deterministic models
made predictions on each of the instances in the 10% of the data held out as a test set
using Equation 3.3 for multi-class and Equation 3.4 (using the thresholds and modifications
discussed in Section 3.3) for multi-label. BNN models made 50 inferences on each test in-
stance, with the results averaged across classes before calculating uncertainty and applying
the appropriate activation function.

All of the model architectures evaluated were developed using the same training strategy.
This standardization ensures the fairness of benchmarking. The Adam optimization algo-
rithm was used for training with 0.001 as the initial learning rate. This starting learning rate
was discovered to be the most effective after running experiments on both custom CNN and
ResNet models using starting learning rates from 1 to 0.0001. Learning rate annealing [62]
is employed by monitoring validation accuracy and reducing the learning rate by a factor of
10 if the validation accuracy was not increasing for 50 consecutive epochs. To regularize for
overfitting, in addition to the methods mentioned in Section 3.3, an early stopping strategy
was utilized [55]. Overall, training was terminated at a maximum of 500 epochs. NVIDIA
RTX 8000 48GB GPU graphics cards were used for distributed model training and model
inference.
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CHAPTER 4:
Results

This chapter is adapted from [1], previously published by the Journal of Oceanic Engineering, ©2021 IEEE

4.1 Overall Results
The experiments described above examined the performance of traditional deterministic
(non-Bayesian), Monte Carlo dropout, and flipout versions of both the custom CNN and
ResNet models. For the ResNet models, the ResNet32V1 versions consistently performed
better than the other ResNet configurations tested. For example, weighted average �1 scores
for the multi-label Monte Carlo dropout versions of the model were 0.78, 0.76, and 0.71 for
ResNet32V1, ResNet20V1 and ResNet8V1, respectively. Because this general pattern held
across all versions, only the ResNet32V1 results are reported here. Models of each of the
versions were trained on the full HARP dataset for multi-class and multi-label classification,
respectively.

Custom ResNet32v1
Det Drop Flip Det Drop Flip

�! 0.193 0.174 0.204 0.284 0.248 0.279
�*� 0.967 0.976 0.964 0.910 0.938 0.916
�22 0.807 0.826 0.796 0.716 0.752 0.721

%A42<02A> 0.75 0.78 0.74 0.66 0.68 0.66
'42<02A> 0.72 0.74 0.70 0.58 0.65 0.61
�1
<02A> 0.73 0.76 0.72 0.60 0.66 0.63

%A42|48�ℎC 0.80 0.82 0.79 0.71 0.75 0.72
'42|48�ℎC 0.81 0.83 0.80 0.72 0.75 0.72
�1
|48�ℎC

0.80 0.82 0.79 0.71 0.75 0.71

Table 4.1. Multi-class performance metrics. Source: [1]. (© 2021 IEEE)
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The results for multi-class classification are reported in Table 4.1 while the results for
multi-label classification are in Table 4.2. In both tasks, the models based on the custom
CNN outperformed their ResNet model counterparts in every metric. In most cases, the
best performing version of the custom CNN was the Monte Carlo dropout BNN, generally
reflective of the performance enhancements seen in ensemble learning (MonteCarlo dropout
can be viewed as an ensemble classifier where each inference is a different model) [15]. The
exception to this was in multi-label classification, where the deterministic and Monte Carlo
dropout versions performed almost identically, varying at most by 2% in any one metric.
Based on uncertainty measurements discussed below, a speculation can be made that the
greater predictive uncertainties involved in multi-label classification offset the performance
gains often seen with ensemble learning by introducing enough variation that the Monte
Carlo dropout model was unable to make more accurate predictions than the deterministic
model.
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Custom ResNet32v1
Det Drop Flip Det Drop Flip

�! 0.068 0.071 0.089 0.117 0.096 0.120
�*� 0.860 0.848 0.814 0.770 0.797 0.763

�22BD1B4C 0.743 0.737 0.695 0.627 0.676 0.616
%A42<02A> 0.94 0.94 0.88 0.76 0.85 0.75
'42<02A> 0.74 0.72 0.67 0.61 0.64 0.60
�1
<02A> 0.82 0.81 0.75 0.67 0.73 0.66

%A42<82A> 0.95 0.94 0.89 0.81 0.87 0.80
'42<82A> 0.77 0.76 0.73 0.68 0.72 0.68
�1
<82A>

0.85 0.84 0.80 0.74 0.79 0.74
%A42|48�ℎC 0.95 0.94 0.89 0.81 0.87 0.80
'42|48�ℎC 0.77 0.76 0.73 0.68 0.72 0.68
�1
|48�ℎC

0.85 0.84 0.80 0.74 0.78 0.73
%A428=BC 0.95 0.94 0.89 0.82 0.87 0.81
'428=BC 0.84 0.84 0.79 0.74 0.78 0.74
�1
8=BC

0.88 0.87 0.82 0.76 0.81 0.75

Table 4.2. Multi-label performance metrics. Source: [1]. (© 2021 IEEE)

4.2 Uncertainty Filtering
Much research in AI/ML simply evaluates model predictions on a test dataset and computes
some sort of measure of the amount of correct predictions versus incorrect predictions in a
straightforward manner [40] (the metrics of Section 3.4 all attempt to do exactly this). While
these methods are certainly important to measuring and improvingmodel performance, they
do not perfectly capture the full range of options available to a classification or diagnostic
system. In many tasks for which AI/ML systems, such as traditional CNNs, are used,
like medical diagnoses or language processing, humans doing the same task would have
options available to them besides simply making a prediction [40]. These other options
include asking for more information, like longer samples or additional images, or asking
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for a second opinion, especially of someone with significant expertise in the relevant field.
Figure 4.1 illustrates a key benefit of the use of BNNs as compared to traditional CNNs: the
ability to get uncertainty measurements on each prediction. Not only does this value give
us more insight into the performance of the model, but it can also be used to triage only the
most ambiguous classifications for further analysis by experts [40].

Examining the multi-class Monte Carlo dropout model in Figure 4.1 reveals that filtering
out all samples with �∗? greater than 0.375 retains about 80% of the samples but improves
the weighted �1 score from 0.82 to 0.90. For the multi-label Monte Carlo dropout model,
using the same filter results in retaining 86% of the data and increases the weighted �1 score
from 0.84 to 0.88. Figure 4.2 demonstrates the reason for the performance boost gained by
filtering. There is a much larger number of predictions for which the model is relatively
certain, and these are predictions which the model is also more likely to get correct. Filtering
out the more uncertain predictions raises performance scores while not affecting many of
the predictions overall.
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Figure 4.1. Each point represents the model’s weighted average �1 score vs.
the ratio of overall number of samples retained when filtering out all samples
above a certain predictive uncertainty value (measured by �∗?). Source: [1].
(© 2021 IEEE)

Thus, the model is able to achieve significantly higher performance on a relatively large
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portion of the original dataset by removing the samples it is most uncertain about. These
samples can then be put in a queue for further expert analysis. In crowded hydroacoustic
environments, prioritizing samples by their uncertainty for analysis by sonar operators
can enable ships, submarines, or shore monitoring stations to more efficiently process and
categorize sonar contacts and more effectively allocate the scarce resources of operator time
and attention.
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Figure 4.2. Histogram of �∗? for each prediction made on the test dataset by
the custom architecture multi-label Monte Carlo dropout BNN model. The
X-axis is the value of �∗? and the Y-axis is the number of instances.

Both Monte Carlo dropout and flipout Bayesian architectures produce calibrated uncertain-
ties, see Figure 4.1. However, the overall results indicate better performance forMonte Carlo
dropout model architectures across the evaluated metrics for both multi-class and multi-
label classification tasks as shown in Table 4.1 and Table 4.2. Given that the Monte Carlo
dropout models have significantly fewer parameters and take less computational time than
their flipout counterparts,Monte Carlo dropout is a promising option for sonar classification,
especially for use on unmanned vehicles and other embedded systems.
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4.3 Case Study I
To explore how all of these results fit together in practice, Case Study I was developed. In this
case study, a ship was chosen and the classification predictions made by one of the models
as that ship transited past the HARP sensor were examined in detail. The model used was the
custom multi-class Monte Carlo dropout BNN trained on the full HARP dataset. The ship
selected was a car carrier which sailed near the HARP sensor over about a four-hour period
on February 25, 2013. The corresponding AIS information was used to build a range versus
time plot and examined the model’s predictive output and uncertainty along the track as
shown in Figure 4.3. As the ship approached, the model made several erroneous predictions
and had high uncertainty until a range of roughly 15 km.With decreasing range, more sound
information began to reach the sensor, making the predictions both more accurate and more
certain. As the ship passes its closest point of approach and begins increasing range, the
same effect is seen, with less accurate and less certain predictions farther from the sensor.
Figure 4.4 shows the same information as Figure 4.3 overlaid on a map with the target’s
latitude and longitude plotted for each prediction.
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Figure 4.3. Case Study I - February 25 2013, Car Carrier; range vs. time
plot of a known target AIS track overlaid with BNN classification output
and predictive entropy, �?. Classification outputs are color coded relative
to the class where Car Carrier (classD) is correctly classified with magenta.
�? is scaled such that the size of the gray transparent circle corresponds
to the percentile of the value range of �?, with smaller circles correspond-
ing to lower �? values, and thus higher certainty. Predictions and �? are
from the custom multi-class Monte Carlo dropout BNN trained on the full
HARP dataset (see third column, Custom/Drop, in Table 4.1). Source: [1].
(© 2021 IEEE)

The model predictions and uncertainties also capture two other hydroacoustic phenomena.
The first is the bow null effect acoustic shadow zone, which occurs when the radiated engine
and propeller noise (most often the main source of ship noise and generated towards the
aft end of the ship) is partially blocked by the hull of an approaching ship [63]. When the
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ship is moving away, the stern is exposed and the noise reaches the sensor unimpeded. This
is seen most clearly in the large uncertainties and missed predictions on the approaching
track, which continue in to a range of about 12 km. In contrast, on opening range, the
uncertainties do not consistently rise until roughly 17 km, which is also where the first
missed predictions are observed. Uncertainties also show a small spike as the ship is very
close to the sensor, revealing the second phenomena: interference and acoustic bleed-over
caused by the high sound pressure levels reaching the sensor. The observation of these two
phenomena in Case Study I, as well as better performance at closer ranges, matches what
would be expected in real-world conditions and demonstrates the model’s ability to reflect
reality in its performance and uncertainty measurements.

Figure 4.4. Case Study I - February 25 2013, Car Carrier; geographic AIS 
location plot of a known target AIS track overlaid with BNN classification 
output and predictive entropy, �?. Classification outputs and entropy calcu-
lations are the same as used in Figure 4.3.
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4.4 Case Study II
As another case study, additional versions of the custom model were trained on a seasonal
subset of the data. Case Study II looked at the performance of the general multi-class
models trained on the whole year’s data (see Table 4.1) compared to the performance of
models trained only on data from the winter months (December to March). The results of
cross-testing both sets of models on the large and small dataset are summarized in Table 4.3.
While the models trained only on the winter data had excellent performance on a held-out
test set from the winter, their predictive power was not generalizable, with poor performance
on the full year’s data. The models trained on the whole dataset, in contrast, were unable to
reach the peak performance of those trained on the smaller dataset, but are able to perform
much better on the whole range of data. They also lose only a small amount of their overall
performance when making predictions on the smaller dataset.

Multi-Class Trained on: Small Large
Performance on: Det Drop Flip Det Drop Flip

Small

�22 0.922 0.937 0.917 0.798 0.780 0.782
%A42|48�ℎC 0.92 0.94 0.92 0.80 0.78 0.78
'42|48�ℎC 0.92 0.94 0.92 0.80 0.78 0.78
�1
|48�ℎC

0.92 0.94 0.92 0.79 0.77 0.77

Large

�22 0.482 0.481 0.472 0.807 0.826 0.796
%A42|48�ℎC 0.51 0.50 0.49 0.80 0.82 0.79
'42|48�ℎC 0.48 0.48 0.47 0.81 0.83 0.80
�1
|48�ℎC

0.44 0.44 0.44 0.80 0.82 0.79

Table 4.3. Case Study II - Cross-comparison of the multi-class performance
of models trained on the full dataset vs. models trained on a seasonal subset.
All models are based on the custom architecture. The large dataset consists
of samples from a full year, from December 2012 to November 2013. The
small dataset is a subset of the larger, consisting only of the samples from
December 2012 to March 2013. Source: [1]. (© 2021 IEEE)

These results demonstrate the effects of seasonal variation on model performance, as well as
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the diverse set of underlying distributions required in order to train a generalizable classifier
for underwater soundscapes. As seen in Figure 3.2, seasonal changes to the water column’s
SSP affect how the noise from even the same ship on the same track is received by the
sensor, depending on the time of year. Datasets which are based on samples collected over a
relatively brief period are likely to be biased. This decreases the practical utility of models
trained on them even if the models seem to have solid performance. In order to capture all
of these differences, datasets with samples from all throughout the year, and ideally across
multiple years, are needed. Another approach could be to train multiple models with data
from different years but the same season, thus creating several “seasonal expert” classifiers.
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CHAPTER 5:
Conclusion

This chapter is adapted from [1], previously published by the Journal of Oceanic Engineering, ©2021 IEEE

The classification of underwater sounds is of great interest to several communities and has
seen significant progress with the proliferation of deep learning. This work addressed several
challenges of using deep learning models for classification in acoustically heterogeneous
environments and effectively establishes benchmark performance for both the multi-label
and multi-class classification of underwater soundscapes. Additionally, this is also a first
study demonstrating the quality and the utility of the uncertainty of neural network clas-
sification with a ship-based ontology on underwater soundscapes. The best performing
Bayesian model developed for the multi-label task achieves a weighted �1 score of 0.84 and
the model developed on the multi-class task achieves a weighted �1 score of 0.82. In both
of those tasks, models simultaneously offered measurement of uncertainty in per sample
classification. This was achieved by adopting Bayesian deep learning, a new and developing
field, which can have important implications on the proliferation of deep learning models
in production.

The presented results and associated analysis are applicable to any other classification or
regression task in soundscape monitoring. The demonstrated results and analysis of un-
certainty in the first case study correlated well with a physical understanding of sound
propagation. Moreover, the second case study demonstrated the ability to preserve model
performance with the seasonal variation of underlying sound speed profiles, which was
enabled by training on one of the largest datasets used in this type of analysis. Accurate,
automated sonar classification enables more autonomy in unmanned systems, while in-
creasing efficiency and reducing cognitive load on human sonar operators. The addition of
uncertainty measurements further enhances the effectiveness of human-computer teaming
in this domain. Overall, the proposed approaches can have a significant impact on the au-
tonomousmonitoring of ocean resources through passive sonar, as well as on the operational
effectiveness of multiple air, surface, and subsurface U.S. Navy platforms.
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5.1 Future Work
There are several research areas in which this work could be extended. The first of these is in
model architecture and its capabilities. Further study of the construction of the custom CNN
architecture on which the BNNmodels are based could yield better performance. While the
hyperparameter spaces for both the CNN architecture and the BNNs architectures developed
on top of it were explored, this search was by no means exhaustive. More hyperparameter
tuning is likely a fruitful avenue of further investigations. Another capability that should
be added in future versions is the ability to detect multiple instances of the same class
of ship simultaneously. Additionally, while classifications are useful, in order to truly be
operational, the system must also be capable of conducting reasonably accurate bearing and
range regressions, which would require extensive architecture modifications.

The next major area for continued inquiry is in the data used for training and testing the
models. Data augmentation techniques have yielded impressive performance improvements
in many areas of AI/ML, but especially in computer vision [64]. Since the models in this
thesis use images (the mel-log spectrograms generated from the raw audio data) as their
inputs, this approach is a particularly promising one. Furthermore, the HARP sensor used
here provided only one channel of audio data. The use of a multi-channel sensor could
provide additional opportunities to apply methods from other areas of AI/ML research.

Finally, while the size and scope of the dataset used here represents a significant improve-
ment from most previous work, it is still representative of only one locale and environment
in a large and diverse global ocean. In addition to investigating temporal variations and “sea-
sonal expert” classifiers, as mentioned in Section 4.4, gathering data from other locations,
especially ones with substantially different environmental conditions and SSPs, for use
with the models presented in this work, as well as other models developed independently,
will be critical to the development of the generalizable models necessary for real-world
deployments.
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