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ABSTRACT 

 In 2019, the Naval Facilities Engineering Command (NAVFAC) deployed its first 

smart grid infrastructure in Norfolk, VA, enabling shore commands to meet energy goals 

set by the secretary of the Navy. However, with increased functionality and control 

comes increased vulnerability to malicious cyber activity. This research aims to address 

anomaly detection using an autoencoder neural network as an intrusion detection 

mechanism on the NAVFAC smart grid. We built and experimented with multiple 

autoencoder structures to identify an optimal model that provides the best results in terms 

of precision, recall, and accuracy for the data sets used. We trained our autoencoder on 

NAVFAC-provided advanced metering infrastructure (AMI) data. We used the 

NAVFAC smart grid data set to simulate 14 different false data injection attacks (FDIA). 

Our experiments, performed with Python and TensorFlow, showed that an autoencoder is 

an effective instruction detection system (IDS) when the threshold is tuned correctly. 

Moreover, our results show that the activation function and optimizer used may affect 

performance. Thus, the “best” autoencoder depends on the customer’s needs and the 

threat environment. 
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CHAPTER 1:
Introduction

In response to energy modernization goals initially established by then-Secretary of the
Navy Ray Mabus, the U.S. Naval Facilities Engineering Command (NAVFAC) developed
smart grid infrastructure for select U.S. Naval bases to increase their energy security and
reduce their energy consumption [1]. In 2019, NAVFAC began transitioning facilities from
traditional power grid transmission infrastructure to this modernized smart grid [2].

The Department of Energy (DOE) describes the smart grid as a rebuild of the existing power
grid by incorporating digital technology that enables two-way communication between the
grid operator and its customers [3]. The objective of the smart grid is to increase power
distribution efficiency, reduce operating costs, and provide quick restoration of services
after power disturbances [3], [4].

Figure 1.1 illustrates the differences between the traditional grid and the smart grid. In
a traditional grid, the power flows from the supplier to its consumers without a feedback
mechanism. This architecture requires technicians to manually record data from on-location
meters, a laborious and time-consuming process when troubleshooting issues [2]. In a smart
grid, there is a two-way flow of information. Through the advanced metering infrastruc-
ture (AMI), information regarding the current state of the grid, predicted power demand,
customer information, and other data are exchanged to allow the smart grid to tailor its
use, increasing efficiency and responsiveness [2], [5]. The NAVFAC smart grid achieves
the same objectives as the commercial smart grid, primarily through two means. First, the
two-way communication feature enables the grid to tailor the power distribution to meet
end-user demands, reducing costs while increasing reliability [4]. Second, the NAVFAC
smart grid can remotely monitor its performance or troubleshoot outages through smart
metering technology connected via a wide area network (WAN) [6]. This function helps
NAVFAC maximize grid efficiency and reduce maintenance costs.
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Figure 1.1. Power Infrastructure Design Comparison: Smart Grid versus Tra-
ditional Grid. Source: [10].

With the tremendous benefits of a smart grid comes a cost. Every connected device on
the grid becomes a potential target for malicious activity, increasing the attack surface for
nefarious cyber actors [6]. Once protected by isolation and proprietary technologies and
protocols, power grids that transition to smart infrastructure become vulnerable to similar
threats plaguing the Internet [7]. Additional considerations and security measures must be
implemented that were not required in the past. An intrusion detection system (IDS) is one
of many necessary additions [7].

1.1 Research Motivations
As a critical support node to the U.S. Naval fleet, the NAVFAC smart grid is a priority target
for any malicious actor trying to disrupt ship movements or put a valuable asset at risk. If
unmitigated, the NAVFAC smart grid vulnerability introduces an unacceptable risk to Navy
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combat readiness. To defend against attacks, smart grid technology must be sophisticated
enough to identify malicious activity and resilient enough to continue operating while
implementing mitigation efforts.

Currently, the state of smart grid cybersecurity is component-specific. Due to the complexity
of the smart grid network and numerous threats, researchers have not established a holistic
approach to smart grid security [8]. In [9], the author presents five cybersecurity categories
for smart grids – process control systems (PCS), smart meter security, power system state
estimation security, smart grid communication protocol security, and smart grid simulation
for security analysis. Our research overlaps with smart meter security and power system
state estimation security.

Smart meter security issues include physical tampering, since the devices are at the end-user
location, and inaccurate data entering or exiting the meter. Power system state estimation
security focuses on the integrity of the data transmitted between the PCS and the smart
meters. Mechanisms exist that can differentiate between corrupted data and normal data.
However, most techniques fail to detect false data injection attacks (FDIA) [9]. An FDIA is
malicious activity designed to manipulate data values. The techniques that do detect FDIAs
require a labeled data set [10]. However, due to the difficulty of detecting FDIAs and their
seldom occurrence in historical data, smart grid training data is highly unbalanced [11].
Our research provides a defense against FDIAs using unlabeled data, filling a gap in smart
grid cybersecurity.

1.2 Contributions
In this thesis, we develop an IDS for the NAVFAC smart grid using unsupervised machine
learning. Specifically, we use an autoencoder neural network to predict anomalous activity.

We chose an autoencoder because of its ability to “learn” the feature space of normal
activity without using labeled training data. Due to the time-consuming nature of labeling
data, it is unreasonable to expect a completely labeled data set from any operator of such an
extensive network. The label-free aspect of unsupervised learning was therefore critical to
our research.

Autoencoders provide an elegant solution to the data set labeling problem. During the
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training process, the model ingests non-malicious data to determine a baseline threshold,
which delineates between “normal” and “anomalous” data. In post-training, the autoencoder
quickly identifies anomalous activity by comparing the reconstruction error of each input
to the threshold established during training.

Our research used a NAVFAC data set to train an autoencoder. This data set was provided by
the engineers and smart grid program manager at NAVFAC. The data set was generated by
the NAVFAC’s AMI, which is a configuration of smart meters, data management devices,
and a two-way communication network between the central system and the meters [12]. To
the best of our knowledge, this is the first time that anomaly detection research has been
conducted using Navy smart grid data.

To test the autoencoder ability to detect anomalous activity, we introduced FDIAs by
manipulating input values to evaluate the autoencoder performance. Thus, the contributions
of this work are as follows:

• Design of a network intrusion mechanism based on an autoencoder neural network.
We used and processed a novel, real-world NAVFAC data set for training.

• Provide an unsupervised machine learning framework that overcomes the unbalanced
training data set problem in smart grid research.

• Evaluation of the developed autoencoder on 14 different data sets, representing vary-
ing degrees of FDIA to show the model performance.

• Compare the developed autoencoder with a deeper model given in [11] to show
performance differences and tradeoffs.

• Demonstrate that autoencoders can recognize full-scale attacks (targeting every input
parameter) and more nuanced attacks (targeting specific input nodes).

This thesis supports funded research through theOffice ofNavalResearch to study enhancing
the cyber resiliency of the Naval smart grid.

1.3 Thesis Organization
The remainder of this thesis is organized as follows: In Chapter 2, we discuss related re-
search and the fundamentals of autoencoders to include activation functions and optimizers.
Chapter 3 describes the unique characteristics of our NAVFAC data and the manipulations

4



used to make the data set usable. It also provides a high-level comparison between the
NAVFAC smart grid and the commercial smart grid. In Chapter 4, we provide an overview
of the various test autoencoders built through the course of the research and identify the best
performingmodel.We explain how an open-sourceModbus data set was used on our autoen-
coders for benchmarking. Furthermore, we give an in-depth review of the best performing
autoencoder and the comparison model described in [11], highlighting the differences be-
tween the two models. Chapter 5 describes and analyzes the autoencoder simulation results
on the Modbus and NAVFAC data sets. We also show the comparative results between the
developed autoencoder and the deep model given in [11]. Chapter 6 concludes the thesis
and identifies future research opportunities.
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CHAPTER 2:
Related Work

Researchers and academics have proposed several techniques to detect anomalous or ma-
licious network traffic. This chapter addresses related work that focuses on the challenges 
inherent to network and power systems data sets and the different methods used for anomaly 
detection.

In [13], the author used a collection of Modbus datasets, produced by the University 
of Montreal using a supervisory control and data acquisition (SCADA) sandbox, similar 
to that of the Navy smart gird, to test the operability of supervised machine learning for 
anomaly detection in network activity. Using a Bayesian classification and machine learning 
algorithm, the author tested the model on seven different data s ets, r epresenting various 
attacks on the grid. The results showed that anomaly classification accuracy is affected by the 
size of the training data set and the amount of concentration of the malicious packets [13]. 
Furthermore, [5] used a k-nearest neighbor (KNN) machine learning approach to detect 
cyberattacks on a simulated network created by the Canadian Institute of Cybersecurity. 
The author showed that by optimizing the k-value, the KNN model could accurately identify 
and classify malicious activity. However, both researchers note the limitation of their data 
sets and the difficulty of acquiring labeled real-world data [5], [13].

To combat the data set labeling challenge, [11] introduced an unsupervised machine learn-
ing approach to anomaly detection using an IEEE 118-bus system dataset. The researchers 
developed an autoencoder to detect FDIAs using an hourly power load data set from 32 Euro-
pean countries. The researchers calculated “normal” power system states and corresponding 
measurements using optimal power flow solutions [11]. The authors demonstrated that the 
proposed autoencoder is superior to current anomaly detectors deployed on the power grid. 
With a detection probability in the mid to high 90%, the researchers showed that their pro-
posed neural network does not need attack data for training. However, this data set 
consisted of macro-level power generation parameters (total power generation, total power 
consump-tion, installed capacity, price, etc.) rather than power analysis within a specific 
smart grid. 
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This thesis builds upon the research in [11] to address anomaly detection within a smart 
grid.

2.1 Background

2.1.1 Autoencoder Fundamentals
The model used in this research is an unsupervised machine learning algorithm called an
autoencoder. An autoencoder is a neural network designed for representation learning by
using a hidden layer (or “bottleneck”) in the network, forcing a compressed knowledge
representation of the original input [14].

To achieve representative learning, autoencoders apply backpropagation, setting the target
values equal to the inputs. By defining the desired output as the input values, an autoencoder
can train without using labeled data. This process performs dimensionality reduction by
compressing each layer, in contrast to principal component analysis (PCA) which performs
one massive transformation [15]. In [16], researchers demonstrated that autoencoders could
detect subtle anomalies that linear PCA missed.

A basic autoencoder includes an encoder, bottleneck, and decoder as shown in Figure 2.1.
The encoder compresses the input data into a latent space representation, reducing the
dimensionality and distorting the original data. The bottleneck represents the compressed
input, retaining only relevant information from the input [15]. The decoder decompresses
the data back to the original dimension. The data is reconstructed from the latent space
representation, which produces a lossy reconstruction of the original data [15].

To explain the learning process, consider an autoencoder with only an input and output
layer. The learning process is defined by:

ℎ = 𝜎(𝑊𝑥ℎ𝑥 + 𝑏𝑥ℎ) (2.1)

𝑧 = 𝜎(𝑊ℎ𝑥ℎ + 𝑏ℎ𝑥 ) (2.2)

where 𝜎 is the nonlinear activation function, b is the bias, and W is the weight of the neural
network [17].

8



Figure 2.1. Single Layer Autoencoder Structure. Source: [16].

The autoencoder uses an activation function to transform the input vector x into a hidden
representation h [17].

After the input vector is compressed into a hidden representation, we calculate the recon-
struction error or loss function. For this research we use the mean squared error (MSE)
regression model. The MSE is given by:

𝑟 =
1
𝑁

𝑁∑︁
𝑖=1

(𝑥𝑖 − 𝑧𝑖)2 (2.3)

where the difference between the reconstructed vector z (the model’s prediction) and the
original input vector x (ground truth) squared. The average is then taken across the entire
training set.

To find the delta 𝛿 after calculating the reconstruction error, we use:

9



𝛿 = 𝜎′(𝑥𝑖)𝑟𝑖 (2.4)

where 𝜎’ is the derivative of the activation function. For an autoencoder with multiple
hidden layers, the delta is calculated at each layer and updated accordingly. This process
continues until just before the input layer [17], [18]. The learning process updates parameters
until the model converges [17].

We chose an autoencoder because of its ability to learnwithout labeled data and its simplicity.
Autoencoders are easy to tune and experiment with, making them an excellent foundation for
additional research on this topic. We tested various autoencoder structures for this research,
experimenting with adding layers, varying compression amounts, and using different types
of layers. The models and their performance are further discussed in Chapter 4 and 5,
respectively.

2.1.2 Activation Functions: Sigmoid versus ReLU
Artificial neural networks (ANN) were originally designed to mimic biological neural
networks [19]. Whereas biological neurons receive electrical signals, an ANN neuron
receivesweights and biases, as described in Section 2.1.1.After the input layer, the remaining
layers use an activation function to transform the weighted sum of the inputs into an output.
For our tests, the model used either sigmoid or rectified linear unit (ReLU) activation
from the first to the penultimate layer. We wanted to test whether there was a significant
performance enhancement using one or the other. The output layer uses the linear activation
function because we want unbounded output values.

Sigmoid Activation
Sigmoid activation is a common activation function used for shallow ANNs. It is called a
logistic function because it outputs values between zero and one. The sigmoid function is
given by:

𝑔(𝑥) = 1
1 + 𝑒−𝑥

(2.5)
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and its derivative is defined by:

𝑔′(𝑥) = 𝑒−𝑥

(1 + 𝑒−𝑥)2 (2.6)

as seen in Figure 2.2.

Figure 2.2. The Graphic Depiction of Sigmoid Function and Its Derivative.
Source: [18].

Since the sigmoid function is a continuous function, it is differentiable everywhere, which
is desirable. However, the literature indicates that sigmoid should not be used for deep ANN
due to a saturation issue. Specifically, sigmoid produces zero gradient in the limit. The limit
for sigmoid’s derivative is defined by [19]:

lim
𝑥→+∞

𝑔′(𝑥) = 0 (2.7)

lim
𝑥→−∞

𝑔′(𝑥) = 0 (2.8)

11



as seen in Figure 2.2. This phenomenon is called the vanishing gradient, which restricts the
contributions of the first several layers to the learning process during training. In response
to this issue, researchers experimented with other activation designs [19].

ReLU Activation
One alternative to sigmoid is ReLU activation, which addresses the vanishing gradient
problem. The ReLU function is given by:

𝑔(𝑥) = 𝑚𝑎𝑥(0, 𝑥) =

𝑥, if 𝑥 ≥ 0,

0, if 𝑥 < 0,
(2.9)

and its derivative is defined by:

𝑔′(𝑥) =


1, if 𝑥 ≥ 0,

0, if 𝑥 < 0,
(2.10)

as shown in Figure 2.3. Rather than restricting the output to between zero and one, ReLU
activation output is either zero, if the input 𝑥 is negative, or the output equals 𝑥, if 𝑥 is
positive [19]. Most academic literature favors the ReLU activation function because of its
ability to converge quickly, overcome local optimization, and resolve the vanishing gradient
descent problem [19].
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Figure 2.3. The Graphic Depiction of ReLU Function and Its Derivative.
Source: [18].

2.2 Optimization Function: Stochastic Gradient Descent
(SGD) versus Adaptive Moment Estimation (Adam)

After the activation function is applied to the last layer of the encoder, the values transfer
to an optimizer. In machine learning, optimizers are combined with a backpropagation
algorithm to minimize the cost of computing the gradient [20]. Optimization functions
are designed to find the global minimum, the lowest point on a curve as depicted in
Figure 2.4. We experimented with two optimizers – stochastic gradient descent (SGD) and
adaptive moment estimation (Adam). With SGD, the network parameters are updated as the
optimizer processes each mini-batch of training data as opposed to adjusting after the entire
training data set has been evaluated. Adam is a follow-on to SGD that endeavors to increase
efficiency. Adam gives each parameter its own learning rate that is adapted as the training
progresses based on previous adjustments, enabling Adam to find the global minimummore
quickly [21]. Literature indicates that Adam performs better during training but, in some
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cases, generalizes worse than SGD [21].

Figure 2.4. The Graphic Representation of Local and Global Minimum.
Source: [22].

2.3 Chapter Summary
The literature has shown that autoencoders are efficient, powerful unsupervised machine
learning models. Our research incorporates commonly used activation and optimization
functions to increase generalizability while comparing performance across various combi-
nations.
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CHAPTER 3:
Dataset and Preprocessing

In this chapter, we discuss our methodology to process the NAVFACAMI data set.We begin
by providing a comparison of a commercial smart grid to the NAVFAC smart grid. After
describing the grids, we detail the specifics of the NAVFAC data set and the manipulations
used to convert the data into a usable format. We conclude the chapter by explaining how
FDIA was used in this thesis.

3.1 NAVFAC Dataset
One of the key elements for smart grids is the AMI. The AMI consists of three sub-systems:
data management system, communication network, and smart devices [22]. Figure 3.1
displays a generic view of this structure. We use Figure 3.1 to compare the commercial
smart grid infrastructure to the NAVFAC smart grid system.

Figure 3.1. Multi-layer Smart Grid Communications Network. Source: [28].

Figure 3.2 displays the architecture and communication flow for the Navy smart grid
provided by NAVFAC. At the bottom of the three ovals - Base X, Base Y, and Base Z –
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is the AMI. The AMI meters and base computer application software (BCS), the software
designed to facilitate two-way communication, record and communicate data collected at
each site. This function corresponds to the home area network (HAN) shown in Figure 3.1.
A HAN enables multiple devices within the home to communicate with the grid, helping to
tailor power supply to meet the demand [23]. Navy smart meters could transmit data from
buildings, ships, piers, or other critical assets.

Figure 3.2. High Level View of the NAVFAC Smart Grid System Architecture.
Data flow paths between various devices are also shown. Source: [2].

In theNavy smart grid, theAMI devices communicate to operational services. This exchange
corresponds to data concentrators in the generic structure shown in Figure 3.1. These devices
aggregate the data collected from each meter in a determined area. Commercial smart grids
often refer to this region as neighborhood area networks (NAN), as depicted in Figure 3.1.
The Navy smart grid combines the functions of the HAN and NAN into what it calls the
base area network (BAN). The BAN provides a high-level view of communication flows
and activity within the base’s smart grid from the AMI to the edge device.

After the operational services receive the data, the information is transmitted to the control
system demilitarized zone (DMZ). The DMZ attempts to filter out malicious traffic while

16



allowing legitimate traffic into the network. The DMZ is the boundary between the Navy
smart grid and the Internet. This boundary has its own set of challenges that is beyond the
scope of research presented in this thesis. The final route from the DMZ to the Internet
aligns with the WAN displayed in Figure 3.1. The data set used in this research applies to
information exchanged from the AMI to the operational services.

For this research, we used a NAVFAC AMI time series data set. The data set includes 35
metering statistics (power, current, voltage, phase, frequency, etc.) on 1,200+ AMI devices.
The system recorded meter readings once an hour every day from the beginning of January
2020 to the end of January 2021, equating to 9,528 inputs per meter statistic. Table 3.1
displays a subset of the NAVFAC data input features used in our experiments. Specifically,
the table displays 41 samples of the three-phase current (columns A, B, and C), calculated
neutral current (column D), and frequency (column E) for one AMI meter. A full list of the
data set input features is provided in Appendix A.
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Table 3.1. Subset of NAVFAC Data and Input Features - (from left to right)
three-phase current, neutral current, and frequency.

To run our models, we used TensorFlow. TensorFlow is an end-to-end open-source machine
learning platform designed to build and train machine learning models using high-level
APIs. TensorFlow enabled us to quickly test and debug our models, resulting in rapid model
design and final product development [24]. The scripts were written in Python for ease of
use and portability. Code is provided in Appendix B through F.

3.2 Data Preprocessing
NAVFAC provided 13 time series data sets as .xml files. Each dataset represents the month
the data was collected. The data was formatted such that the first column identified the
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device and the meter statistic. The corresponding row values were the readings taken every
hour that month.

To get our data in a usable format, we manipulated the NAVFAC spreadsheets. In the
original spreadsheets, the first column represented the AMI device statistic and the top row
corresponded to the timestamp data – the time the reading was recorded, as shown in Table
3.2. When using spreadsheets in Python, the columns are the input parameters. Since we
wanted the AMI device readings to be the input parameters, we transposed the files. This
manipulation allowed us to remove the timestamp, which was irrelevant for our experiments,
and format each column to correspond to a meter statistic.

After dropping the time series data, we removed all input features that were not statistical
values (’yes’/’no’ entries). This reduction compressed our feature input space from 35 inputs
to 26 per AMI. From there, we converted all input values that had error readings (such as
’I/O Timeout’ or ’No Data’) to the average of its corresponding column. We converted
approximately 16% of the data due to error readings. Following the data manipulation, we
concatenated the 13 .xml files into one file.
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Table 3.2. Subset of the original NAVFAC data set with time series informa-
tion across the top row and the AMI metering statistics in the first column.

Once the dataset was in one file, our last step was the insertion of an FDIA. To simulate
an FDIA, we increased 10% of the data by a certain percentage, mimicking the research
performed in [11]. For this research, we performed two types of FDIA. The first attack
selected all input values and increased them from 1%-10%, incrementing by one. The range
started at 1% to find the smallest percent increase that was detectable with acceptable results.
It ended at 10% because our experiments showed that the performance plateaued at this
upper threshold value. The results of these experiments will be discussed in further detail
in Section 5.3. The second attack increased all voltage, current, and power values using the
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power equation defined by:

𝑃 = 𝑉𝐼 (3.1)

where 𝑉 is voltage and 𝐼 is current. This attack changed roughly 40% of the input features.
The voltage and current values were increased from 2%-5%, incrementing by one, with
the power values corresponding to the equation. The percent increase for the second attack
started at 2% because a 1% increase would have negligible effect on the power values.
Furthermore, the percent increase for voltage and current stopped at 5% because the cor-
responding power change in that scenario is a 25% increase. We determined that a power
increase above 25% would no longer constitute a nuanced FDIA.

To separate the data between normal and anomalous activity, we added a ‘Malicious’ column
to the spreadsheet. For this column, we define 1 and 0 to represent ‘Malicious’ and ‘Normal’,
respectively. Therefore, the ten percent of data whose values were increased to mimic an
FDIA, a 1 was placed in the ‘Malicious” column. The remainder of the data received a 0 in
that column.

3.3 Chapter Summary
Manipulating data into a usable form is critical to machine learning. The NAVFAC data
set required removing the time series information, eliminating non-numeric values, and
increasing certain portions of the data to mimic an FDIA. The next chapter will describe
the models used to process this data.
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CHAPTER 4:
Proposed Autoencoder Models

To establish a baseline for this research, several autoencoders were built and tested. Before
training and testing the models on the NAVFAC data set, the autoencoders were tested
on an open-source Modbus data set to determine the best performing model. Performance
was determined by model accuracy, recall, and precision scores. Once the best performing
model was identified, we trained the model on the NAVFAC AMI data set. We compared
the performance of our model to the autoencoder presented in [11]. The autoencoder
in [11] was also trained on the NAVFAC AMI data set for accurate comparison. We chose
the autoencoder in [11] because it proved effective at detecting anomalous activity on a
traditional power grid data set and its structure is deeper than the models generated in this
research.

The remainder of this chapter discusses the open-source Modbus data set initially used for
benchmarking. This is followed by discussion on the various test autoencoders built and a
description of the best performing model. We also provide an overview of the autoencoder
presented in [11].

4.1 Modbus Data Set
Researchers from the University of Montreal generated a Modbus data set via a SCADA
sandbox, using electrical network simulators [13]. The system design used a master terminal
unit (MTU), which was responsible for maintaining information about the state of the
physical process, and remote terminal units (RTU), which controlled the communication
with the MTU [13]. The sandbox communication scheme used the Modbus protocol, a
popular SCADA protocol similar to the one used in the NAVFAC smart grid [4]. Modbus
performs continuous polling of each smart meter, relaying that information from the RTU
to the MTU. The information exchanged can be viewed and interpreted by a human operator
[13].

The Modbus data includes eleven separate SCADA data sets. Six data sets contain only
normal network traffic, and five data sets have a mix of legitimate and malicious network
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traffic. From these data sets, our research selected four mixed data sets. These four data
sets are described in the first four rows in Table 4.1. Additionally, for the purpose of our
research presented in this thesis, we created another data set that combined all the data sets
with mixed network traffic. This is denoted as the Combined Data Set and is shown in the
last row of Table 4.1.

Table 4.1. Description of Modbus Data Sets. The first four rows of data sets
were provided by the researchers in [30]. The Combined Data Set, shown in
the last row, was compiled specially for the research in this thesis. Source:
[30].

4.2 Test Autoencoders
To determine the best performing model (trained on the Modbus data set described in the
previous section), our research experimented with several different structures. This section
discusses their general design and the thought-process behind the attempts. The results for
each model are discussed in Chapter 5.

Our first experiment was a two-layer autoencoder that compressed the input features by half
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at the first layer and then to two nodes at the second layer, as shown in Figure 4.1. The
reasoning behind this structure was to force the autoencoder to make a binary decision –
either the input was normal or malicious. However, this autoencoder produced poor results.
We refer to this model as Test Autoencoder Model 1.

Figure 4.1. Test Autoencoder Model 1.

For the second autoencoder, another layer was added. The model compressed the inputs
by half, then to ten nodes, and then to two nodes as depicted in Figure 4.2. The rationale
for the additional layer was to expand the depth of the model, increasing the number of
opportunities to learn the latent space representation while maintaining a binary bottleneck.
However, the model failed to improve. We refer to this model as Test Autoencoder Model 2.
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Figure 4.2. Test Autoencoder Model 2.

Since the Test Autoencoder Model 2 did not improve from the Test Autoencoder Model
1, we reverted to a two-layer structure. The third model (referred to as Test Autoencoder
Model 3) kept the same first layer but changed the compression at the bottleneck. Rather than
two nodes, like the previous two models, the second layer was compressed to five nodes,
as shown in Figure 4.3. This change challenged the assumption that the best autoencoder
needed to be compressed to a binary decision space.
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Figure 4.3. Test Autoencoder Model 3.

The Test Autoencoder Model 3 performed significantly better than the previous models.
From this point, we ran two more tests - Test Autoencoder Models 4 and 5. The first
layer remained the same, and the second layer was compressed to four nodes for the Test
Autoencoder Model 4 and to three nodes for Test Autoencoder Model 5. The performance
across TestModels 3, 4, and 5were similar. However, after numerous tests, Test Autoencoder
Model 4 consistently produced slightly better accuracy, recall, and precision scores. For the
remainder of this thesis, we refer to this best performing model as the Optimal Model. The
Optimal Model is discussed in more detail in the next section.
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4.3 Optimal Model
The Optimal Model includes two dense layers of compression and then the reconstruction.
The input layer is reduced by half and then compressed to four nodes. From there, the model
expands using the same dimensions as the encoding layer back to its original size. Figure
4.4 provides a structural diagram of the Optimal Model.

Figure 4.4. Optimal Autoencoder Structure - Four Hidden Layers.

The model used either ReLU or sigmoid activation from the first to the penultimate layer.
We wanted to test whether there was a significant performance enhancement using one
or the other. For ReLU activation, the output is either zero, if the input x is negative, or
the output equals x, if x is positive. Sigmoid activation restricts the output between zero
and one [19]. Most academic literature favors the ReLU activation function because of its
ability to converge quickly, overcome local optimization, and resolve the vanishing gradient
descent problem [19]. The output layer uses the linear activation function because we want
unbounded output values.

28



We also experimented with two optimizers – Adam and SGD. Optimizers are designed
to reduce the overall loss function and improve accuracy by modifying the weights and
learning rate. Adam gives each parameter its own learning rate that is adapted as the training
progresses. Conversely, SGD uses a scalar learning rate uniformly for all parameters [21].

Moreover, in TensorFlow, our models used a batch size of 128 and a learning rate of 0.01
for the Adam optimizer or 0.001 for the SGD optimizer. The model ran for between 700
and 1,500 epochs depending on the data set. We used the ’early stop’ callback function to
prevent overfitting.

We must note that this model achieves optimality in terms of precision, recall, and accuracy
for the data sets specifically used in this thesis. Model performance may change with
different data sets, and therefore we do not extrapolate our definition of optimality to other
data sets.

4.4 Deep Model
The Deep Model autoencoder was developed in [11] and is used for comparison against the
Optimal Model discussed in Section 4.3. The Deep Model autoencoder includes four dense
layers of compression and decompression, as described in [11]. Using the powers of two,
the compression begins at 28 (256) and decrements the exponent value by one at each layer
until it reaches 25 (32). The decompression phase uses the inverse of this process. Figure
4.5 illustrates the architecture of the Deep Model.

Like the Optimal Model, the Deep Model used either sigmoid or ReLU activation from the
first to the penultimate layer. Similarly, the output layer used the linear activation function
because we wanted to compare its output values with the Optimal Model. The Deep Model
used the same batch size and learning rates for each of the optimizers as the Optimal Model.
The model ran for a similar number of epochs as the Optimal Model, but it took two to five
times longer to converge. The time it takes a model to converge is an important consideration
in a real time system. Since it has more layers and compression, the DeepModel will always
run slower than the Optimal Model, despite all other parameters being equal.
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Figure 4.5. Deep Autoencoder Structure - Eight Hidden Layers.

4.5 Model Operation
To start the machine learning process, we segmented the data into two sets. One data set
contains only normal activity data for training, and the other includes both normal and
malicious activity data for testing. This process is shown in Figure 4.6. Once the training
data is input into the model, the autoencoder tries to replicate the input values as its output,
minimizing the reconstruction error, as described in Chapter 3. The model will continue
training until the model converges or the last epoch runs.

To perform anomaly detection with an autoencoder, we must calculate a threshold. To
determine the threshold, we feed only normal activity data into the model. For this research,
we used the MSE as the loss function to calculate the reconstruction error.
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Figure 4.6. The Unsupervised Machine Learning Training and Testing Data
Flow Process. Source: [15].

After the model calculates the MSE, the scores are rank-ordered. Next, we determined
whether the MSE values are two standard deviations or greater from the average. If so,
we removed those values. The process of removing the tail values in the distribution curve
accounts for any strange but still normal data that entered the model. If we used the
highest reconstruction error without removing the outliers, we might set an artificially high
threshold, degrading model performance.

Once the tail values are removed, the MSE scores within two standard deviations are rank-
orderedwith themaximum value (the highest reconstruction error within the set) established
as the threshold [25]. The autoencoder labels the input values with reconstruction errors
above the threshold as ’malicious’ and values below the threshold as ’normal.’

4.6 Chapter Summary
We built multiple models and identified the best performer, the Optimal Model, using a
Modbus data set. The Optimal Model consists of four hidden layers. We also introduced a
Deep Model discussed in [11] that we will use as a comparative performance benchmark.
The Optimal Model and Deep Model will be trained on the NAVFAC data set. The results
are discussed in the next chapter.
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CHAPTER 5:
Results and Analysis

This chapter reviews the results of the experiments we conducted on the Modbus data set
and the NAVFAC data set. The chapter begins by discussing the metrics used to determine
the performance of our models. To help explain the metrics, we provide two graphical
representations to visualize performance on a specific data set. Next, the test model results
on the Modbus data set are discussed, highlighting the best performing autoencoder - the
Optimal Model. The chapter concludes by comparing the results of the Optimal Model and
the Deep Model on the NAVFAC data set and providing recommendations for employment
in the Naval smart grid.

5.1 Data Analysis
Given that our autoencoder detects anomalous activity, the metrics of concern are accuracy
and recall while maintaining an acceptable precision. Accuracy is the ratio of correctly
labeled events to the total number of events. Recall is given by:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡 𝑝

𝑡 𝑝 + 𝑓 𝑛
(5.1)

where the ratio of the total true positive values (𝑡 𝑝) predicted to the sum of true positive
values and the total number of false negative numbers ( 𝑓 𝑛).

Precision is defined by:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡 𝑝

𝑡 𝑝 + 𝑓 𝑝
(5.2)

where the ratio of the total true positives values (𝑡 𝑝) predicted to the sum of true positive
values and the total number of false positive values ( 𝑓 𝑝) [26].

For an IDS, operators prefer an increased number of false positives (normal activity labeled
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malicious) over false negatives (malicious data labeled normal). However, the model should
not overtax an operator or system with excessive false alarms.

To help visualize the autoencoder performance and illustrate how to calculate recall and
precision, two figures are provided. Figure 5.1 displays plotted predictions for one NAVFAC
data set using the Optimal Model. The red line (threshold) represents the MSE after training
on normal data only. The line divides the graph into two sections. Any error values above
the line is predicted ‘malicious’, while everything below the line is predicted ‘normal.’
Orange and blue circles represent malicious and normal data, respectively. Blue circles
plotted above the threshold are false positives, while orange circles below the threshold
are false negatives. As shown, the model performed extremely well. It identified most of
the anomalous activity, producing a small number of false negatives, without triggering
too many false positives. The confusion matrix in Figure 5.2 shows the total number of
true positives (top left), false positives (top right), false negatives (bottom left), and true
negatives (bottom right).

Figure 5.1. The Graphic Depiction of the Optimal Model Separating Data
and Plotting Predictions on one NAVFAC Data Set.
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Figure 5.2. Confusion Matrix of the Optimal Model trained on one NAVFAC
Data Set.

5.2 Modbus Model Results
This section describes the performance of the various test autoencoders that were discussed
in Chapter 4. The results represent the performance of the test models trained on the
Modbus data set [13]. The results for Test Autoencoder Model 1 (refer to Figure 4.1 for
model structure) and Test Autoencoder Model 2 (refer to Figure 4.2 for model structure)
are shown in Table 5.1 and Table 5.2, respectively. These models were by far the worst-
performing autoencoders. Neither model achieved a 90% or better across accuracy, recall,
and precision for any data set. Furthermore, they performed exceptionally poorly on the
two most critical data sets - “6RTU with operation” and “Combined data” (as shown in
Table 4.1). The “6RTU with operation” is the only data set with 50+% of the data labeled
malicious. The “Combined data” represents the entirety of all normal and malicious data
from the Modbus data set. This data set is most emblematic of a real-world environment.

35



The performance of Test Models 3 (refer to Figure 4.3), 4 (refer to Figure 4.4), and 5
improved significantly. Their results are shown in Table 5.3, Table 5.4, and Table 5.5,
respectively. All three models scored mid to high 90% on the three metrics for multiple
data sets. The only data set that the three models performed poorly on was “Send a fake
command Modbus RTU.” This data set is highly unequal; only 0.09% of the 11,000+ data
points were malicious. Due to this imbalance, the autoencoders were heavily penalized
for a few mistakes, degrading results considerably. However, all three models performed
exceptionally well on the two most important data sets - “6RTU with operation” and
“Combined data”. Although Test Autoencoder Models 3, 4, and 5 performed similarly, Test
Autoencoder Model 4 scored slightly better overall. Therefore, Test Autoencoder Model 4
became the Optimal Model for this thesis.

Table 5.1. Test Autoencoder Model 1 Results on Modbus Data Set. Autoen-
coder failed to balance accuracy, recall, and precision for any data set.

Data Set Accuracy Recall Precision
Moving two files Modbus 6RTU 98.8% 54.5% 100%

Send a fake command Modbus RTU 95.3% 0% 0%
CnC uploading exe Modbus 6RTU 97.6% 78.7% 100%

6RTU with operation 56.5% 32% 100%
Combined data 91% 2% 11.5%
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Table 5.2. Test Autoencoder Model 2 Results on Modbus Data Set. Autoen-
coder failed to balance accuracy, recall, and precision for any data set.

Data Set Accuracy Recall Precision
Moving two files Modbus 6RTU 93.7% 100% 26.1%

Send a fake command Modbus RTU 99.6% 100% 7.6%
CnC uploading exe Modbus 6RTU 97.6% 78.7% 100%

6RTU with operation 54.3% 32% 90.4%
Combined data 89.2% 3.6% 7.9%

Table 5.3. Test Autoencoder Model 3 Results on Modbus Data Set. Autoen-
coder achieved mid 90% performance across accuracy, recall, and precision
on three of the five data sets.

Data Set Accuracy Recall Precision
Moving two files Modbus 6RTU 99.8% 100% 95.6%

Send a fake command Modbus RTU 98.6% 100% 2.1%
CnC uploading exe Modbus 6RTU 97.6% 78.7% 100%

6RTU with operation 97.4% 97.7% 98.3%
Combined data 99.3% 98.3% 93.3%
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Table 5.4. Test Autoencoder Model 4 Results on Modbus Data Set. Autoen-
coder achieved mid 90% performance across accuracy, recall, and precision
on four of the five data sets, including a perfect score on the ’CnC uploading
exe Modbus 6RTU’ data set.

Data Set Accuracy Recall Precision
Moving two files Modbus 6RTU 99.8% 95.4% 100%

Send a fake command Modbus RTU 99.7% 100% 12.5%
CnC uploading exe Modbus 6RTU 100% 100% 100%

6RTU with operation 99.1% 100% 98.6%
Combined data 99.1% 94.6% 94.9%

Table 5.5. Test Autoencoder Model 5 Results on Modbus Data Set. Autoen-
coder achieved mid 90% performance across accuracy, recall, and precision
on two of the five data sets.

Data Set Accuracy Recall Precision
Moving two files Modbus 6RTU 99.1% 95.4% 75%

Send a fake command Modbus RTU 98.3% 100% 1.8%
CnC uploading exe Modbus 6RTU 97.6% 78.7% 100%

6RTU with operation 98.7% 100% 98%
Combined data 99.1% 95.6% 94%

5.3 NAVFAC Data Set Results
For this research, we created 14 different data sets from the given NAVFAC data set. Ten of
the data sets mimic an FDIA across all AMI input parameters, representing a broad attack
on the smart grid. As discussed in Chapter 3, these attacks increase the input values across
the AMI data set from 1%-10%, incrementing by one. In Table 5.6, Table 5.7, Table 5.8, and
Table 5.9, these attacks correspond to the rows with only a single percent in the ’% Increase’
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column (1%-10%). The other four datasets simulate an FDIA on specific input parameters
– voltage, current, and power. These changes to specific input parameters mimic nuanced
attacks. These attacks are displayed in the rows with two distinct percentage values in the
’% Increase’ column (bottom 4 rows of Tables 5.6-5.9). The first percent value represents
the percentage increase to the voltage and current parameters. The second percent value
corresponds to the change in the power input parameter using the power equation discussed
in Chapter 3.

5.3.1 Optimal Model - Sigmoid and Adam/SGD
Table 5.6 displays the Optimal Model’s performance using the sigmoid activation function
and the Adam or SGD optimizers. When testing against an FDIA across all AMI input
parameters, a 3% increase and above produced impressive results, with only recall failing to
score in the mid 90%. However, at the 4% mark and above, accuracy, recall, and precision
were all in the mid to high 90%. When simulating an FDIA on specific AMI parameters,
current and voltage, the model did not produce positive results until a 4% increase to the
voltage and current parameters. At the 2-3% increase for current and voltage, the recall
score ranges from mid 50% to high 60%. However, at the 4% mark, the Optimal Model
produces high accuracy and precision, and acceptable recall. With a 5% increase, the model
produced mid-to-high 90% across all these statistics.
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Table 5.6. Results for Optimal Model using Sigmoid Activation Function and
either Adam or SGD Optimization on NAVFAC Data Sets.

5.3.2 Deep Model - Sigmoid and Adam/SGD
Table 5.7 shows the Deep Model performance using sigmoid activation and the Adam or
SGD optimizers. Similar to the Optimal Model, at the 3% increase mark the Deep Model
produced 98.9% accuracy, 92.9% recall, and 96.4% precision. Additionally, at 4% and
above, accuracy, recall, and precision were all in the mid to high 90%. When simulating an
FDIA on specific AMI parameters, the Deep Model mimicked the Optimal Model, failing
to achieve positive results until a 4% increase to both parameters. At that point, accuracy
and precision score in the mid to high 90%, and recall scores 84%. At the 5% increase mark,
the Deep Model produced mid to high 90% accuracy, recall, and precision.
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Table 5.7. Results for Deep Model using Sigmoid Activation Function and
either Adam or SGD Optimization on NAVFAC Data Sets.

5.3.3 Optimal Model - ReLU and Adam/SGD
Table 5.8 illustrates the Optimal Model’s performance using the ReLU activation function
and theAdamor SGDoptimizers. As opposed to the results shown in Table 5.6 andTable 5.7,
the model using ReLU activation performs differently depending on the optimizer. When
using the Adam optimizer, performance is consistent. Even with minor increases, the model
maintains a far better balance between recall and precision than the other configurations.
Recall stays in the mid to high 90% and precision remains in the mid 80 to low 90%, with
only a few exceptions. That said, with this structure, the Optimal Model produces poor
results at the 9% increase and above mark (precision drops to the low 80%).
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Table 5.8. Results for Optimal Model using ReLU Activation Function and
either Adam or SGD Optimization on NAVFAC Data Sets.

With the SGD optimizer, the model is worse at detectingminor increases and is inconsistent.
At the 1% increase mark, the model outputs 48.3% recall score, compared to an 85% recall
scorewith theAdamoptimizer. However, theOptimalModel usingReLUand SGDproduces
acceptable results at the 5% increase point and above. Accuracy and recall remain in the
high 90% while precision scores in the mid 80 to low 90%.

5.3.4 Deep Model - ReLU and Adam/SGD
Table 5.9 displays the Deep Model performance using the ReLU activation function and
the Adam or SGD optimizers, respectively. As with the results shown in Table 5.8, the
performance of the Deep Model depends on the optimizer. With the Adam optimizer, the
model produces consistent results. Across all the data sets, accuracy remains in the high
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90%, recall ranges from high 80 to mid 90%, and precision fluctuations from the low 80%
to low 90%. This is the only configuration that does not produce any scores below 80% for
accuracy, recall, or precision.

When theDeepModel uses the SGDoptimizer and theReLU activation function, it produces
inconsistent results. The model fails to detect minor increases and produces worse than
expected results when the FDIA percent increase rises above 5% (precision ranges from the
mid to high 80s). The Deep Model with ReLU activation and SGD optimizer is the worst
performer. It is the only configuration to fail to score a 90% in each metric for any data set.
This configuration is the only one not suitable for use in our proposed IDS.

Table 5.9. Results for Deep Model using ReLU Activation Function and either
Adam or SGD Optimization on NAVFAC Data Sets.
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5.4 Results Summary and Recommendation
The tables shown in the previous section show the potential benefit of using an autoencoder
to detect malicious or anomalous activity in a smart grid environment. These results are
consistent with other research in this area, and in many cases exceeds the previous research’s
results [4], [5], [11]. The key findings from this research are:

• Demonstrated that autoencoders can recognize full-scale attacks (targeting every input
parameter) and select, more nuanced attacks (targeting specific input nodes).

• Showed the autoencoders’ performance using real-world NAVFAC data.
• Presented two different models – the Optimal Model and the Deep Model and com-
pared performance results.

• Demonstrated that the models’ performance may vary depending on which activation
function and optimizer are used.

The best autoencoder depends on stakeholder needs. Suppose the smart grid operator wants
to detect minor fluctuations without receiving an unacceptably high number of false posi-
tives. In that case, the best autoencoder combines ReLU activation and Adam optimization.
However, if the operator wants the model to detect significant attacks on the grid with the
highest accuracy, recall, and precision, then the autoencoder should use sigmoid activation
and Adam or SGD optimization. Another consideration is speed. As stated above, the Deep
Model converges two to five times slower than the Optimal Model. Despite the deeper struc-
ture of the Deep Model, its performance was very similar to the Optimal Model. Therefore,
a more complicated (deeper) model did not facilitate better results on this data set. The Deep
Model has no significant benefit over the Optimal Model, making an autoencoder with the
Optimal Model structure the best choice for the NAVFAC smart grid.
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CHAPTER 6:
Conclusion

This thesis is intended to provide a foundation for additional research into unsupervised
machine learning for the purpose of intrusion detection in the U.S. Navy smart grid. Un-
derstanding the threat of a power grid connected to the Internet, as well as the difficult
nature of accurately classifying anomalous activity within a continual stream of normal
data, highlights the importance of using machine learning.

6.1 Summary
Tomeet the energymodernization goals of the Secretary of the Navy, the Navy has expanded
its attack surface by deploying smart grid technology across the fleet. To minimize the risks
posed by cyber actors while maximizing power efficiency, an IDS using unsupervised
machine learning must be utilized to protect critical infrastructure and sensitive networks.
The real-world data sets used in this thesis were provided by NAVFAC, allowing us to
experiment on actual AMI smart grid data. This thesis has demonstrated the effectiveness
of autoencoder neural networks using TensorFlow for intrusion detection on the Naval smart
grid.

This thesis begins by developing five different autoencoder models and testing their perfor-
mance on an open-source Modbus data set. Accuracy, recall, and precision scores were our
metrics of performance. The objective of this initial step was to build the best autoencoder
to compare it against the autoencoder developed in [11], (referred to as the Deep Model
in this thesis), on the NAVFAC smart grid data set. The model that performed the best on
the Modbus data set was a two-layer network that compressed the first hidden layer by half
and the second hidden layer to four nodes. This autoencoder is called the Optimal Model
throughout this research.

To demonstrate the ability of anomaly detection using autoencoders, we tested an FDIA
detection mechanism using the Optimal Model and Deep Model. To simulate an FDIA, we
increased 10% of the NAVFAC data set from 1% to 10%. Experiments showed that the
autoencoders could detect malicious activity against an FDIA on all AMI parameters and

45



when targeting a select few. Six model configurations are great candidates to include in the
NAVFAC smart grid IDS architecture. The most appropriate model depends on the operator
needs and threat environment. Furthermore, an essential contribution of this research is that
the autoencoder learned the internal dependency of normal operation data, avoiding the
need for labeled malicious data. This autoencoder feature helps overcome the unbalanced
training data set problem in smart grid data sets.

6.2 Future Work
There are various avenues for future work in this area. First, it would be of benefit to test the
autoencoder model on NAVFAC smart grid network traffic data set. The current NAVFAC
data set contains AMI readings across a number of devices, classifying power fluctuations
as anomalous or normal. However, there are several attack vectors against a smart grid that
may not disturb the power supply. To this end, it would be beneficial to test whether an
autoencoder can detect malicious activity in the NAVFAC smart grid network traffic.

We also think it would be prudent to test alternative unsupervised machine learning al-
gorithms. While our autoencoder highlights the power of unsupervised machine learning,
there are other machine learning algorithms that may be successful. By using the same data
set, researchers could compare the performance of the competing algorithms, assisting end
users in selecting the best model to match their needs.

Lastly, we believe an actual IDS implementation for the smart grid that incorporates un-
supervised machine learning should be built. Extensive research has been conducted to
develop anomaly detection algorithms. Less research has been produced outlining a proto-
type or proposal for an IDS implementation using machine learning. The U.S. Navy would
benefit greatly from a working IDS.
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APPENDIX A:
NAVFAC DATA SET INPUT FEATURES

1 Phase A Current
2 Phase B Current
3 Phase C Current
4 Neutral Current
5 Meter Frequency
6 Average kVAR
7 Average kiloWatts
8 Instantaneous kW
9 Maximum kVAR
10 Maximum kW
11 Phase A-B Voltage Phase Angle
12 Phase A Current Phase Angle
13 Phase A Voltage Phase Angle
14 Phase B-C Voltage Phase Angle
15 Phase B Current Phase Angle
16 Phase B Voltage Phase Angle
17 Phase C-A Voltage Phase Angle
18 Phase C Current Phase Angle
19 Phase C Voltage Phase Angle
20 Phase A Current THD
21 Phase A Voltage
22 Phase A-B Voltage
23 Phase B Voltage
24 Phase B-C Voltage
25 Phase C Voltage
26 Phase C-A Voltage
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APPENDIX B:
DATA PREPROCESSING SCRIPT

The following script imports the requisite libraries andmodels to performmachine learning.
Then the data is manipulated to use within the TensorFlow framework.

import ma t p l o t l i b . p y p l o t a s p l t
import s e abo r n as sn s
import pandas as pd
import numpy as np
import t e n s o r f l ow as t f
import math
import s k l e a r n as sk

from t e n s o r f l ow . k e r a s . models import Model , load_model , S e q u e n t i a l
from t e n s o r f l ow . k e r a s . l a y e r s import I npu t , Dense
from t e n s o r f l ow . k e r a s . c a l l b a c k s import ModelCheckpoint ,

TensorBoard , E a r l yS t o pp i n g
from t e n s o r f l ow . k e r a s import r e g u l a r i z e r s
from t e n s o r f l ow . k e r a s import o p t im i z e r s
from t e n s o r f l ow . k e r a s import models

from s k l e a r n . mod e l _ s e l e c t i o n import t r a i n _ t e s t _ s p l i t
from s k l e a r n . m e t r i c s import con f u s i o n_ma t r i x , p r e c i s i o n _ r e c a l l _ c u r v e
from s k l e a r n . m e t r i c s import r e c a l l _ s c o r e , c l a s s i f i c a t i o n _ r e p o r t , auc ,

r oc_cu rve , a c c u r a c y_ s co r e , p r e c i s i o n _ s c o r e
from s k l e a r n . m e t r i c s import p r e c i s i o n _ r e c a l l _ f s c o r e _ s u p p o r t , f 1 _ s c o r e
from pandas . a p i . t y p e s import i s _ nume r i c _ d t y p e

#Load Data
df = pd . r e a d _ e x c e l ( ’ AMI_data . x l s x ’ )
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# S u b s t i t u t e NaN v a l u e s w i t h t h e mean o f i t s column
column_means = df . mean ( )
d f = df . f i l l n a ( column_means )

# Removes any v a l u e s t h a t are no t number i ca l
nume r i c _ co l s = df . s e l e c t _ d t y p e s ( ex c l ud e = ’ number ’ )
d f . d rop ( numer i c_co l s , a x i s =1 , i n p l a c e =True )

# F i l t e r f e a t u r e s from t a r g e t
f e a t u r e s = [ f f o r f in l i s t ( d f ) i f f not in [ ’ Ma l i c i o u s ’ ] ]

# S e t t r a i n i n g and t e s t da ta
X_t r a in , X_ te s t , Y_ t r a i n , Y_ t e s t = t r a i n _ t e s t _ s p l i t ( d f [ f e a t u r e s ] ,

d f [ ’ Ma l i c i o u s ’ ] ,
t e s t _ s i z e = . 5 ,
r a ndom_s t a t e =1)

# Parameter h e l p s p r e v e n t o v e r f i t t i n g
e a r l y _ s t o p = Ea r l yS t o pp i n g ( mon i t o r = ’ v a l _ l o s s ’ , mode= ’min ’ ,

v e r bo s e =1 , p a t i e n c e =50)

# Crea t e s e t o f normal t r a f f i c f o r t r a i n i n g and t e s t i n g

X_ t r a i n_0 = X_ t r a i n . copy ( )
X_ t r a i n_0 [ ’ Ma l i c i o u s ’ ] = Y_ t r a i n
X_ t r a i n_0 = X_ t r a i n_0 [ X_ t r a i n_0 [ ’ Ma l i c i o u s ’ ]==0]
X_ t r a i n_0 = X_ t r a i n_0 . drop ( ’ Ma l i c i o u s ’ , a x i s =1)

X_ t e s t _0 = X_ t e s t . copy ( )
X_ t e s t _0 [ ’ Ma l i c i o u s ’ ] = Y_ t e s t
X_ t e s t _0 = X_ t e s t _0 [ X_ t e s t _0 [ ’ Ma l i c i o u s ’ ]==0]
X_ t e s t _0 = X_ t e s t _0 . drop ( ’ Ma l i c i o u s ’ , a x i s =1)
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APPENDIX C:
BASIC MODEL SCRIPT

The following script defines the Basic Model autoencoder and sets its parameters.

# Auto encoder pa rame t e r s
nb_epoch = 2000
b a t c h _ s i z e = 128
inpu t_d im = X_ t r a i n_0 . shape [ 1 ]
encoding_dim = math . c e i l ( i npu t_d im / 2 )
h idden_dim = 4
l r _ e = 1e−2 # or le −3 when u s i ng SGD

# Crea t e au t o encode r model and s e t pa rame t e r s
i n p u t _ l a y e r = I n p u t ( shape =( inpu t_d im , ) )
encode r = Dense ( encoding_dim , a c t i v a t i o n =" r e l u " ,

a c t i v i t y _ r e g u l a r i z e r = r e g u l a r i z e r s . l 1 ( l r _ e ) ) ( i n p u t _ l a y e r )
encode r = Dense ( hidden_dim , a c t i v a t i o n =" r e l u " ) ( encode r )

decode r = Dense ( hidden_dim , a c t i v a t i o n =" r e l u " ) ( encode r )
decode r = Dense ( encoding_dim , a c t i v a t i o n =" r e l u " ) ( decode r )
decode r = Dense ( inpu t_d im , a c t i v a t i o n =" l i n e a r " ) ( decode r )
a u t o e n cod e r = Model ( i n p u t s = i n p u t _ l a y e r , o u t p u t s = decode r )
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APPENDIX D:
DEEP MODEL SCRIPT

The following script defines the Deep Model autoencoder and sets its parameters.

# Auto encoder pa rame t e r s
nb_epoch = 2000
b a t c h _ s i z e = 128 # Th i s was changed t o match t h e a r t i c l e
i npu t_d im = X_ t r a i n_0 . shape [ 1 ]
l r _ e = 1e−2 # or 1e−3 when u s i ng SGD

# Crea t e deep au t oencode r model and s e t pa rame t e r s
i n p u t _ l a y e r = I n p u t ( shape =( inpu t_d im , ) )
encode r = Dense (256 , a c t i v a t i o n =" r e l u " ,

a c t i v i t y _ r e g u l a r i z e r = r e g u l a r i z e r s . l 1 ( l r _ e ) ) ( i n p u t _ l a y e r )
encode r = Dense (128 , a c t i v a t i o n =" r e l u " ) ( encode r )
encode r = Dense ( 64 , a c t i v a t i o n =" r e l u " ) ( encode r )
encode r = Dense ( 32 , a c t i v a t i o n =" r e l u " ) ( encode r )

decode r = Dense ( 32 , a c t i v a t i o n =" r e l u " ) ( encode r )
decode r = Dense ( 64 , a c t i v a t i o n =" r e l u " ) ( decode r )
decode r = Dense (128 , a c t i v a t i o n =" r e l u " ) ( decode r )
decode r = Dense (256 , a c t i v a t i o n =" r e l u " ) ( decode r )
decode r = Dense ( inpu t_d im , a c t i v a t i o n =" l i n e a r " ) ( decode r )
a u t o e n cod e r = Model ( i n p u t s = i n p u t _ l a y e r , o u t p u t s = decode r )
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APPENDIX E:
TRAINING AND TESTING SCRIPT

The following script compiles and runs the model. After that it establishes the threshold
for normal data. Once the threshold is calculated, the model makes predictions on the test
dataset.

# Compile and Run model
sgd = t f . k e r a s . o p t im i z e r s .SGD( l e a r n i n g _ r a t e =0 .001 , decay =1e −6 ,

momentum=0 .9 , n e s t e r o v =True )

# Compile model
a u t o e n cod e r . compi le ( m e t r i c s =[ ’ a c cu r a cy ’ ] ,

l o s s = ’ mean_ squa r ed_e r r o r ’ ,
o p t im i z e r =sgd )

# Save c h e c k p o i n t t o up load t h e b e s t model f o r t e s t i n g
cp = ModelCheckpoin t ( f i l e p a t h =" a u t o e n c o d e r _ c l a s s i f i e r _AMI . h5 " ,

s a v e _ b e s t _ o n l y =True , v e r bo s e =0)

h i s t o r y = au t o e n cod e r . f i t ( X_ t r a in_0 , X_ t r a in_0 ,
epochs=nb_epoch ,
b a t c h _ s i z e = b a t c h _ s i z e ,
s h u f f l e =True ,
v a l i d a t i o n _ d a t a =( X_tes t_0 , X_ t e s t _0 ) ,
v e r bo s e =1 ,
c a l l b a c k s =[ cp , tb , e a r l y _ s t o p ] ) . h i s t o r y

# Load t h e b e s t p e r f o rm ing parame t e r s from t r a i n i n g
a u t o e n cod e r = t f . k e r a s . models . load_mode l ( ’ autoencoder_AMI . h5 ’ )
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# E s t a b l i s h t h r e s h o l d f o r normal t r a f f i c
x _ t r a i n _ p r e d = au t o e n cod e r . p r e d i c t ( X_ t r a i n_0 )
t r a i n _ma e _ l o s s = np . mean ( np . abs ( x _ t r a i n _ p r e d − X_ t r a i n_0 ) , a x i s =1)

# C a l c u l a t e t h r e s h o l d by a c c o u n t i n g f o r s t a nda rd d e v i a t i o n
mean = np . mean ( t r a i n _mae_ l o s s , a x i s =0)
sd = np . s t d ( t r a i n _ma e_ l o s s , a x i s =0)
f i n a l _ l i s t = [ x f o r x in t r a i n _ma e _ l o s s i f ( x > mean − 2 ∗ sd ) ]
f i n a l _ l i s t = [ x f o r x in f i n a l _ l i s t i f ( x < mean + 2 ∗ sd ) ]

# S e t t h r e s h o l d t o t h e max v a l v u e w i t h i n two s t anda rd d e v i a t i o n s
s d _ t h r e s h o l d = np .max ( f i n a l _ l i s t )

# Make p r e d i c t i o n s f o r X _ t e s t and c a l c u l a t e t h e d i f f e r e n c e
t e s t _ x _ p r e d i c t i o n s = au t o e n cod e r . p r e d i c t ( X_ t e s t )
t e s t _ma e _ l o s s = np . mean ( np . abs ( t e s t _ x _ p r e d i c t i o n s − X_ t e s t ) , a x i s =1)
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APPENDIX F:
OUTPUT SCRIPT

The following script prints the accuracy score, displays a heat map confusion matrix, and
generates a scatter plot illustrating the predictions in relation to the threshold and truth
value.

# D i sp l a y accuracy s co r e
a c c u r a c y _ s c o r e ( Y_ te s t , [ 1 i f s > s d _ t h r e s h o l d e l s e 0

f o r s in t e s t _m a e _ l o s s ] )

# Graph d e p i c t s t h r e s h o l d and l o c a t i o n o f normal and m a l i c i o u s da ta
e r r o r _ d f _ t e s t = pd . DataFrame ({ ’ R e c o n s t r u c t i o n _ e r r o r ’ : t e s t _ma e_ l o s s ,

’ T r u e _ c l a s s ’ : Y_ t e s t } )

e r r o r _ d f _ t e s t = e r r o r _ d f _ t e s t . r e s e t _ i n d e x ( )

g roups = e r r o r _ d f _ t e s t . groupby ( ’ T r u e _ c l a s s ’ )
f i g , ax = p l t . s u b p l o t s ( )

f o r name , group in g roups :
ax . p l o t ( group . index , group . R e c o n s t r u c t i o n _ e r r o r ,

marker= ’ o ’ , ms=3 . 5 , l i n e s t y l e = ’ ’ ,
l a b e l = " Ma l i c i o u s " i f name == 1 e l s e " Normal " )

ax . h l i n e s ( s d _ t h r e s h o l d , ax . g e t _x l im ( ) [ 0 ] , ax . g e t _x l im ( ) [ 1 ] ,
c o l o r s =" r " , z o r d e r =100 , l a b e l = ’ Th r e sho l d ’ )

ax . l e g end ( )
p l t . t i t l e ( " R e c o n s t r u c t i o n ␣ e r r o r ␣ f o r ␣ d i f f e r e n t ␣ c l a s s e s " )
p l t . y l a b e l ( " R e c o n s t r u c t i o n ␣ e r r o r " )
p l t . x l a b e l ( " Data ␣ p o i n t ␣ i ndex " )
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p l t . show ( ) ;

# Con fu s i on Mat r i x h ea t map

pred_y = [1 i f e > s d _ t h r e s h o l d e l s e 0 f o r e in
e r r o r _ d f _ t e s t [ ’ R e c o n s t r u c t i o n _ e r r o r ’ ] . v a l u e s ]

c on f _ma t r i x = c o n f u s i o n _ma t r i x ( e r r o r _ d f _ t e s t [ ’ T r u e _ c l a s s ’ ] , p red_y )
p l t . f i g u r e ( f i g s i z e = (8 , 6 ) )
s n s . heatmap ( con f_ma t r i x ,

x t i c k l a b e l s =[ " Normal " , " Ma l i c i o u s " ] ,
y t i c k l a b e l s =[ " Normal " , " Ma l i c i o u s " ] ,
anno t =True , fmt=" d " ) ;

p l t . t i t l e ( " Con fu s i on_ma t r i x " )
p l t . y l a b e l ( ’ T r u e _ c l a s s ’ )
p l t . x l a b e l ( ’ P r e d i c t e d _ c l a s s ’ )
p l t . show ( )

# P r i n t accuracy , r e c a l l , and p r e c i s i o n s c o r e s
pr in t ( " a c cu r a cy : " , a c c u r a c y _ s c o r e ( e r r o r _ d f _ t e s t [ ’ T r u e _ c l a s s ’ ] , p red_y ) )
pr in t ( " r e c a l l : " , r e c a l l _ s c o r e ( e r r o r _ d f _ t e s t [ ’ T r u e _ c l a s s ’ ] , p red_y ) )
pr in t ( " p r e c i s i o n : " , p r e c i s i o n _ s c o r e ( e r r o r _ d f _ t e s t [ ’ T r u e _ c l a s s ’ ] , p red_y ) )
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