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DISSERTATION ABSTRACT 
 
Amber Dawn Rolland 
 
Doctor of Philosophy 
 
Department of Chemistry and Biochemistry 
 
June 2022 
 
Title: Investigation of Heterogeneous Proteins and Protein Complexes with Native Ion 

Mobility-Mass Spectrometry and Theory 
 
 

Native ion mobility-mass spectrometry (IM-MS) offers many advantages for the 

study of biomolecules and their complexes. High mass accuracy and sensitivity enable 

unambiguous determination of complex stoichiometries with respect to subunit 

composition as well as bound ligands. Ion mobility spectrometry adds an additional 

dimension of separation and can provide some structural information. Native IM-MS 

experiments are also fast with minimal sample requirements. Because of these reasons, 

native IM-MS has become an important tool in structural biology, able to investigate 

challenging samples that may not be amenable to study by other techniques. 

However, there are still some major challenges for using native IM-MS in the 

study of biomolecules. Heterogeneity—arising from the presence of multiple 

conformations, subunit compositions, ligands and small molecules, for example—results 

in complicated native mass spectra that can be difficult or even impossible to deconvolute 

and interpret. Characterizing the heterogeneity of these samples is desirable, as reports of 

lipids, small drugs, and metals being important for physiological structure and function 

continue to accumulate. Additionally, interpretation of structural information from IM 

data has remained largely qualitative, and more fundamental questions about this 
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technique persist, including detailed understanding of the nature of gas-phase protein 

structure and behavior and how it might differ from solution-phase. Investigation into this 

aspect is required to make structural interpretation from native IM-MS data quantitative. 

In the first half of this dissertation, strategies to overcome the challenges of 

heterogeneity are explored, and computational methods are developed to solve the 

quantitation problem. With these methods, key features of gas-phase protein ion 

compaction are revealed, allowing more informed interpretation of structural details from 

this technique. The second half of this dissertation illustrates the wealth of information 

that can be accessed for challenging, heterogeneous biomolecules in native IM-MS 

experiments upon application of these computational methods. With results from both 

experiment and computation, oligomeric states of the membrane pore-forming protein 

toxin Cytolysin A are identified, and the composition and topology of multimeric β-

crystallin protein complexes, which are implicated in cataract formation, are 

characterized.  

This dissertation includes previously published and unpublished co-authored 

material. 
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CHAPTER I 

INTRODUCTION 

 

 Development of new pharmaceuticals and biotechnologies (such as vaccines and 

treatments against diseases and pathogens, therapeutics to selectively target malignant 

cells, and drug delivery systems) relies upon accurate understanding of the structure and 

function of biomolecules and their complexes. For proteins and protein complexes, 

important features to characterize include mass and oligomeric state (the number of 

individual protein subunits bound together in the complex), composition (identity and 

number of subunits), binding of small molecules (e.g., lipids, detergents, sugars, metals, 

and other co-factors), and structure at all levels of detail from primary to quaternary, as 

well as different conformations adopted.1-6 A major category of proteins of interest for 

these applications is membrane proteins, which are targeted by more than half of all new 

pharmaceuticals.7,8 

 A host of biophysical techniques (including X-ray crystallography, nuclear 

magnetic resonance, and, more recently, cryo-electron microscopy) have enabled 

determination of protein structure at atomic resolution.2,9-14 These highly-detailed 

structures can reveal many of the features listed above: oligomeric state, subunit 

composition, bound ligands, and, of course, secondary, tertiary, and quaternary 

structure.15 However, these methods can be time-intensive and costly and have 

restrictions on the size, concentration, and solution conditions of the samples amenable 

for study, which could lead to determination of structures that are not physiologically 

relevant, exhibit non-specific interactions, or form spurious oligomers.16-23 In addition to 
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these possible drawbacks (which exist even for soluble proteins),24-27 membrane proteins 

present additional challenges of their own due to their dependence upon a membrane-like 

(i.e., lipid and detergent) environment for stability.28,29 Although many structures of 

membrane proteins have been solved with much effort using these techniques, it remains 

challenging to resolve bound lipids and detergents.30 The requirement for solution 

conditions conducive to crystallization and/or immobilization, which can often exclude 

many lipids and detergents, prohibits complete understanding of the structure and 

function of these and other heterogeneous biomolecular complexes.31-38 In the following 

chapters, I illustrate how advances in native mass spectrometry, ion mobility 

spectrometry, and adjuvant computational chemistry can address some of these major 

challenges. 

1. Native Mass Spectrometry 

 Native mass spectrometry (MS), which aims to preserve non-covalent interactions 

and thus allow study of intact complexes, is a powerful technique that can in many cases 

overcome these limitations for heterogeneous and membrane protein complexes.39-52 

Highly sensitive and accurate mass measurements enable unambiguous determination of 

the oligomeric state, subunit composition, and bound ligands, even when multiple 

different proteins and ligands are present and the composition of their complexes is 

heterogeneous.53-100 Crucially, solution conditions can be easily varied with electrospray 

ionization, enabling exploration of a wide variety of sample environments and 

development of a more comprehensive understanding of biomolecular structure.101-106 

Once the native ions have been transferred into the vacuum environment of the mass 

spectrometer, a wide and flexible variety of tools are available to further interrogate their 
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composition, size, and structure during their journey toward the detector.82,107-141 These 

methods may or may not include dissociation of covalent and non-covalent interactions 

and can inform on structure from amino acid sequence and locations of post-translational 

modifications all the way up to the three-dimensional topology of large, hetero-

oligomeric membrane protein complexes with attached lipids.61,73,84,86,97,142-151 

 Because of these advantages and improvements to instrument design,152-156 native 

MS has been used to characterize biomolecules of ever-increasing complexity and in 

impressive detail.3,41,42,53,157 Methods developed by Robinson and by Sharon now enable 

the study of membrane proteins directly from membrane and vesicle environments, as 

well as endogenous proteins from crude media and lysates.54,83,158-161 Careful 

investigation of lipid dissociation from membrane protein complexes in the gas phase has 

been used to discriminate between structural and annular lipids.91,162-165 Collision-induced 

unfolding,114 a technique pioneered by Ruotolo and coworkers, has been used to 

distinguish between very subtle differences in antibody and antibody-drug 

complexes.98,146,166 The development of surface-induced dissociation117 by Wysocki and 

coworkers has made it possible to learn details of quaternary structure and subunit 

arrangement from native MS experiments.58,86,118,144 Development of membrane mimetic 

technology and deconvolution tools44,167-172 enables resolving lipid binding events, 

including their kinetics.173-175 MDa complexes such as viral particles are now commonly 

studied with native MS, an advance made possible by innovation in charge detection MS, 

with many useful applications in structural biology and biotechnology.124,156,176-178 The 

native MS literature is continually expanding with examples that push the boundaries of 

the size and complexity limits of what can be studied with this technique. 
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 However, one major problem can still arise in native mass spectrometric analysis 

of these challenging biomolecules involving multiple subunits, ligands, and 

conformations. Any variation in the number or identity of bound ligands, presence of 

multiple conformations, or differences in complex stoichiometries, to give a few 

examples, complicates the mass spectrum, sometimes to such a great extent that the data 

cannot be interpreted by conventional approaches.157,179 For just one type of biomolecule 

analyzed with native ESI-MS, multiple peaks will be present in the mass spectrum, 

representing an approximately Gaussian-shaped distribution of charge states.104,180-182 As 

the complexity of the sample increases, so too does the mass spectrum, resulting from 

overlapping signal for ions differing not only in charge state but also the numbers and 

identities of bound ligands. Incomplete desolvation and adduction of small molecules and 

salts broaden peaks further. If more than one structure or subunit stoichiometry is present, 

the spectrum becomes even more congested. Often, this results in a broad peak that can 

span several thousand m/z values that are extremely difficult to interpret manually.71,183 

 While there are many strategies to reduce the heterogeneity of samples before 

introduction into the mass spectrometer (e.g., additional purification schemes to separate 

out the different biomolecular species or use of enzymes to remove ligands and other 

small molecules),47,184 often it is desirable to preserve native heterogeneity in order to 

access interesting, biologically relevant information. There are many examples of protein 

structure and function being dependent upon the presence of ligands, where removing 

them would perturb the biomolecular system of interest and prohibit study of the most 

physiologically relevant states.55,69,90,94,164,178,184-188 Recently, breakthroughs in mass 

spectrometry have dramatically increased the sample heterogeneity that can be tolerated 
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in native MS—from the development of new deconvolution algorithms and 

computational tools to the use of solution additives to manipulate charge and facilitate 

interpretation, to the design of new powerful instrumentation, and many other 

efforts.41,42,157 Even with all of the unique advantages native MS offers for the study of 

challenging biomolecules—minimal sample requirements, experiment speed, flexible 

solution conditions, high mass accuracy and sensitivity—no useful information can be 

gleaned if the spectrum is uninterpretable, highlighting the importance of overcoming the 

problem of heterogeneity first and foremost before any biologically-relevant problems 

can be addressed. 

2. Ion Mobility Spectrometry 

 With the integration of ion mobility spectrometry into commercial mass 

spectrometer instruments,127,152,189-199 native MS can also provide some structural 

information. This gas-phase electrophoretic technique provides an orthogonal dimension 

of information by separating ions based on size and shape due to differences in drag force 

created by flow of an inert gas in the opposite direction of the ions.135-138,140,200 

Measurement of the drift time (how long it takes ions to traverse the ion mobility cell) 

enables determination of the collision cross-section,201-204 akin to the rotationally-

averaged shadow of the ion with units of nm2. Importantly, in the ion mobility 

spectrogram, ions which overlap in m/z can be visually separated based on their drift 

time. Based on the range of drift times occupied by the same ion species, researchers can 

also often qualitatively gauge whether ions have adopted globular or unfolded 

conformations, as well as whether multiple conformations are present.201,205-211 Collision 

cross-section measurements alone are not very meaningful, as a single value could in 
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principle correspond to many different structures. Thus, it is common to compute an 

expected collision cross-section value for a condensed-phase structure coordinate file 

with which to compare.207,212-220 However, this is complicated by the well-documented 

observation that the experimental CCSs are often smaller than their computed 

counterparts due to compaction of ions upon transfer to the gas-phase.215,221-225 With 

differences of up to ~30% between experimental CCSs and those computed from 

condensed-phase structures and a lack of benchmarking, conclusions are largely limited 

to saying whether a proposed structure is or is not consistent with the experimental data. 

 From the qualitative nature of these results, it is clear that IM-MS technology has 

outpaced the ability to interpret the structural information contained in its data. This 

represents a fundamental drawback in native ion mobility-mass spectrometry. To fully 

take advantage of these experiments’ speed, flexibility, and mass accuracy and 

sensitivity, the interpretation of IM-MS structural measurements must be made 

quantitative. Thus, the first goal of this dissertation research was to develop 

computational methods to resolve this issue by enabling quantitative comparison between 

experimental and computed collision cross-sections with a well-defined expected range 

of error and to investigate features of gas-phase protein ion structure and compaction. 

The second objective was to combine these computational approaches with native ion 

mobility-mass spectrometry investigation of heterogeneous protein complexes to uncover 

new features important for understanding their structure and function. The more complex, 

detailed information that improving the interpretation of ion mobility structural data 

enables researchers to access underscores the utility of this technique in advancing 

understanding and applications of structural biology. 
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 In Chapter II, I discuss sources of heterogeneity that complicate native mass 

spectrometry analysis and comprehensively review state-of-the-art computational, 

instrumental, and experimental strategies aimed at facilitating deconvolution and 

interpretation of heterogeneous native mass spectra. This chapter includes co-authored 

material from James S. Prell. In Chapter III, I review computational and theoretical 

efforts to understand gas-phase protein ion compaction. I then validate a force field 

molecular dynamics simulation protocol that robustly produces structures for which the 

computed collision cross-sections match literature values within a narrow range of error 

for a large set of native protein ions. This chapter includes co-authored material from 

James S. Prell. In Chapter IV, I further discuss features of gas-phase protein ion 

compaction in the context of the relationship between structure and charge both generally 

and for ions from the same protein native charge state distribution. This chapter includes 

co-authored material from Lejla S. Biberic and James S. Prell. 

 In Chapters V and VI, I combine these computational methods with native ion 

mobility-mass spectrometry experimental work to investigate features of heterogeneous 

protein complexes. In Chapter V, I demonstrate the dependence of complex oligomeric 

state upon the detergent environment for a pore-forming toxin protein, highlighting the 

advantage of native IM-MS to enable the study of biomolecules in a variety of solution 

conditions not possible with other state-of-the-art techniques. Different dissociation 

pathways are also investigated in the context of different levels of activation available 

within different mass spectrometer platforms. This chapter includes co-authored material 

from Jesse W. Wilson, Sophie R. Harvey, Vicki H. Wysocki, and James S. Prell. In 

Chapter VI, I apply these computational and experimental methods to identify the 
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oligomeric states, stoichiometries, and possible topologies of the complexes formed by 

human eye lens β-crystallin protein isoforms. This chapter includes co-authored material 

from Takumi Takata, Micah T. Donor, James S. Prell, and Kirsten J. Lampi. 
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CHAPTER II 

APPROACHES TO HETEROGENEITY IN NATIVE MASS SPECTROMETRY 

Includes co-authored material reprinted with permission from: 

Rolland, A.D.; Prell, J.S. Approaches to Heterogeneity in Native Mass Spectrometry. 
Chem. Rev. 2022, 122, 7909-7951. © 2022 American Chemical Society. 
 
 

1. Introduction 

1.1. How Does Heterogeneity Arise in Native Mass Spectrometry? 

 Native mass spectrometry (MS) enables preservation of noncovalent interactions 

and thus study of intact biomolecular complexes.47,67,226 With this technique analytes are 

gently ionized from aqueous solution into the gas phase, and the mass-to-charge ratio 

(m/z) is measured. Instrumental parameters are carefully controlled to produce ion 

populations with low charge states and minimally-perturbed structures, in line with the 

general goal of native MS to preserve native-like structure (i.e., as close to structures 

present in the condensed phase as possible). This is most commonly achieved using 

electrospray ionization (ESI) from approximately micron-diameter capillaries 

(“nanoelectrospray ionization”, nESI).227 Volatile buffer salts (e.g., ammonium acetate), 

which disproportionate into volatile neutral molecules that evaporate during nESI, are 

often used in native MS to produce adequate ionic strength (~100 mM or greater) to 

maintain biomolecular folds in solution rather than common non-volatile biochemical 

buffer salts (e.g., sodium chloride). This is due to the propensity of the latter to condense 

onto the biomolecular ions in essentially random stoichiometries, spread the signal of 

interest into many peaks, and reduce resolution, as well as to suppress ionization and 

signal of analytes of interest.104,180,181,228-231 Though it is possible to use other ionization 
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methods, such as Matrix-Assisted Laser Desorption Ionization (MALDI)232,233 or “Inlet 

Ionization”,234 to transfer native-like ions to the gas phase, this review focuses on 

approaches to heterogeneity in native nESI-MS. 

 Since the introduction of biomolecular ESI in 1989 by Fenn and coworkers235 and 

subsequent pioneering work in the study of intact biomolecular complexes,236-254 the 

capabilities of native MS have rapidly advanced. While a comprehensive treatment of the 

history of this field101,226,255-258 is beyond the scope of this review, we highlight major 

advancements in instrumentation in the 1990s and early 2000s, including the extension of 

quadrupole m/z ranges, improvements in transmission of large complexes and mass 

resolution, and development and commercialization of quadrupole-time-of-flight (Q-

TOF), ion mobility-mass spectrometry (IM-MS), and Orbitrap instruments.72,153,154,191-

193,259-267 These early improvements in turn enabled native MS investigation of samples of 

ever-increasing size and complexity, including intact viruses and MDa-size 

complexes.247,249,268,269 Landmark achievements in the mid-2000s and 2010s expanded the 

use of native MS to membrane proteins embedded in detergent micelles,270,271 lipid 

Nanodiscs,272-274 and other membrane mimetics,44,275,276 as well as proteins with 

numerous proteoforms and extensive glycosylation.148,277 These advancements together 

with the advantages offered over classic techniques, such as easily-changed solution 

conditions, minimal sample requirements, and experiment speed, have led to a rapid rise 

in the use of native MS as a valuable tool in structural biology.47,50,139,185,256,258,278-280 

 However, the expansion of native MS to study more complex samples has 

introduced concomitant challenges in interpreting their often highly complicated mass 

spectra. Ions of large biomolecules and their complexes produced by nESI typically 
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exhibit a distribution of charge states, owing in part to the stochastic nature of the number 

of charges in the late nESI droplet at the time the biomolecule/complex is 

ionized.104,180,181 For relatively homogeneous ion populations, this charge state 

distribution is often approximately Gaussian,182 and the presence of a non-Gaussian 

charge state distribution may indicate heterogeneity. In either case, the signal of each 

biomolecule/complex is thus spread out across the m/z spectrum at several peaks, and a 

basic goal of native MS is to determine the mass and charge state of each ion from this 

peak distribution. How, then, does heterogeneity arise in native MS? For the purposes of 

this review, we define a “heterogeneous” ion population to be one composed of multiple 

ions that differ in ways beyond their isotopic composition, charge state, or the identity of 

the charge carrier. Heterogeneity can arise from the biology that produces the individual 

biomolecules in question (e.g., proteoforms of a protein), distributed association of these 

biomolecules into complexes (e.g., different stoichiometries of the protein or other 

biomolecule monomers in related complexes), the presence of multiple conformations or 

topologies of the same biomolecule/complex in solution, binding of small molecules and 

ligands (such as lipids, polysaccharides, or other cofactors), adduction of metals and salts 

present in the aqueous buffer solution, or even from artifacts of the nESI process, such as 

unwanted activation and dissociation of otherwise homogeneous complexes.48,181,281,282 In 

some extreme cases, the mass spectrum for a heterogeneous native ion population may 

even superficially resemble that of a polydisperse long-chain polymer ion population 

produced by ESI, with tens or even hundreds of overlapped peaks in the mass spectrum 

and a wide distribution of charge states.60,63,71,283 
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 It has therefore long been recognized that combatting heterogeneity is essential 

for the success of MS in accurately characterizing native biomolecular samples. Much 

discussion in the literature to date,47,184,257,284 especially early in the history of this field, 

has focused on approaches that aim to reduce complexity and heterogeneity at the sample 

preparation stage with additional or refined purification steps and chromatographic 

separations or through gas-phase fragmentation/dissociation (such as in tandem 

MS,113,128,133,239,252,285 native top-down MS,109,110,286,287 and other 

methods77,111,112,115,129,131,134,165,239,241,248,261,284,288-303) of the heterogeneous subunits. 

However, advancement in structural biology relies fundamentally upon accurate 

understanding of biomolecular structure and function in physiologically relevant states, 

and examples illustrating the importance of heterogeneous features, such as different 

proteo- and glycoforms, stoichiometries and identities of bound ligands and other 

cofactors, and multiple coexisting stoichiometries or conformations, in both functional 

and disease-associated systems abound.55,69,90,164,178,184-188 

 Thus, this review focuses on approaches which do not seek to rid biomolecular 

samples of their inherent heterogeneity and instead aim to facilitate interpretation and 

analysis of their complicated spectra. Strategies of this kind include use of software tools 

and deconvolution algorithms to directly analyze all mass spectral data as recorded by the 

instrument (data post-processing and analysis, which are the topics of §2.1 and §2.2), 

instrumental and experimental approaches aimed at separating ion signals online with 

mass and charge measurements (§2.3), and manipulation of ion populations to spread out 

otherwise overlapped signals with solution additives or ion/ion reactions (§2.3). 

Strategies for extracting composition and structural information without complete 
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analysis of mass spectral data are described in §2.4, including a classification of common 

heterogeneity types. The order in which algorithms and computational methods are 

presented should not be taken to imply strict chronology or judgment of value. We also 

note that the first three algorithms described (§2.1.1-2.1.3) were developed originally for 

interpretation of denatured ion mass spectra but have also been applied to intact native 

MS data. We begin discussion of algorithms with MaxEnt (§2.1.1), though this algorithm 

is not the earliest described here, because it is still widely available and used today 

through commercial implementations and because its underlying theory predates even the 

application of ESI to the study of biomolecular complexes. 

Below, we highlight some of the most important and widely-used data analysis, 

experimental, and instrumentation-based approaches to tackling the problem of 

heterogeneity in native MS, dating from the 1990s to the present and focusing on 

developments in the last decade. We note that, while available deconvolution algorithms 

and data analysis tools have been discussed in other reviews,212,304-306 these have largely 

focused on their applications, rather than their theoretical basis, benefits, and potential 

drawbacks. In the interest of filling this gap in the literature, we devote a majority of our 

discussion to the sections describing data analysis approaches to heterogeneity, as a 

major objective of this review is to educate potential users on both theoretical and 

practical aspects of the available tools. While the focus of this review is not on the 

applications of these algorithms and other methods, we provide references of this kind for 

interested readers. We follow this with discussion of other (instrumental and 

experimental) approaches which, in parallel to data analysis algorithms, aim to facilitate 

interpretation of heterogeneous mass spectra through data simplification and reduction 
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while preserving heterogeneity instead of through sample preparations and/or 

dissociation methods that result in loss of information. In these sections we draw upon 

the numerous comprehensive reviews of these specific topics. Although many online 

solution-phase separation approaches (such as online chromatography methods307-318 and 

capillary zone electrophoresis319-325) have been introduced to help solve this problem, our 

discussion is confined to instrumentation and techniques commonly available within 

mass spectrometers themselves or with small modifications. As this review is written 

from an academic viewpoint, we refer readers not only to recent native MS work on 

biotherapeutics6,59,122,307,326-330 but also to many recent efforts and helpful perspectives on 

this topic from industry scientists representing a variety of biopharmaceutical companies, 

drawing upon these insights where possible.45,76,109,145,184,311,331-337 Importantly, though 

implementation of the methods we describe below faces unique challenges in industry 

(namely, rigorous standardization and commercialization),331 we hold that educating 

potential users on the theoretical aspects of these approaches is important and beneficial 

to all who utilize native MS, regardless of background. We conclude by reflecting upon 

the progress of native MS with respect to the problem of heterogeneity, discussing 

remaining challenges and future strategies for the field, and providing our view of 

optimal approaches to facilitate analysis and interpretation of the complicated mass 

spectra of heterogeneous biomolecules, which is paramount for continued growth of this 

technique as a tool in structural biology. 

1.2. “Charge-State-Specific” and “Zero-Charge” Mass Spectra 

 In principle, every mass spectrum can be decomposed into separate mass spectra 

for ions of each particular charge state in the observed ion population. For a completely 
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monodisperse ion population, in which all ions are identical but for their isotopic 

contents, charge state, and charge carriers, these “charge-state-specific” mass spectra will 

each contain essentially the same information, varying only in abundance according to 

the charge state distribution. However, for an ion population whose composition varies as 

a function of charge state, extracting charge-state-specific mass spectra from the observed 

mass spectrum may make these composition differences much clearer and inform further 

investigation of the possible physiological or other relevance of these differences. At 

other times, it can be useful to compile the mass and charge information from all 

identifiable charge states into a single plot of abundance versus mass (i.e., not m/z), 

possibly after subtracting the mass of any charge carriers. Such a plot is called a “zero-

charge” mass spectrum and is akin to other mass distribution measurements, as in size 

exclusion chromatography, multi-angle light scattering, and analytical ultracentrifugation, 

albeit with the typically much greater sensitivity and mass resolution offered by mass 

spectrometry.226 

 Beyond producing either zero-charge and/or charge-state-specific mass spectra 

after deconvolution (§2.1), it can often be useful to accurately determine the mass of the 

repeated subunit within a polydisperse sample or the mass which is conserved across all 

members of the polydisperse ion populations (§2.2). Some software tools also enable 

deduction of the subunit topology of complexes (§2.2), which provides additional useful 

information in understanding biological structure and function. Instrumental and 

experimental methods, such as those which separate ions in dimensions other than m/z 

and those which manipulate ion charge states, add to the arsenal of information which 

can be gleaned from otherwise complicated mass spectra of heterogeneous samples 
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(§2.3). Even with these state-of-the-art methods, it is sometimes not possible to fully 

analyze the mass spectrum, but useful information can often be obtained from a more 

coarse-grained or global perspective (§2.4). 

 In the following section, we discuss how these different types of information can 

be obtained from native mass spectra of heterogeneous samples using state-of-the-art 

computational, instrumental, and experimental methods. These strategies enable 

uncovering a plethora of valuable information important for proper understanding of 

structure and function as well as for quality control of manufactured biotherapeutics for 

extremely challenging samples, such as membrane proteins, lipid Nanodiscs, polymers, 

antibodies, viruses, and other large biomolecular complexes.49,93,95,177,184,338 This includes, 

for example, identities and stoichiometries of lipids, detergents, and other small 

molecules bound, profiling of glyco- and proteoforms, determination of subunit 

composition and topology, and characterization of the conformation and polydispersity of 

large complexes. 

2. State-of-the-Art Approaches to Heterogeneity in Native Mass Spectrometry 

2.1. Deconvolution and Construction of a Zero-Charge Mass Spectrum 

2.1.1. MaxEnt 

One of the oldest and most widely-used approaches to deconvolution of 

biomolecular mass spectra, especially those exhibiting multiple charge states for each 

ion, is the maximum-entropy or “MaxEnt” method introduced by Skilling in 1984.339 

Although application to deconvolution of mass spectra and commercialization was not 

achieved until the 1990s, this algorithm traces its roots back much earlier to work340-342 

by Shannon, Shore and Johnson, and Tikochinsky, Tishby, and Levine, who developed 
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the concept of information entropy relating to the probability of observing various noisy 

data sets based on a hypothetical underlying (i.e., noiseless) data set. After initially 

applying the algorithm to challenges in image processing,339-342 Skilling, Ferrige and 

coworkers recognized the potential for applying it more generally to other signal 

processing problems, including deconvolution of electrospray mass spectra.343-345 MaxEnt 

is still employed today in deconvolution of mass spectra, including as recently as 2021 in 

which this method was used to characterize structural glycoform heterogeneity of the 

SARS-CoV-2 spike protein receptor-binding domain.96 Figure 1 illustrates use of 

MaxEnt for intact antibody samples and glycan-mediated heterogeneity.346 Additional 

examples of applications of MaxEnt deconvolution to investigation of various intact 

noncovalent complexes throughout the past several decades are provided in the 

references.96,346-365 

 
Figure 1. Example of MaxEnt mass spectral deconvolution for an intact antibody 
exhibiting multiple glycoforms (A) and after de-glycosylation (B). Insets show mass 
spectra used for deconvolution. Reprinted in part with permission from ref. 346. © 2008 
Bentham Science Publishers Ltd. 
 
 

Broadly, the MaxEnt algorithm attempts to explain observed data in the mass 

spectrum by 1) generating a hypothetical zero-charge spectrum, 2) dividing the 

hypothetical masses by each of the charge states assumed to be present in the ion 

distribution (with a correction for the charge carrier mass), and 3) adding the resulting 
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m/z distributions with a charge-state-specific abundance scaling together in the mass 

spectrum and comparing these to the observed data.343-345 Ideally, mismatches (i.e., 

“error”) between the hypothetical and observed mass spectra should be randomly 

distributed over all m/z values. Mathematically, this means that the plausibility for a 

particular hypothetical mass spectrum given an observed mass spectrum is greatest when 

the “evidence”, defined as −∑ 𝑝𝑝(𝜀𝜀(𝑚𝑚/𝑧𝑧)) 𝑙𝑙𝑙𝑙𝑙𝑙(𝑝𝑝(𝜀𝜀(𝑚𝑚/𝑧𝑧)))𝑚𝑚/𝑧𝑧 , with 𝜀𝜀(𝑚𝑚/𝑧𝑧) the error at 

a given m/z value and 𝑝𝑝(𝜀𝜀(𝑚𝑚/𝑧𝑧)) its probability, is maximized.339,343 In other words, a 

“good” fit to an experimental mass spectrum should not have error piled up into just a 

few m/z values, rather the error should be spread out over all m/z values. Marshall and 

coworkers introduced an implementation of MaxEnt in 1997 in which the distribution of 

charge states is assumed to be “smooth” for electrospray mass spectra, i.e., there is an 

“evidence” penalty for abrupt discontinuities in the charge state distribution assigned to 

each peak in the zero-charge spectrum.366 

Practically, MaxEnt requires specification of the mass range for the reconstructed 

zero-charge spectrum (which automatically determines the range of possible charge states 

based on the m/z range of the experimental mass spectrum) as well as a target full-width-

at-half-maximum of the peaks (assumed symmetrical) expected in the zero-charge 

spectrum.343,344 Because MaxEnt software assumes symmetrical Gaussian peak shapes in 

fitting, determination of the accurate mass of ions with asymmetric peak shapes (e.g., 

those with adducts) can be difficult or even prohibitive, as noted in early ESI-MS studies 

of large (~310-2.2 kDa) biological oligomeric complexes from bacteria and crabs.349,350 It 

is possible to run MaxEnt with an intentionally very broad zero-charge mass range and 

concomitant charge state range, but better results are obtained the more closely the user 
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can restrict the mass range (and thus also charge state range) to those actually present in 

the ion population. This belies a fundamental pitfall of the MaxEnt method in analyzing 

experimental data, namely that it does not inherently distinguish between noise and true 

signal and thus will attempt to explain all data used as input, including any baseline or 

noise left in the experimental mass spectrum, by forcing it into a mass bin in the zero-

charge spectrum. This can result in numerous artifactual peaks in the deconvolved zero-

charge mass spectrum, occasionally with intensities matching that of the true average 

mass distribution which may complicate interpretation and analysis, as exemplified 

through comparison of deconvolution of empty MSP1D1 Nanodisc sample spectra 

acquired using three different mass spectrometer platforms.365  

Thus, MaxEnt often performs better with an initial background subtraction (such 

as a low-order polynomial that excludes ~30% of the raw experimental data), noise 

thresholding, and/or smoothing of the input data.343,345 Two major artifacts that can be 

caused by these mitigating steps include unwanted exclusion of low-abundance peaks and 

a reconstructed spectrum that can in some cases be highly dependent on the background 

subtraction and denoising/smoothing used. If an overly broad or narrow charge state or 

mass range is specified, additional artifact peak distributions can arise.350 Commercially 

available MaxEnt algorithms343,345,367-370 (such as those available from mass spectrometer 

manufacturing companies such as Waters Corporation, Bruker Corporation, Agilent 

Technologies, ThermoFisher Scientific, and SCIEX) for deconvolving mass spectra do 

not report mass distributions specific to each charge state, thus charge-state-specific 

information is largely lost. Finally, the assumed noise statistics used for calculating the 

“evidence” of a hypothetical zero-charge spectrum and for iterating the algorithm may be 
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different in different commercial implementations of the algorithm, e.g., Gaussian noise 

statistics in the Micromass/Waters implementation343,358,368 and Poisson noise statistics in 

that from SCIEX.369 Thus, even if convergence of the algorithm is achieved (which may 

not even happen if the “evidence space” does not have a single, large extremum), 

different final zero-charge mass spectra may be obtained using the same input parameters 

but different commercial implementations of MaxEnt.  

2.1.2. Fenn Averaging and Deconvolution Algorithms 

In 1989 Mann, Meng, and Fenn introduced two simple methods for determining 

the mass and charge state belonging to a sequence of well-resolved peaks in protein 

electrospray mass spectra.182 The first of these methods, which they call an “averaging 

algorithm”, begins by assigning charge states to all of the ostensibly related peaks in the 

mass spectrum by assuming that the mass of the charge carrier is known. (If the adduct 

mass is not known, its effect on charge state assignments is mitigated by fortuitous 

cancellation of some of the adduct mass terms.) Although the mass of the protein can 

then be calculated directly from the observed m/z values and assigned charge states (for 

example, by averaging the mass values calculated for each charge state), a simple way to 

“tune” the mass of the ion to improve the fit to experimental data is also described in 

detail.182 This method accounts to some extent for instrument calibration error as well as 

inaccuracies in determining a nominal mass for each peak in the observed sequence. Ion 

abundances play no role in this algorithm. 

The second algorithm described in the same paper calculates the sum of 

abundances in the mass spectrum for all m/z values that can be associated with a trial 

protein mass, a charge carrier mass, and a set of assigned charge states. For a simple 
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sequence of well-resolved peaks with identical abundances, the algorithm produces a 

“deconvolved” spectrum with large peaks at the protein mass (and multiples thereof), as 

well as a sequence of smaller peaks that can be used to confirm the highest charge state 

present in the ion population (see Figure 2).182,371-378 The algorithm produces poorer 

results for experimental mass spectra with lower resolution and/or with different 

abundances for each charge state, and an early comparison of the commercial 

implementation of this algorithm and that of MaxEnt found the latter to be superior 

especially when the signal-to-noise ratio (S/N) is poor.358 Additionally, as seen in Figure 

2, the deconvolved spectrum produced using Fenn’s algorithm is prone to a large, 

increasing baseline and high-intensity sidebands relative to the true protein mass.182 

Charge state assignments can also have large uncertainties for large proteins and 

complexes due to their typically poor desolvation, as has been previously discussed.379 

While these algorithms are not widely used today as they were in the decade following 

their introduction,372-378 they illustrate fundamental mathematical relationships between 

the spacings of peaks in biomolecular electrospray mass spectra that set the stage for 

powerful algorithms introduced later on that can be used to analyze much more complex 

mass spectra. An article by Hagen and Monnig371 compares this method to Reinhold and 

Reinhold’s implementation of MaxEnt380 as well as their own “multiplicative correlation” 

algorithm (MCA), in which signals at expected m/z values for a given mass and charge 

assignment are multiplied rather than added. This method can be less prone to outputting 

a large baseline or artifact peaks. 
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Figure 2. Deconvolution of carbonic 
anhydrase II ESI spectrum using Fenn’s 
deconvolution algorithm. Mass spectrum 
(top), zero-charge mass spectrum (middle), 
and “zoom” of zero-charge mass spectrum 
near the determined accurate mass showing 
sidebands (bottom). Adapted with permission 
from ref. 182. © 1989 American Chemical 
Society. 
 
 
2.1.3. ZSCORE 

Following their work improving 

results from application of MaxEnt to ESI 

mass spectra,366 in 1998 Zhang and Marshall 

introduced a deconvolution method,381 

ZSCORE, in the MagTran data analysis 

package that fits broadly into the category of 

“onion-peeling” algorithms (see also 

Massign,61 discussed in §2.1.5). In such 

algorithms, one attempts to identify and computationally remove a signal that dominates 

the spectrum, leaving only less dominant signals. The removed signal is normalized for 

charge and added to a zero-charge spectrum to which more signals will be successively 

added. One repeats this process until only uninterpretable data and noise remain in the 

mass spectrum, and all assigned signals have been added to the zero-charge spectrum. 

Two essential characteristics of ZSCORE are that the onion-peeling starts with the highest-

abundance peak in the mass spectrum and proceeds through successively lower-

abundance peaks, and that, to be considered “interpretable”, a peak must have a set of 

“partner” peaks corresponding to adjacent charge states and/or isotopomer peaks. This 
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latter characteristic is determined from the “ZScore” value, which is related to either 1) 

the logarithmic sum of the S/N in the mass spectrum at m/z values where an interpretable 

peak and all its expected partners should be located (for mass spectra), or 2) the 

(resolution-weighted) sum of the reciprocals of the differences in the expected and 

measured m/z of an interpretable peak and its partners (for centroided or “stick” 

spectra).381 

Advantages of ZSCORE include the ability to work with either raw mass spectra or 

centroided data over a wide range of mass spectral resolution. The ZScore itself for a 

hypothetical peak assignment tends to increase as more partner peaks for it are found, 

thus the accuracy of the algorithm in assigning charge states increases the more partner 

peaks are present. Because each set of partner of peaks need not be related to any other 

set of partner peaks in composition, ZSCORE can often straightforwardly deconvolve 

mixtures of ions of interest and/or contaminants (see Figure 3),381 such as protein 

mixtures, peptide digests (including in hydrogen/deuterium exchange experiments), and 

protein fragments by gas-phase dissociation, as illustrated in the literature.382-387 ZSCORE 

has also been utilized in MS analysis of binding sites of the chemotherapeutic cisplatin to 

native proteins.388,389 The algorithm requires no user input parameters, tends to run very 

quickly on modern computers, and is fully automated. However, difficulties can arise for 

ions with overlapping sets of partner peaks, as can often be the case for biomolecular 

complexes with different oligomeric states.381 Furthermore, the accuracy of the algorithm 

tends to decrease for lower-abundance partner peak sets, as artifacts leftover from 

“peeling away” previous peak sets begin to dominate the mass spectrum. Ojha and 

coworkers later introduced an algorithm390 similar to the component of ZSCORE for low-
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resolution spectra381 but which incorporates charge state assignments based on Reinhold 

and Reinhold’s entropy-based algorithm,380 selected after comparison with Hagen and 

Monnig’s MCA algorithm371 (see §2.1.2). They found the entropy-based algorithm to be 

relatively insensitive to overestimation of charge state maxima and to be an improvement 

over ZSCORE through allowance of single m/z values to correspond to more than one 

charge state distribution. Kelleher and coworkers combined ZSCORE with filtering of 

high-frequency data, arguing that such data are very likely to be noise and that filtering 

them out before processing with ZSCORE can result in cleaner zero-charge mass 

spectra.385 

 
Figure 3. Deconvolution (right) of both low (top) and high (bottom) resolution ESI mass 
spectra (left) for a mixture of three proteins using ZSCORE. Reprinted with permission 
from ref. 381. © 1998 American Society for Mass Spectrometry. 
 
 
2.1.4. SOMMS 

As the ability of mass spectrometers to ionize and detect more complex 

distributions of analyte ions improved,63,72 many researchers began to realize that 

methods originally developed for interpretation of denatured mass spectra such as 
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MaxEnt and others described above could often be insufficient for native mass spectra 

with highly-overlapped peaks. In 2006, van Breukelen, van den Heuvel, and coworkers 

introduced SOMMS66 (SOlving complex Macromolecular Mass Spectra) as an adjuvant 

method to assist interpretation with other algorithms like MaxEnt, especially in cases 

where a heterogeneous mixture of protein complexes and subcomplexes is present in the 

ion population, as exemplified in the literature.66,178,391-394 In contrast to MaxEnt, 

SOMMS has the user input as much information as the user knows ahead of time about 

the expected sample composition: subunit masses, charge state distribution, and likely 

complex stoichiometries. Using either a user-suggested charge state range or one 

calculated based on the Rayleigh charge limit, as well as a multinomial distribution 

(building off previous work using binomial distributions72) of all possible subcomplexes, 

the algorithm first identifies all m/z at which overlaps of signals from more than one ion 

composition are expected. Data at these m/z are ignored, and the remaining “unique” 

signals are then assigned to a composition and charge state based on the table of 

calculated possible m/z values for the intact complex or subcomplexes. “Partner” peaks 

belonging to the same ion composition are then identified by scanning over charge states, 

and the charge state distribution thereby found is fit to a Gaussian intensity distribution. 

After this process is repeated for each set of partner peaks, a reconstructed mass spectrum 

is calculated using the identified (sub)complex masses and fitted charge-state 

distributions. The reconstructed mass spectrum can be compared visually to experimental 

data to confirm proper assignment of ions in the mass spectrum and locate unidentified 

peaks. The program CHAMP by Benesch and coworkers395 builds off the tools in 

SOMMS for many of the same goals, as discussed further in §2.2.4.2. 
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2.1.5. Massign 

This program, introduced by Morgner and Robinson,61 is an “onion-peeling” 

algorithm (see also ZSCORE,381 §2.1.3) in which readily-identified peak series are 

assigned and computationally “removed” from the experimental mass spectrum, leaving 

behind more challenging peaks. The algorithm is designed to handle overlapped peaks 

(for example, a dimer with twice the charge of a corresponding monomer) by assuming 

the charge state distribution for each ion is Gaussian. This process is iterated until 

essentially only noise and uninterpretable peaks remain, and the output is a “stack” of 

reconstructed mass spectra for each identified complex as well as the experimental and 

summed, reconstructed mass spectrum. As with programs like SOMMS66 and 

CHAMP,395 the user can input information about component protein masses and possible 

complex stoichiometries to identify and eliminate as many peaks series as possible before 

unknowns are addressed. The composition of unknown series of peaks identified by this 

algorithm are assigned, if possible, by Massign based on user-input subunit masses and 

composition constraints. 

Charge states for “partner” peaks belonging to the same ion composition can be 

assigned either automatically or with some user intervention, based on the fit between 

experimental peak maxima and predicted peak positions for the series based on an 

assumed charge state assignment. In addition to specifying trial peak widths, the user can 

also adjust a “broadening factor” to account for non-Gaussian peak shapes caused by, 

e.g., unresolved non-specific adducts. Similarly to CHAMP395 (see §2.2.4.2), Massign 

can also incorporate an empirical mass correction representing non-specific adduction of 

buffer and water molecules that is based on the expected surface area of globular proteins 



27 
 

as a function of sequence mass. Morgner and Robinson demonstrated, using a small 

number of topological constraints based on condensed-phase data, almost unique 

assignment of several subcomplexes produced by collisional activation of native rotary 

ATPase from E. hirae, which contains 9 different protein subunit types and 19-26 total 

subunits in its intact form (see Figure 4).61 

 
Figure 4. Assignment of peaks in native mass spectrum (black trace) for subcomplexes 
(colored traces) for rotary ATPase from Enterococcus hirae using Massign. Reprinted in 
part with permission from ref. 61. © 2012 American Chemical Society. 
 
 
 Massign can perform well for even large, multi-component complexes (such as 

membrane proteins) when subunit mass, stoichiometry, and topological constraints are 

supplied (Figure 4), as has been demonstrated for many different sample types in the 

literature.78,85,164,396-412 Fundamentally, the complexity of the problem in the absence of 

these constraints is superexponential (i.e., factorial) in the number of subunits, thus 
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Massign performs best when a large amount of user-supplied information from prior 

mass measurements or condensed-phase structural data is available. 

2.1.6. PeakSeeker 

Sometimes native mass spectra contain series of peaks with similar masses and 

charge states that are not well resolved. In such situations, the resulting mass spectral 

peaks may have multiple local maxima or shoulders representing different ion masses. 

PeakSeeker,396 introduced by Lu et al., uses two main strategies to identify all the 

overlapped peaks under a “complex” experimental peak by 1) identification of all readily 

apparent peak maxima, optionally with the use of Mexican-hat wavelet-based noise 

filtering and 2) a subsequent shoulder detection algorithm that uses the second derivative 

of the (smoothed) mass spectrum. The first level of peak identification can be based on 

either local maxima exceeding an absolute or intensity-adjusted signal-to-noise ratio, or 

on the presence of local maxima after convolution with a Mexican-hat wavelet (which 

ideally sharpens the component peaks). The second level of peak identification relies on 

the fact that the second derivative of a smooth shoulder peak has a characteristic number 

of zero-crossings that indicate its presence. Though PeakSeeker’s shoulder peak detection 

is adapted from Massign61 (§2.1.5), its deconvolution algorithm differs in that up to five 

simulated charge state series can be fit to the experimental mass spectrum at a time using 

least squares regression, rather than “onion-peeling”. Figure 5 illustrates use of 

PeakSeeker to interpret a native mass spectrum of a ~1 MDa protein complex,396 and it 

has also been used to investigate chromatin.413,414 
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Figure 5. Peak fitting and deconvolution of native 
mass spectrum for human TCP-1 ring complex 
(pictured in (e)) using PeakSeeker. Reprinted with 
permission from ref. 396. © 2015 American Society 
for Mass Spectrometry. 
 
 
2.1.7. Bayesian Deconvolution: UniDec and PMI 

Intact 

As native MS sample preparation and 

instruments improved, the 2010s saw the advent of 

highly polydisperse native analytes,415 such as 

lipoprotein Nanodiscs (with81,165,365,401,416-418 and 

without71,168,172,183,272,365,419 embedded membrane 

proteins) or membrane proteins embedded in 

detergent micelles.64,173,420 Mass spectra of these 

complexes can be extremely challenging to analyze due to their relatively broad charge 

states distributions and overlapped adduct (detergent, lipid, glycan, or other small 

molecule) distributions, resulting in tens or possibly hundreds of peaks spanning a few 

thousand m/z (or even hundreds of thousands of peaks, as expected for glycoproteins with 

extremely varied glycoforms421). Adduct distributions are often not identical for different 

charge states, in part because ESI tends to add more charges to native-like larger ions 

(i.e., with more bound ligands), and also because gas-phase collisional activation of the 

ions to remove solvent can often dislodge some of the adducts. MaxEnt343-345 (§2.1.1) and 

other relatively simple deconvolution algorithms may perform poorly for these types of 

samples, owing to the flatness of the probability surface, the challenge of accurately 

guessing input charge and mass parameters, and other factors. In this section we describe 
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UniDec and PMI Intact, both Bayesian deconvolution algorithms developed for 

interpreting heterogeneous native MS data. 

Following on Marty, Gross, and Sligar’s use of a maximum entropy-like 

algorithm172 for deconvolving “empty” lipoprotein Nanodisc native mass spectra, Marty 

and Robinson introduced the Bayesian analysis suite “UniDec” in 2015.167,171 The 

UniDec algorithm begins by conceiving of the information in an experimental mass 

spectrum as being decomposed into a rectangular matrix with m/z and charge state as its 

axes and a peak profile with a user-selected shape and width. The matrix is initialized as 

a uniform distribution. Three steps are iterated to achieve a final matrix: 1) smoothing of 

the charge state distribution to avoid “orphan” masses at a particular charge state that 

have no corresponding peaks at adjacent charge states, 2) summation of the matrix along 

the charge state axis and convolution with the chosen peak shape to produce a simulated 

m/z spectrum, and 3) adjustment of the matrix entries to reflect the mismatch between the 

simulated and experimental m/z spectrum. Once convergence of the algorithm is 

achieved, a final zero-charge spectrum is produced by multiplying each m/z trace in the 

matrix assigned a particular charge state by that charge state, correcting for charge carrier 

mass, summing the resulting data for all charge states, and convolving with a user-chosen 

peak shape function. UniDec requires an input charge state range (either a default range 

or user-specified) and allows the user to input a subunit mass filter for multiply-adducted 

species such as lipids or detergents. Outputs include charge-state-specific mass spectra 

(see Figure 6), zero-charge deconvolved spectra, and heat maps of m/z versus charge, all 

of which can be highly useful in interpreting native MS data for heterogeneous 

samples.57,80,93,158,168,174,187,283,422-435 
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Figure 6. Native mass spectrum (black trace) of native oligomeric state distribution for 
polydisperse αB-crystallin, with deconvolved charge-state-specific mass spectra (colored 
traces), (A). Dependence of subunit stoichiometry distribution on collisional activation 
(B, C) as revealed using UniDec. Reprinted with permission from ref. 171. © 2015 
American Chemical Society. 
 
 

Marty has added numerous tools for analyzing the output, including 

macromolecular mass defect analysis165 (to identify, e.g., peptide stoichiometry inside 

lipoprotein Nanodiscs81,283,418; see §2.2.3.2) and proteomics tools to identify post-

translational modifications and protein isoforms. A set of scoring algorithms to evaluate 

the plausibility of the reconstructed spectrum and peak assignments is available in 

UniDec.436,437 Batch processing capabilities to facilitate, e.g., adduct binding kinetics and 

thermodynamics measurements have been added in a modified version of UniDec called 

“MetaUniDec”.438 Marty also introduced a tunable “SoftMax” function to reduce the 

likelihood of producing artifactual peaks at multiples (i.e., harmonics) of true peaks in the 

zero-charge spectrum (see Figure 7).439 UniDec and MetaUniDec are both freely 
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available open-source Python programs, and a recent preprint manuscript describes all of 

UniDec’s features in depth.167 

 
Figure 7. Native mass spectrum of aquaporin Z (AqpZ) with bound 
palmitoyloleoylphosphatidylcholine (POPC) lipids (A), corresponding zero-charge mass 
spectrum from UniDec showing artefactual “satellite” peaks (B), and zero-charge mass 
spectrum after application of UniDec’s SoftMax function to suppress satellite peaks (C). 
Reprinted in part with permission from ref. 439. © 2019 American Society for Mass 
Spectrometry. 
 
 
 Expanding the capabilities of their Byonic peptide and protein identification 

software originally introduced to the market primarily for use in proteomics in 2011,440 

Bern and coworkers at Protein Metrics, Inc. separately developed a new program, Protein 

Metrics Intact441 (“PMI Intact”) that also utilizes Bayesian inference. The heart of the 

PMI Intact algorithm is a matrix of intensity values that are a function of both m/z and 

assigned charge state and are iteratively corrected by comparing the simulated m/z 

spectrum obtained from the matrix with the experimental m/z spectrum. PMI Intact 

identifies candidate charge states for an experimental spectrum using a “parsimonious 

algorithm” that attempts to explain all zero-charge mass spectrum data with as few 

charge states as possible.441 Peak-sharpening algorithms are subsequently used on the 

deconvolved data to resolve remaining overlapped features in the zero-charge spectrum. 

PMI includes a “comb filter” to identify peak series equally spaced in m/z, such as those 

arising from polydisperse adduction of a subunit, which can greatly improve analysis of 
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mass spectra representing samples of this type, including those of great interest in the 

biopharmaceutical industry331,332 such as highly disperse antibody-drug 

conjugates.84,95,188,337,442-445 PMI is coded and compiled in C++ for increased speed, has 

batch processing capabilities, allows the user to easily select different liquid 

chromatography-MS (LC-MS) retention data to analyze, and can be used to automatically 

assign peaks based on protein sequence data or other user-supplied information. It is also 

vendor-neutral and can produce user-friendly, customizable reports for non-MS users, 

features important for its use in industry.331 Users can also input expected mass 

differences (arising, e.g., from known ligand masses) to bias charge state assignments 

toward those consistent with these mass differences.84 Figure 8 shows a comparison of 

results from PMI and other deconvolution algorithms (Agilent’s PMod, two 

implementations of MaxEnt, iFAMS, and UniDec) for a 40 kDa PEGylated protein.337 

This example illustrates the superior performance of more sophisticated and recent 

deconvolution algorithms which utilize Bayesian (UniDec, PMI Intact) or Fourier 

Transform (iFAMS, see §2.1.9) over earlier tools, as indicated by their faithful 

reproduction of the reference mass distribution observed for the singly-charged ions 

using MALDI-MS. 

 2.1.8. Game-Theoretic Approach: AutoMass 

Assigning mass and charge to peaks in native mass spectra for charge state distributions 

of different ions at their “boundaries”, i.e., at the extreme high m/z end of one distribution 

where it overlaps with the extreme low m/z end of a different distribution, can be 

especially problematic. This can occur, for example, when two different stoichiometries 

of a complex are present in the ion population, or for different symmetries of a viral  
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Figure 8. Comparison of deconvolution of 
ESI mass spectra for PEGylated granulocyte 
colony stimulating factor protein using 
different deconvolution algorithms (top 6 
traces) and MALDI-TOF 1+ charge state 
mass spectrum (bottom trace). Reprinted 
with permission from ref. 337. © 2019 
American Chemical Society. 
 
 
capsid. Peak assignments in boundary 

regions can be very challenging due to the 

presence of “overassigned” peaks (i.e., peaks 

consistent with more than one mass and 

charge assignment) and low-intensity peaks. 

Peng and coworkers introduced AutoMass446 

to combat this challenge and also to achieve 

accurate mass and charge assignments with 

minimal input from the user, building off 

ideas introduced in their earlier tool for the same purpose, LeastMass.447 AutoMass treats 

charge and mass assignment of the peaks in a mass spectrum as “competitors” in a zero-

sum game and seeks a game theoretic solution that simultaneously minimizes the 

maximum “loss” for mass assignment (the standard deviation of the m/z discrepancy for 

observed peaks given a particular set of m/z assignments) and maximizes the minimum 

“loss” for charge assignment (the shift in charge for the observed peaks given a particular 

set of m/z assignments). AutoMass applies this algorithm after smoothing, Gaussian 

baseline subtraction, and thresholding of the mass spectrum. In this manner, the 

boundaries between peak distributions can be determined automatically, enabling peak 
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assignment for mass spectra containing many tens of overlapped peaks. Peng and 

coworkers demonstrated application of AutoMass to assignment of intact 3-4 MDa 

hepatitis B viral capsids with T=3 and T=4 symmetries and also to the tens of products 

with different protein stoichiometries produced upon collision-induced dissociation (CID) 

of isolated T=3 and T=4 ions.446 

2.1.9. Fourier Transform Approaches: iFAMS 

Many analytes of interest in native MS, or in ESI-MS more generally, differ 

primarily in the polydispersity of one or more constituent subunits. For example, long-

chain homopolymers and copolymers contain many identical monomer subunits in 

varying stoichiometry, and challenging samples such as lipoprotein Nanodiscs or 

detergent micelles containing membrane proteins are polydisperse in the number of 

constituent lipid detergent molecules. In these and many other cases, the ESI mass 

spectrum often contains tens or even hundreds of overlapped peaks due to the charge 

distribution and polydisperse subunit distribution. However, the regular spacing between 

peaks in the mass spectrum for a given charge state due to the varying number of 

repeated subunits forms a pattern with a “frequency” that can be analyzed using Fourier 

Transform (FT). In 2004, Prebyl and Cook introduced the use of FT to analyze 

electrosprayed polymer mass spectra,448 noting that a much simpler set of peaks is present 

in the Fourier spectrum than in the mass spectrum itself, with each peak occurring at 

some integer multiple of the reciprocal of the monomer mass (its characteristic 

frequency, 1/ms, where ms is the monomer/subunit mass). This provided a straightforward 

way of measuring the subunit mass (from the spacing of the Fourier spectrum) and 
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determining which charge states may be present in the ion population (from the integer 

multiples of the characteristic frequency at which a peak is present). 

Cleary and Prell expanded this concept in 2016 to analysis of Nanodiscs, heavily 

metal ion-adducted native proteins, and polymers, producing an open-source Python 

program called iFAMS (interactive Fourier-Transform Analysis for Mass 

Spectrometry).71 This program automates computation of the FT of an input mass 

spectrum (by treating it as a composite of three functions, see Figure 9),183 identification 

of Fourier-domain peaks, and determination of the subunit mass and charge states in the 

ion population. Signal for individual charge states in the Fourier spectrum can be readily 

extracted and inverse Fourier-Transformed to reconstruct individual charge-state-specific 

mass spectra as well as a zero-charge spectrum in iFAMS (as compared with other 

deconvolution methods in Figure 8).337 One disadvantage of using FT for some samples 

is that the ion population may not be sufficiently polydisperse to yield well-resolved 

peaks in the Fourier domain, although this can be mitigated somewhat by using harmonic 

peaks,183 which are spaced more widely (see Figure 10). Another disadvantage is the 

possibility for two or more types of ion to have overlapping Fourier-domain frequencies, 

e.g., two heavily sodiated proteins of different masses but similar charge states. 

 
Figure 9. Schematic of iFAMS Fourier Transform-based algorithm, showing 
decomposition of mass spectrum into “comb”, “peak shape”, and “peak envelope” 
functions (left) and their corresponding functions in the Fourier spectrum (right). * 
indicates convolution, and × indicates pointwise multiplication. Reprinted in part with 
permission from ref. 183. © 2018 American Society for Mass Spectrometry. 
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Figure 10. Deconvolution of native mass spectrum of dimyristoylphosphatidylcholine 
MSP1D1 Nanodiscs using iFAMS Fourier Transform-based algorithm (left), and 
corresponding Fourier spectrum (right), illustrating the use of higher-harmonic data 
(inset). Colored traces in mass spectrum correspond to reconstructed peak envelope 
functions for the charge states indicated with the same color in the inset. Reprinted in part 
with permission from ref. 183. © 2018 American Society for Mass Spectrometry. 
 
 

To address these problems, Cleary and Prell introduced the use of Gábor 

Transform (GT),449 which is a type of “windowed” or “short-time” Fourier Transform in 

which the intensities of “local” frequencies in the mass spectrum are plotted against the 

mass spectrum itself, into iFAMS.450 GT and FT analysis with iFAMS of heterogeneous 

mass spectra of α-hemolysin complexes in detergent micelles enabled separation of the 

overlapped frequency signals of two oligomeric states, as well as determination of 

detergent stoichiometries and reconstruction of zero-charge mass spectra,75 and iFAMS 

has also been used to characterize functionalized polymer constructs for protein 

conjugation.451 In many cases, GT can readily overcome pitfalls of FT analysis due to 

separation of frequency signal from different types of ions according to their m/z. 

Another advantage is that salt cluster ions, which typically increase in mass as their 

charge state increases, can be distinguished at a glance from native biomolecular ions, 

which typically change little in mass over their charge state envelope and give rise to a 

“negatively chirped” GT signal (see §2.4.2.3).450 Similar to FT, a disadvantage of GT is 



38 
 

that low polydispersity samples may give rise to overlapped GT signals for different 

charge states, although even the isotope pattern may be sufficient for GT analysis in mass 

spectra where isotopes are resolved. Both FT and GT analysis can serve as ideal “notch 

filters”, dispensing with nearly all chemical noise as well as white noise, though 

windowing artifacts can sometimes show up as “ringing” near the baseline of 

reconstructed spectra.183 Further capabilities of FT analysis for distinguishing between 

different compositional heterogeneity types60 are discussed in §2.4.1.3. 

2.1.10. MetaOdysseus 

Some metals of physiological and human health relevance (e.g., zinc and 

platinum) have complex isotope patterns compared to those of common organic atoms, 

thus it is important for the study of metalloproteins and other metal-containing analytes to 

develop deconvolution algorithms that can handle these challenging isotope patterns. In 

2021 Peris-Díaz, Krężel, and coworkers published the most recent of the deconvolution 

algorithms reviewed here: MetaOdysseus,437 a software suite written in R. MetaOdysseus 

can be used for analysis of native, bottom-up, and native top-down mass spectra. After 

spectra are smoothed with one of three included algorithms, convolution with a Mexican 

hat wavelet can optionally be performed to help identify peaks. The three main features 

of MetaOdysseus are charge state deconvolution, mass assignment, and statistical 

scoring. Two algorithms can be used for charge state deconvolution: 1) an algorithm 

similar to that of ZSCORE381 (see §2.1.3) for peak assignment for high-resolution, low-

charge mass spectra, and 2) an “onion-peeling” algorithm based on fitting simulated 

spectra to experiment and which can account for peak broadening often observed in 

native MS due to adducts. Mass assignment is achieved through cross-correlation with a 
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generated expected mass pattern based on the amino acid sequence of the protein of 

interest as well as a library of common labeling reagents and metal isotope distributions. 

MetaOdysseus incorporates the UniScore436 scoring schemes developed by Marty which 

can be used to evaluate results from deconvolution and mass assignment.  

2.2. Data Reduction 

2.2.1. Monomer Mass 

 In many chemical applications, it may sometimes be necessary to determine the 

accurate masses of repeated subunits in polydisperse samples, i.e., the sample 

components whose stoichiometry varies in the sample. This can be especially important 

when samples are prepared from mixing reagents with similar masses or when bulk 

average measurements fail to properly distinguish successfully made products from 

leftover reagents, conditions which apply to lipid Nanodiscs, polymers, antibodies, and 

other biotherapeutics.60,95,177,184,337,338,452,453 Several approaches have been demonstrated 

to address this challenge. 

 2.2.1.1. FT Methods. Prebyl and Cook noted in their 2004 Fourier Transform-

based algorithm for analyzing electrospray mass spectra of polymers that the 

characteristic spacing between fundamental peaks in the Fourier spectrum (which 

represent the charge states present) is the inverse of the monomer mass.448 From 

simulated spectra of polydisperse 40-kDa polymers with a charge state distribution 

spanning 15-22+ and exact monomer mass of 160.0 Da, they found that the accuracy of 

the monomer mass determined from peak spacing in the Fourier spectrum decreases with 

S/N of the mass spectrum. However, reasonable agreement (7% error) is achieved even 

for a very low S/N of 5:1 and with very poor resolution of the mass spectrum, which 
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exhibits a high, curved baseline due to the overlapping tails of tens of adjacent peaks. 

Applying their method to ESI spectra of sodium poly(styrenesulfonate) with a nominal 

average mass of 4.6 kDa, they determined a monomer mass 1.2% lower than the expected 

monomer mass. However, they were able to confidently assign all of the charge states 

present in the ion population and attributed some of the monomer mass inaccuracy to 

substitutions of protons with sodium ions during ESI that could be mitigated by adjusting 

the pH of the ESI solution (to 0.1-0.3% monomer mass error). 

 Cleary and Prell demonstrated automated determination of subunit mass from 

nESI mass spectra using a similar algorithm in iFAMS for sodiated and potassiated 

ubiquitin, long-chain poly(ethylene glycol), and lipoprotein Nanodisc samples.71 They 

found typically less than 0.2% root mean squared deviation of determined subunit masses 

from their known exact masses for the metal adducts, ethylene glycol monomer unit, and 

Nanodisc phospholipids. The precision of the monomer adduct mass for poly(ethylene 

glycol) was sufficient to distinguish the Fourier spectrum signal from that potentially 

arising from sodium metal adduction. 

 2.2.1.2. “Double FT”. Because fundamental peaks in the Fourier spectrum are 

spaced by the reciprocal of the repeated subunit mass, another approach to determining 

the subunit mass is to apply another (forward) Fourier Transform to the Fourier spectrum 

itself. This results in a “double FT spectrum” in which a peak is expected at the mass of 

the subunit. Marty demonstrated that the mass of the phospholipid subunit in Nanodiscs 

can be recovered in this way without directly analyzing the initial Fourier spectrum (see 

Figure 11).453 This method was also recently employed to distinguish mixtures of poorly-

resolved lipid head groups attached to protein ions.454 
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Figure 11. UniDec-based “double FT” 
analysis of native mass spectrum of 
Nanodiscs containing mixtures of 
POPC and either PO-
phosphatidylserine (POPS) or PO-
phosphatidylglycerol (POPG) lipids. 
Example pure POPC Nanodisc native 
mass spectrum (A), corresponding 
Fourier spectrum (B) and “double FT” 
spectrum (C), revealing apparent 
average lipid mass (yellow dot). 
Measured apparent average lipid 
masses for different bulk lipid 
compositions (D, E) and reconstructed 
Nanodisc lipid composition versus bulk 
lipid composition (F). Reprinted with 
permission from ref. 453. © 2016 
American Chemical Society. 
 

 The double FT spectrum can be 

similar in appearance to the spectra 

produced by Fenn’s deconvolution method182 (see §2.1.2), but with the major peaks at 

multiples of the repeated subunit rather than the total ion mass. However, a large baseline 

is often present in the double FT spectrum, and numerous other signals can be present, 

potentially making the method difficult to use when mass spectral resolution is too low. 

Intriguingly, this method can also be used to approximate the bulk fraction of two 

different types of lipids in mixed-lipid Nanodiscs (see §2.4.1.2 and 2.4.1.3). Further 

discussion of samples this type of analysis is well-suited for, as well as of potential 

caveats, is included in §2.4.1.3. 

2.2.2. Base Mass or “De-adducting” Measurements 

For many samples, the complementary problem to determination of accurate 

monomer/repeated subunit masses (§2.2.1), i.e., measurement of the “base mass,” or 
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mass conserved across many or all members of a polydisperse ion population,  may be of 

interest. For example, in studying ligand-bound proteins, non-specific adduction of 

sodium and potassium or other common metal ions may obfuscate the relative 

abundances of other proteoforms or of ligands bound to the protein. Recently-introduced 

methods computationally remove these nuisance adducts to reveal the underlying base 

masses of interest (e.g., the abundance distribution of a protein and its ligand-bound 

complexes). 

2.2.2.1. SWARM. Klassen and coworkers introduced the SWARM (“Sliding 

Window Adduct Removal Method”) algorithm in 2019 to effectively remove patterns of 

adducts from mass spectra and reveal more clearly the peaks belonging to base masses of 

interest.455 This is achieved by first smoothing the experimental spectrum, with optional 

baseline subtraction. It is assumed that the user knows the mass of the protein and ligands 

in the sample and is interested primarily in determining the relative abundances of 

different ligand states. It is further assumed that identical non-specific adduction occurs 

for each base mass. A region of the mass spectrum is then selected to represent the 

pattern of non-specific adducts expected for each base mass in the ion population. This 

region must be well-separated from peaks associated with other base masses; often a 

region from the native mass spectrum of the ligand-free protein is used. Within the 

selected region, the low-m/z side of the base mass peak is ignored, and the remaining 

portion is called the “template window” (see Figure 12).455 The template window is then 

scaled vertically and horizontally according to the pre-assigned charge state and 

abundance of each target base mass in the spectrum and slid over to the base mass peak 

m/z value. The resulting scaled and translated template is subtracted from the smoothed 
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mass spectrum, and this process is repeated for all target base masses. The resulting 

SWARM-processed spectrum thus reveals the abundances of each base mass with non-

specific adducts removed. Klassen and coworkers originally demonstrated the utility of 

this algorithm in studying equilibrium and kinetics between ligand states of carbonic 

anhydrase, lysozyme, and the C-terminal portion of human galectin-3 with glycan ligands 

in the presence of non-specific sodium and potassium adducts.455 They recently showed 

the facility with which the abundances of a library of glycans attached to CUPRA linkers 

can be determined from highly-overlapped mass spectra and also demonstrated utility for 

quantifying weak protein-glycan interactions.456,457 Marty and coworkers applied a 

similar algorithm to deconvolve base masses of interest for zinc- and lipid-bound 

rhodopsin.57 

 
Figure 12. Native mass spectrum of human galectin-3 C-terminal domain without (A) 
and with (B) extensive sodium adduction (black traces), and final de-adducted base mass 
spectra from application of SWARM (red traces). Blue insets illustrate de-adducting 
template that includes oligosaccharide and sodium adduct profiles. Reprinted with 
permission from ref. 455. © 2019 American Society for Mass Spectrometry. 
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2.2.3. Mass Defect Analysis 

 In their FT-based analysis of ESI-MS of polymers described above (§2.2.1.1),448 

Prebyl and Cook also pointed out that, in principle, the phase information in the Fourier 

spectrum could be used to determine the average total mass of the end groups on 

polymers (plus the mass of any non-covalent adducts) modulo the monomer mass. This 

procedure would effectively be analogous to Kendrick Mass Defect458 analysis common 

in polymer mass spectrometry as well as to Macromolecular Mass Defect81,165 analysis in 

native MS, both described below. 

 2.2.3.1. Kendrick Mass Defect Analysis. In 1963 Kendrick introduced a method 

for characterizing polymer mass spectra based on the difference in mass defect between 

an ion and a chosen molecular fragment (e.g., a monomer).458 Part of the original 

motivation for this method was to reduce the size of mass spectral datasets for more 

efficient storage and although the method is not typically used in its original form in 

native MS, it illustrates key concepts that are used in the related Macromolecular Mass 

Defect method, which has utility in native MS (§2.2.3.2). First, a molecular fragment of 

interest is chosen, typically one present in varying stoichiometry within the analyte 

population. The “Kendrick mass” of each analyte ion is defined as the product of its 

measured accurate mass and the nominal (nearest-integer) mass of the molecular 

fragment, divided by the exact mass of the molecular fragment. The “Kendrick mass 

defect” is then defined as the nominal mass of an analyte minus its Kendrick mass. Thus, 

if an analyte has a mass that is an exact multiple of the molecular fragment mass, it will 

have a Kendrick mass defect of exactly 0. Typically, the Kendrick mass defects of each 

analyte in an ion population are plotted against their Kendrick masses. In such a plot, 
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analytes belonging to a “family,” such as linear polymers with the same end groups but 

differing monomer numbers, will fall along horizontal lines corresponding to the same 

total end group mass. Data falling along lines of non-zero slope can indicate the presence 

of analytes with a different repeated subunit other than the chosen molecular fragment. 

Kendrick mass defect analysis has become a major tool in polymer analysis for the ease 

with which researchers can make judgments about sample composition from visual 

analysis of the plot, and it has also been adapted for native ESI-MS investigation of 

polymers, gangliosides, and other analytes.459-463 For example, the number of different 

horizontal groupings in the Kendrick mass defect plot can reveal how many different 

combinations of end groups are present. This is analogous to modular arithmetic, in 

which numbers are considered equivalent if they have the same remainder after division 

by a chosen natural number. Kendrick mass analysis readily reveals which “remainders” 

are present in the polymer ion population as well as what the mass of the end groups are 

in a given ion, modulo the chosen molecular fragment mass. Although it is therefore 

possible for different combinations of end groups to yield the same Kendrick mass defect, 

the researcher can often make unique assignments for a given Kendrick mass defect 

based on additional information about the sample. 

 2.2.3.2. Macromolecular Mass Defect Analysis. Marty extended the ideas of 

Kendrick mass analysis to the study of polydisperse native biomolecular ion complexes, 

in particular, lipoprotein Nanodiscs containing varying numbers of lipids and embedded 

membrane proteins.81,165,418,464 In this case, the molecular fragment mass used in the 

“macromolecular mass defect” (MMD) analysis is the known molecular mass of the 

lipid.165  After the native mass spectrum is deconvolved to a zero-charge mass spectrum, 
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it is computationally divided into strips starting and ending at consecutive integer 

multiples of the lipid mass. The strips are then overlaid and the intensities summed to 

produce a plot of intensity versus MMD, the x-axis of which is simply the remainder 

obtained upon dividing each ion’s mass by the mass of the lipid (as shown in Figure 13). 

This method has the advantage of providing a global-average distribution of the MMD 

over all lipidation states, effectively increasing the S/N of each MMD. MMD analysis is 

available in UniDec, with options for making 2-dimensional plots of MMD versus mass 

and applying Richardson-Lucy peak sharpening to assist in determining MMD values. 

Marty and coworkers illustrated that this method can be extremely useful for determining 

peptide and small membrane protein incorporation into Nanodiscs as a function of bulk 

peptide/protein composition in the Nanodisc assembly mixture (see Figure 13), which 

can reveal stability and specificity (i.e., preference for particular oligomeric states and/or 

lipid interactions) of the inserted molecules in lipid environments of varying 

compositions.81,418,453,464 

2.2.4. Modeling Complex Topologies 

 Reconciling observed masses for protein complexes with reasonable complex 

stoichiometries and topologies is important in determining quaternary structure using data 

from native IM-MS,48,115,135,136,138-140,200,201,212,224,304,465-478 surface-induced dissociation 

(SID),58,86,120,464,479-485 and complementary methods.50,58,77,86,107,113,115,258,286,288,292,479,486-488 

SOMMS,66 CHAMP,395 and SUMMIT73 include algorithms for this purpose and are 

described below. Although a detailed analysis of these and other quaternary structure 

modeling programs is beyond the scope of this review,50,118,465,472,482,486,489,490 possible  
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Figure 13. Native mass spectra of charge-reduced Nanodisc-embedded melittin for 
different bulk melittin:Nanodisc concentrations (A), corresponding zero-charge spectra 
deconvolved using UniDec (B), MMD profiles reconstructed using MetaUniDec and 
sharpened with the Richardson-Lucy algorithm with peak label numbers indicating 
stoichiometry of incorporated melittin (C), and variation of melittin incorporation as a 
function of bulk melittin:Nanodisc concentration for DMPG and DMPC lipids (D, E). 
Reprinted with permission from ref. 81. © 2019 American Chemical Society. 
 
 
structures determined from these programs can provide tight constraints for modeling 

atomistic structures and interpreting complementary information from other structural 

methods. We briefly highlight these capabilities below. 

2.2.4.1. SOMMS. In addition to its mass spectrum deconvolution algorithm, 

SOMMS66 (see also §2.1.4) can be useful in analyzing multi-protein complexes with two 

or more different types of protein subunits by calculating hypothetical spectra a priori 

based on combinations of known subunit masses and user-input charge state ranges. 

SOMMS performs best with high-quality prior measurements of the subunit masses and 

may not be optimal for identifying unknown components or for analyzing experimental 

mass spectra in which many unknown contaminant ions are present. 
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2.2.4.2. CHAMP. Benesch and coworkers introduced an algorithm, CHAMP395 

(Calculating Heterogeneous Assembly and Mass spectra of Proteins), that shares 

similarities with SOMMS66 and uses a more sophisticated approach than previous efforts 

off which it builds63,72,491 to charge state distribution assignment as well as a χ2-based 

optimization algorithm for the reconstructed mass spectrum. Empirical relationships 

between mass and the native charge state envelope as well as a mass adjustment factor 

based on the estimated surface area of each putative complex are used to more 

realistically predict m/z distributions based on user input. A three-stage optimization 

algorithm based on the χ2 statistic for the difference between the reconstructed and 

experimental mass spectra is used to tune the fitting parameters; this three-stage 

optimization was found to avoid local-minimum “traps” in the fitting parameter surface 

and converge faster than a simpler steepest-descent approach.395 High-quality fits of 

calculated spectra to poorly resolved mass spectra representing very polydisperse ion 

populations, such as oligomers of small heat shock proteins395 and αB-crystallins,492 and 

to investigate selectivity of lipid binding to membrane proteins were obtained using 

CHAMP.55,492 Like SOMMS, CHAMP performs best when the user can supply as much 

input information about the component proteins as possible. 

2.2.4.3. SUMMIT. Taking a structure-based approach to elucidating 

heterogeneous multi-protein complexes, in 2008 Robinson and coworkers introduced 

SUMMIT (SUMming Masses for Interaction Topology) to generate protein interaction 

networks and, in some cases, atomic model structures.73 This program uses a multi-

technique approach in which subcomplexes are deliberately formed using solution-phase 

chemical cross-linking,493,494 gas-phase dissociation of the intact complex and 
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subcomplexes, and gel electrophoresis. Both native and denaturing MS are used to assign 

the identities and masses of the subunits, and overlapping information for different 

subcomplexes is used to generate a “protein interaction network,” which is a map of 

likely subunit interfaces.73,74,490,495-503 The interaction network can be used along with 

other computational approaches, such as homology modeling, to build 3-dimensional 

models of the intact complex that are consistent with the experimental data (see Figure 

14). In addition to other uses of SUMMIT to reveal the architecture and interactions of 

subunits within complexes,74,490,495-503 the Robinson group has demonstrated the utility of 

this powerful combined approach for assigning the 3-dimensional structure of the 19S 

proteasome lid, which contains 9 distinct protein subunits, and the yeast exosome 

complex, which contains 10 distinct subunits. A major advantage of this method is that 

the number of subcomplexes with overlapping information is maximized, vastly reducing 

the number of possible structures consistent with all of the structural data. 

2.3. Instrumental and Experimental Approaches 

2.3.1. Charge Detection of Single Particles 

Especially for very large ions approaching the MDa size range, native ESI mass 

spectra can exhibit very poor resolution due to adduction of buffer salts and other small 

cosolute molecules in addition to heterogeneity resulting from the presence of multiple 

isoforms.379,504 The resolving power and sensitivity of TOF, Orbitrap, and FTICR 

instruments tend to decrease at very high m/z due to a number of instrumental factors505 

including space-charge repulsion, further complicating mass spectral analysis.506 An 

experimental alternative to (nearly) simultaneous detection of multiple ions per scan, as is 

the case for these instrument types, is charge detection mass spectrometry (CDMS), in  
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Figure 14. Representative native mass spectra of intact yeast exosome and its 
subcomplexes formed in solution or generated by collision-induced dissociation (middle), 
interaction networks generated by SUMMIT from native MS and solution-phase data 
(bottom, A-C), subcomplex map (top), and final proposed 3-dimensional model topology 
of the intact exosome (center). Reprinted with permission from ref. 73. © 2008 American 
Chemical Society. 
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which individual ions are trapped and their accurate masses measured one at a time or in 

very small groups.125,506 Initially introduced by Benner in the mid-1990s,507,508 innovative 

work done to increase speed and sensitivity509-514 and, more recently, to enable 

performance of these experiments in Orbitrap instruments,156  has made CDMS  an 

exciting addition to the arsenal of native MS techniques that aims to circumvent many of 

these challenges of conventional  biomolecular ESI-MS. We provide a brief overview of 

CDMS innovation and recent exciting applications to challenging, heterogeneous samples 

below and encourage interested readers to the many in-depth reviews and landmark 

publications available in the literature.100,123,156,176,177,268,508-511,513-521  

 2.3.1.1. Benner Trap. Improving on earlier instrumentation for determining 

masses of aerosol and cosmic dust particles,522,523 Benner designed a mass spectrometer 

consisting of an ESI source, an electrostatic ion gate, and two electrostatic ion mirrors on 

either side of a cylindrical inductive pick-up electrode.507,508 The pick-up electrode is 

connected to a field-effect transistor assembly that transmits signal to an external 

amplifier and detector. Single ions that pass through the gate and trigger a response in the 

detector assembly are trapped by rapidly switching on the ion mirrors, which cause the 

ion to oscillate back and forth repeatedly through the pick-up electrode (on the order of 

tens of passes in a few milliseconds). Each time the ion exits or enters the pick-up 

electrode, a characteristic spike and dip in the voltage on the pick-up electrode are 

digitally recorded. By adjusting the potentials on the ion mirrors, only ions within a 

certain range of kinetic energies are trapped, enabling kinetic energy selection. Because 

the magnitude of the voltage spikes on the detector is proportional to the charge of the 

ion, and the time required for the ion to traverse the pick-up electrode is related to its m/z, 
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the detector read-out can be used to determine both the charge state and the mass of the 

single trapped ion. The mass distribution for a sample can be reconstructed by 

superimposing results from many such individual measurements. Benner initially 

illustrated the use of CDMS to measure the mass and charge of the pBR322 plasmid 

(2.88 MDa) carrying ~690 charges in positive ion mode.507 This technology was soon 

applied to the analysis of viruses and viral capsids268 and large, heterogeneous DNA 

samples.521,524 

Jarrold100,125,176,513,517-520,525-527 and, separately, Williams510-512,528-530 later showed 

how FT analysis of the detector signal can be used to rapidly assign ion mass and charge, 

even when a small number of ions are simultaneously trapped. The incorporation of 

multiple pick-up electrodes arranged in a row results in faster signal acquisition and 

greater sensitivity. In addition, ion kinetic energy uncertainty can be reduced to ~0.45% 

using a hemispherical electrostatic energy selector prior to trapping,525 and the ratio of the 

time ions spend outside and inside the pick-up electrodes can also be used to more 

accurately determine ion kinetic energy.529 Jarrold and coworkers demonstrated detection 

of pyruvate kinase aggregates up to 40-mers (2.43 MDa) using CDMS and noted that the 

larger aggregates are typically 5-6% more massive than predicted simply based on the 

native tetramer mass, indicating significant adduction of salts, solvents, and other 

cosolutes at this size.520 Plots of the measured m/z of these ions versus their mass 

illustrate that, even in the absence of space-charge repulsion and other effects common to 

conventional ESI-MS, the mass spectrum would exhibit extreme overlap of ion signals.520 

Williams has used CDMS to track solvent evaporation from multi-MDa ions produced by 

ESI and as a method for determining their collision cross sections from CDMS 
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measurements,530 a finding with promising implications in the future study of very large 

biomolecular complexes. 

2.3.1.2. CDMS in Orbitrap Instruments. Recently, Kelleher132,531-533 and Heck 

and Makarov156 demonstrated that CDMS can be performed in modified Orbitrap 

instruments. For these experiments, only a few (~100) ions are trapped in the Orbitrap per 

scan. Their transient signals are collected, and the charge of each ion is deduced from the 

current it induces on the detection electrodes as measured against a calibration curve. 

This results in simultaneous measurement of m/z and charge (see Figure 15) and greatly 

improves mass accuracy due to the reduction in space-charge repulsion owing to the 

small number of trapped ions. Kelleher showed that this method can drastically improve 

identification of 0-30 kDa proteoforms from extremely complex mixtures, such as 

fractions of human cell extracts, even using direct infusion ESI.531 This method can be 

extremely useful in distinguishing otherwise overlapping m/z signals for different 

oligomers of the same species, as shown for immunoglobulin-M in Figure 15, and for 

very large complexes, such as Adeno-associated virus capsids with (4.91 MDa) and 

without (3.74 MDa) genome cargo.156 

2.3.2. Cutting-Edge IM-MS Instrumentation  

Ion mobility separation is a technique that can be integrated into mass 

spectrometer instruments to provide complementary information through separation of 

ions based on size and shape,138 and IM-MS instruments have been commercially 

available since 2004.191 In addition to providing some structural information via collision 

cross section (CCS) measurements, which can be useful for characterizing structural 

heterogeneity, for distinguishing between different possible conformations, and for 
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Figure 15. Two-dimensional histogram of 
single-ion signals measured using Orbitrap 
CDMS of immunoglobulin-M oligomers (A), 
m/z of histograms of single-particle centroids 
illustrating m/z overlap (B), and 
corresponding mass histograms (C). 
Reprinted with permission from ref. 156. © 
2020 Springer Nature America, Inc. 
 
 
classifying ions (see §2.4.2.1-2.4.2.2), IM-

MS can serve as a filter to enable isolation of 

heterogeneous species which may overlap in 

the mass spectral domain,135,471 as illustrated 

in the literature.68,69,75,277,470,474,534-544 We 

direct readers to many excellent reviews on 

the principles and history of IM-MS and aim 

to provide an overview of exciting 

innovation in this field to improve resolution 

and separation capabilities, a critical 

development as samples amenable to study with native MS become increasingly more 

complex.89,126,135,136,138-140,200,466,471,474,475,477,545-550 

Beyond conventional drift-tube IM separation,551 in which resolving power 

increases with the square root of drift tube length and presents rapidly diminishing 

returns in instrument design, a number of promising alternative IM technologies have 

been introduced and rapidly developed over the last two decades. Improved IM 

separation and S/N can be helpful in studying heterogeneous mixtures because analytes 

with identical m/z that are not separated in the mass spectrometry step can in many cases 
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be separated by IM based on shape and size. The resulting mobility-selected mass spectra 

are often better resolved and simpler than the full mass spectrum, resulting in more facile 

assignment of peaks. However, while IM resolving power in commercial instruments can 

be relatively high for small ions, such as peptides, lipids, and oligonucleotides (typically 

~50-300 CCS/ΔCCS with many currently available instruments546), resolving power for 

larger proteins and biomolecular complexes is often substantially lower. Much recent 

effort has gone into developing instrumentation to address this challenge while 

minimizing signal loss and ion heating/unfolding for native ions. 

In Traveling Wave Ion Mobility (TWIM) instruments,545,547 such as Waters’ 

Synapt series,192,193 a high degree of ion separation (up to ~40:1 for small biomolecules 

and somewhat less for native proteins)190 using a relatively short (on the order of ~10-25 

cm) IM cell can be achieved. Waters’ recently-introduced Cyclic Ion Mobility cell 

design189 effectively turns the TWIM cell into a circular path, in which multi-pass 

separations and much higher resolution are possible (~750 for isobaric 491-Da peptides 

in 100 passes around the cyclic cell; see Figure 16), although at present only a few 

results for native protein complexes have been published.189,202,552-554 Separation of the 

reverse-sequence peptides as shown in Figure 16 represents an important milestone for 

the utility of IM-based separation of isobaric heterogeneous analytes. Because they have 

the exact same mass and amino acid composition, differences in their mobility should 

ultimately be due solely to conformational differences. This and other key work done to 

achieve separation of isomers and mixtures of small molecules195,549,555-563 provide an 

exciting glimpse to the future separation of larger, heterogeneous samples with continued 

improvements to IM-MS instrumentation, though these capabilities have utility even now 
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as native MS expands to the investigation of endogenous small molecule ligands bound 

to biomolecular complexes.91,93 

 
Figure 16. Arrival time distribution of reverse-sequence peptides SDGRG and GRGDS 
as a function of number of passes around cyclic TWIM cell (A) and corresponding plot of 
IM resolution as a function of number of passes (inset corresponds to arrival time 
distribution after 100 passes). Reprinted with permission from ref. 189. © 2019 American 
Chemical Society. 
 
 

Trapped Ion Mobility Spectrometry (TIMS)548 devices,127,198,535,548,564-568 such as 

those present in Bruker’s timsTOF series,565,569 are a recent addition to the native IM-MS 

arsenal, building upon development of this technique in 2011 by Park, Fernandez-Lima, 

and coworkers.197,564 These TIMS mass spectrometers offer the advantage of performing 
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many different types of tandem experiments online after IM separation. IM resolving 

power up to ~400:1 is possible on these instruments for small molecules,570 and 

“microheterogeneity” (multiple conformations of a protein for a single mass and charge 

state) has been observed using TIMS.535 More recently, Bleiholder and coworkers have 

introduced a setup utilizing two TIMS cells (tandem TIMS)127 which enables collisional 

activation of mobility-selected ions and subsequent mobility-based structural analysis of 

their new conformations and/or fragments, expanding native MS capabilities in structural 

biology. 79 

Although integrated IM separation is not yet available commercially for Orbitrap 

instruments from ThermoFisher Scientific, prototype instruments coupling drift-tube IM 

to Orbitrap mass analyzers have recently been demonstrated.152,155,199,571 Due to the 

relatively slow scan rate of the Orbitrap, sensitivity and resolution can be poor if ion 

packets are introduced into the drift tube only after all ions from the previous scan have 

exited the drift tube (amounting to a small duty cycle). To increase the duty cycle, FT 

methods,572-575 in which many packets of ions are released into the drift tube in rapid 

succession using precisely-controlled gating at a single or chirped frequency, have been 

introduced by Clowers, Laganowsky, and Russell (see Figure 17).152,573,576,577 This 

combination of the superior resolution and activation capabilities of the Orbitrap with 

additional separation of ions in the mobility dimension represents an exciting new 

development in the field of native MS toward analyzing large, extremely polydisperse 

samples. Advantages and disadvantages of these gating methods have been compared to 

other high-duty cycle gating methods, such as Hadamard Transform.578 
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Figure 17. Schematic of entrance and exit gate synchronous chirped pulsing for FT-drift 
tube ion mobility-MS experiments (A). FT-IM-MS data for native cytochrome C 
obtained on a prototype FT-IM-Orbitrap instrument (B) and Fourier Transform of 
extracted ion chromatograms from FT-IM-MS data converted to arrival time distributions 
(C). Reprinted with permission from ref. 152. © 2018 American Chemical Society. 
 
 

Very high sensitivity can be achieved in prototype IM-MS instruments based on 

Structures for Lossless Ion Manipulations (SLIM) developed by Richard 

Smith,194,196,579,580 printed circuit board ion optics with small cross sectional areas that 

maximize ion transmission. IM separation for native-like protein ions in a ~46 cm SLIM-

TOF instrument was found to have a resolution of ~13-42, with CCSs nearly identical to 

those measured using drift-tube MS.194 In these development-stage instruments, effective 

drift tube path lengths of ~540 m based on multiple passes around a serpentine SLIM 

board have resulted in resolving power of >1,800:1, although trapping times for the ions 

can be so long that substantial unfolding and even chemical reactions with trace reactive 

background gases often occur on the timescale of the separation.579 Ever-increasing 

complexity of samples could lead to not only signal overlap in m/z but also in ion 
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mobility, thus improved separation in more dimensions than m/z may be very 

advantageous. 

2.3.3. Ion Reactions for Improved Separation 

 A common problem in native MS for complex samples is that nESI-generated 

ions of different charge states can sometimes overlap at the same m/z. Since the early 

days of native MS, researchers have utilized various methods to manipulate the charge 

states of ions with minimal perturbation to their native-like structures and thus shift their 

signal in m/z to facilitate analysis.581-590 Increasing charge states can move mass spectral 

peaks to lower m/z, where instrument resolving power, trapping, and transmission 

efficiencies are often higher. Decreasing charge states (as in Charge Reduction 

Electrospray Mass Spectrometry developed more than 20 years ago by Lloyd Smith and 

coworkers587,589,590) can be advantageous because the spacing between mass spectral 

peaks increases, reducing peak overlap. These effects on charge state can be achieved 

through addition of chemical reagents to sample solutions and through gas-phase ion/ion 

reactions performed in the instrument. In this section, we describe recent developments in 

this area, made possible by early pioneering work utilizing ion/ion reactions, 

supercharging reagents, superbases and proton sponges, α-particle emitters, and corona 

discharge for charge manipulation.452,582-597   

 2.3.3.1. Charge Manipulation. Native Supercharging ESI, a modification of 

denaturing supercharging electrospray ionization, uses small, polar chemical additives 

with high boiling points to encourage attachment of unusually high numbers of charges to 

native-like ions during the ESI droplet evaporation process.595,598-600 In most cases, this 

results in extensive unfolding of the ions, even to the point that nearly linear structures 
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are produced.205,206,211,594,598,601-610 However, in some cases, such as ions with very strong 

noncovalent interactions, less unfolding is observed,595 and native stoichiometries are 

preserved, as for anthrax lethal toxin ((PA63)8(LFN)4, ~630 kDa) in its pore form.598 Many 

reagents have shown excellent supercharging properties, including some that are very 

economical.206,283,594,609,611 In addition to moving mass spectral peaks into m/z regions 

with higher resolving power, supercharging reagents can improve the efficiency of top-

down dissociation methods, such as CID and electron capture/transfer dissociation (ECD, 

ETD).131,595,612-614 

Manipulation of peaks to shift the opposite direction in m/z and thus spread out 

overlapped peaks can be done via charge reduction, which dates back to work done to 

measure gas-phase basicities of reagents and the addition of superbases and proton 

sponges to samples.452,587,589-592 Numerous experiments have demonstrated charge 

reduction of native biomolecular complexes upon addition of strong bases or their 

salts,204,584,615 such as triethylammonium salts,178,204,616-618 trimethylamine N-oxide 

(TMAO),619 polyamines,576 and imidazole derivatives,426,593 to native ESI buffers. 

Laganowsky showed that charge reduction can be especially useful in revealing multiple 

lipid adduction states for membrane proteins embedded in lipid-detergent micelles which 

were not accessible without addition of TMAO (see Figure 18).619 In addition to 

separating overlapping peaks in native mass spectra, charge reduction can also improve 

the ability of methods such as SID to maintain compact ion structures upon dissociation, 

useful for determining quaternary structure and subunit interactions in 

complexes.119,221,485,620,621 
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Figure 18. Native mass spectrum of Escherichia coli ammonia channel B trimers with 
PO-phosphatidylethanolamine adducts and no TMAO (A) and with TMAO (B), 
illustrating charge reduction by TMAO and associated increase in the number of 
observable lipid adducts. Reprinted with permission from ref. 619. © 2019 American 
Society for Mass Spectrometry. 
 
 

2.3.3.2. Ion/Ion Reactions. Gas-phase ion/ion reactions121,583 performed inside 

the mass spectrometer are another common route to simplify otherwise complicated mass 

spectra. Building upon the use of corona discharge in ESI pioneered by Lloyd 

Smith,587,591 Cation to Anion Proton Transfer Reactions (CAPTR), introduced by Bush, is 

a method for reducing the charge of native protein cations in the gas phase by reacting 

them with small reagent anions that abstract protons.622,623 The reagent anions are 

produced from flowing fluorocarbons through a corona discharge in the ion source, after 

which they are trapped inside the instrument. The polarity of the ion source is rapidly 

switched to enable introduction of native protein ions produced by ESI, and these ions are 

combined with the reagent anions, to which they transfer protons, thereby reducing their 

charge state (see Figure 19). This method (as well as charge reduction and manipulation 

in general) can facilitate analysis of heterogeneous samples, as illustrated for the 

overlapped peak in the native mass spectrum in Figure 19A corresponding to charge 

states of two different proteins and subsequent separation of each species’ peaks with 
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CAPTR in Figure 19D. Advantages of CAPTR for native biomolecular complexes can 

be similar to those of charge reduction reagents. A similar effect on charge states in 

native mass spectra can be obtained using a form of ETD, in which the multiply-charged 

protein ions capture an electron produced by a cathode or transferred from a radical anion 

reagent in the gas phase without subsequent dissociation (“ETnoD” or nondissociative 

electron transfer), as illustrated by results from the Barran and Sobott groups.130,298,624 

Kaltashov and coworkers have also utilized transfer of electrons from ETD reagents 

(such as fluoranthrene radical anions) to protein ions isolated in small m/z windows to 

reduce mass spectral complexity and spread the resulting reduced charge states along the 

m/z axis (“limited charge reduction”).59,179,625 

Figure 19. Native mass spectrum of bovine serum 
albumin (BSA, blue) and yeast enolase dimer (green) 
(A), CAPTR of BSA15+ in the absence of enolase (B) 
and enolase21+ in the absence of BSA (C), and 
CAPTR of BSA15+/enolase21+ peak (D,E) from the 
red box in (A). Reprinted with permission from ref. 
622. © 2015 American Society for Mass Spectrometry. 
 
 

In 2020 McLuckey, a long-time innovator in 

gas-phase ion/ion chemistry,121,581-583,597,626 introduced 

a method similar to CAPTR, but instead using a 

modified source in which two electrospray sources are 

used, one in positive ion mode (for the ion of interest) 

and the other in negative ion mode.627 The anionic 

reagent is a protein ion with multiple negative charges, 

such as (insulin chain A)5-6− or (holomyoglobin)~10–, 

which, due to its physical size and large negative 
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charge, has a large adduction cross section for recombination with the positively-charged 

native biomolecular ion of interest. This process can result in multiple adductions of the 

reagent protein to the ion of interest, reducing its net charge and producing a 

characteristic train of peaks at high m/z that can be used to identify it and determine its 

charge state based on the known mass of the reagent protein (see Figure 20).622 

Additionally, proton transfer charge reduction capabilities are now possible on 

commercial instruments, such as ThermoFisher Scientific’s Orbitrap Eclipse Tribrid mass 

spectrometer,628 and we refer interested readers to a recent review covering the latest 

developments in gas-phase ion/ion reactions in MS.121 

 
Figure 20. Post-ion attachment mass spectrum of E. coli 70S ribosome-related subunits 
showing charge reduction upon gas-phase attachment of holo-myoglobin10− and 
associated resolution of non-isobaric components of the native ion distribution (green 
box). Reprinted with permission from ref. 627. © 2020 American Chemical Society. 
 
 
2.4. Global Approaches to Heterogeneity 

2.4.1. Average Composition 

 In some cases of extreme compositional heterogeneity, such as that in random 

copolymers or mixed-lipid Nanodiscs,60,168,169,453,629,630 it may be very difficult, even with 

the above state-of-the-art methods, to determine the complete mass and stoichiometry 

distributions for the entire ion population. However, a number of methods have been 
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introduced to determine global average composition information for these types of 

samples. 

 2.4.1.1. Inference from Fragmentation Data. Although Prebyl and Cook hinted 

at the possibility of using FT-based analysis methods to determine the monomer ratio of 

copolymers in the original article describing their FT-based algorithm (see §2.2.1.1),448 

ultimately they demonstrated an alternative method relying on CID.631,632 In this method, 

it is assumed that the monomer composition of the end regions of the polymer ions is 

representative of the composition of the polymers as a whole. CID is used to fragment the 

polymer ion population formed using electrospray ionization, and low-mass fragment 

ions produced by this process are assigned based on the known monomer masses. The 

ratio of the total intensity of low-mass ions associated with each monomer is calculated 

and assumed to represent the global average composition of the copolymer sample. These 

authors examined the accuracy and precision of this approach at various collision 

voltages, including whether it is better to use only intact monomer fragments versus 

include secondary fragments.631 Intriguingly, for ~20 kDa poly(styrene sulfonate)-co-

(maleic acid) samples, in which the styrene sulfonate (SS) monomers are significantly 

more acidic than the maleic acid (MA) monomers, observed fragment ratios were 

typically a factor of at least 3 times the monomer ratios provided by the manufacturer. 

The authors attributed this to a difference in ionization efficiency between ions with 

unusually high SS content and those with low SS content owing to the high acidity of this 

monomer. While the accuracy and precision of the method can be excellent, a calibration 

curve is necessary to reconcile the bias of the method toward the higher-acidity 

monomer.632 Importantly, recent work on the gas-phase behavior of lipids has 
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demonstrated that deducing the average composition of such polydisperse analytes as 

membrane proteins and lipid Nanodiscs from observed lipid loss upon activation can be 

unreliable.165,283,454 

 2.4.1.2. “Double FT” Approach. FT-based methods have enabled analysis of 

average composition directly from mass spectra of intact large ions, instead of relying on 

fragmentation data. As described above in §2.2.1.2, the “double FT'' approach can be 

used to approximate the composition of Nanodiscs containing two different types of lipid. 

Marty illustrated use of this method to determine the composition of Nanodiscs formed 

from MSP1D1(−) and binary mixtures of palmitoyloleoylphosphatidylcholine (POPC) 

and either PO-phosphatidylserine (POPS) or PO-phosphatidylglycerol (POPG).453 

Overall, excellent agreement was observed between the double FT-based lipid 

composition and the bulk lipid composition used to assemble the Nanodiscs. For these 

determinations, it was assumed that the average lipid mass found by double FT of the 

mass spectrum is a simple bulk population-weighted average of the lipid monomer 

masses. Double FT was recently used to determine the identity and relative abundances 

of lipid head groups adducted to native proteins and found excellent agreement with 

expected masses as well as abundances anticipated from the appearance of the raw mass 

spectra.454 

 2.4.1.3. Distinguishing Compositional Heterogeneity Types Using FT-Based 

Methods. Cleary and Prell showed that FT-based approaches, such as those implemented 

in iFAMS, can be used not only to characterize the bulk composition of ion populations 

formed from two types of subunits, but also to reveal what type of heterogeneity is 

present in the sample (see Figure 21).60 They introduced a classification scheme for 
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different common types of sample heterogeneity: “superpositions”/simple mixtures 

(Class I), mixtures satisfying a “mean-proportional-variance condition” (Class II), and 

mixtures following a multinomial subunit distribution (Class III). Class I includes 

mixtures of analytes that contain exclusively one type of subunit, such as a mixture of 

homopolymers or single-lipid Nanodiscs. Class II includes analytes for which 

incorporation of different subunits is essentially random, and the distribution of the entire 

population is well described by a convolution of separate distributions, one for each type 

of subunit, as may be the case for Nanodiscs made from pre-mixed non-interacting lipids 

or for random copolymers. Class III includes ion populations for which the incorporation 

of a particular type of subunit follows a multinomial distribution, such as different 

isotopes of a particular atom in an ion or different protein isoforms into a protein 

complex whose stability is not affected by the identity of the isoform. 

 
Figure 21. Schematic of different classes of compositional heterogeneity for analyte 
mixtures (left) and representative mass spectra and corresponding Fourier spectra for 
model ion populations representing each heterogeneity class. Reprinted with permission 
from ref. 60. © 2020 Royal Society of Chemistry. 
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Class I and II populations can often be clearly distinguished by their 

corresponding Fourier spectra, even when the bulk compositions of the mixtures are 

identical. This work also provided mathematical justification for Marty’s “double FT” 

approach453 (see §2.4.1.2) in analyzing binary phospholipid Nanodiscs. For the double FT 

approach to work, the mean number of each subunit type incorporated into the ion 

population must be proportional to the variance in the distribution for that subunit across 

the whole population (the “mean-proportional-variance condition”).60 Under other 

conditions, the result from the double FT approach can be inaccurate. Fortunately, the 

mean-proportional-variance condition likely holds for many common types of assembly 

mechanisms for copolymers, mixed-detergent micelles, Nanodiscs, and other membrane 

mimetics.  

 The FT approach of iFAMS can also be used to infer information about the 

assembly mechanism for heterogeneous ion populations based on their apparent 

membership in the various classes described above. For example, from their Class II FT 

spectra, it was deduced that phospholipids incorporate into Nanodiscs without extensive 

equilibration of their composition after Nanodisc assembly is arrested by complete 

removal of detergent,633,634 in agreeance with other experiments showing that lipid 

exchange between fully-formed Nanodiscs is very slow.629,635,636 This distinction, which 

is only possible through analysis of the Class behavior of the FT spectra because 

extensive equilibration would result in no change in bulk composition, illustrates the 

utility of compositional analysis even for poorly-resolved heterogeneous ion populations.  
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2.4.2. Assigning Biomolecular Ions to Chemical and Structural Class 

For some samples, complete analysis of their mass spectra to achieve the level of 

detailed interpretation in many of the aforementioned strategies may not be possible. 

However, various features, including charge state, CCS, and/or Fourier frequency 

information, can still enable a coarse-grained level of characterization of the ion’s 

chemical or structural class, which we detail below. 

 2.4.2.1. Small Biomolecular Ions. Although calling the structures of small 

biomolecular ions “native-like” may be inappropriate in many cases (for example, 

isolated phospholipid ions may have structures rather different from those when they are 

packed into cell membranes in vivo), structural classification and prediction based on 

electrospray IM-MS data provide key insights into how this approach might be used more 

generally for larger native biomolecular ions in the future. This type of classification 

could be particularly relevant for heterogeneous biomolecular complexes involving many 

small molecules (either bound or free in clusters) for which the identities are unknown 

and/or for which there are coincident masses. Because IM separation in the low-field 

limit reflects the “size” (CCS) to charge ratio of ions,637 some approaches for classifying 

ions according to their chemical structure take advantage of different typical densities 

belonging to each class. For example, over a wide range of masses, lipids tend to have 

lower densities (thus higher CCS) in the gas phase than do nearly isobaric carbohydrates, 

which tend to have high density owing to their very high number of internal hydrogen 

bonds.638-642 Peptides tend to fall somewhere in between, and small drug-like molecules 

tend to be lower in mass than the other three classes, yet span a wider range of CCS/z 

ratio (see Figure 22).641-643 McLean641,642 and Xu640,643 have demonstrated reliable and 
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reproducible classification of lipids, sugars and polysaccharides, nucleotides, peptides, 

and small drug-like molecules into different regions within electrospray ion mobility-

mass spectra, with CCS measured in nitrogen on both drift-tube and traveling-wave type 

ion mobility-mass spectrometers. Subclassification of phospholipids according to head 

group type has also been demonstrated, although isobaric lipids with different head 

groups types often differ in CCS by only a few percent, 644 illustrating the necessity of 

increased separation and resolving power as described in §2.3.2. Zhu,639 McLean,641,642 

Baker,638 and Xu640 have introduced efforts to build large, publicly available online 

compendia of CCS information for metabolites to improve database- and Machine 

Learning-based prediction of CCS using structural information as well as prediction of 

structure (from biomolecule type to more detailed Lewis structure) using IM-MS data. In 

combination with gas-phase isolation and fragmentation, remarkably detailed structures 

can be predicted using these approaches. This foundational work toward classification of 

small molecules using IM-MS data holds great promise with future interpretation of 

increasingly complex, larger, and heterogeneous samples, especially as IM-MS 

instrumentation continues to improve and native IM-MS is applied to investigate 

endogenous and/or unknown bound small molecules and ligands (see §2.3.2).87,91,93,322 

 2.4.2.2. Classification of Large Biomolecular Ion Conformation Using Native 

IM-MS Data. Quantitative correlations of mass with charge state205,208,255,645-650 and with 

CCS201,205,207,209 have long been noted in IM-MS research. Based on a simplistic picture 

of the electrospray process, the charge state for globular ions is expected to follow a 

mass1/2 dependence due to the Rayleigh criterion for fission of charge droplets (the 

“Charge Residue Model”).180,646,651 By contrast, extended, quasi-linear structures592 
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Figure 22. Composite nitrogen drift tube IM-MS data for singly-charged biological 
molecules illustrating separation into different m/z vs. CCS regions according to structure 
type. Reprinted in part with permission from ref. 638. © 2017 Royal Society of 
Chemistry. 
 
 
should follow the relationship [(z−1) ln(z−1)] ∝ mass, where z is the charge of the ion.205 

Structures in between these extremes, such as mostly globular native protein ions with 

unfolded or disordered regions, may follow intermediate behavior (see Figure 23).208 

Likewise, CCS is expected to scale with mass2/3 for globular ions201,205,207,209 and mass1 

for quasi-linear structures.205,206 Because solvent accessible surface area (SASA) can be 

computed very quickly by many molecular visualization and dynamics programs, some 

researchers have used SASA for modeled protein structures in place of experimental or 

computed CCS values.208,210,650 Empirical mass scaling exponents for charge, CCS, and 

SASA have been measured for a wide variety of proteins with structures ranging from 

intrinsically disordered or semi-disordered to compact globular. Using these expected 

scaling relationships, it is often possible to assign protein and protein complex ions (even 

with the same m/z) to different structural classes by examining IM-MS data. This simple 

approach can be very useful in determining whether a given set of solution and/or 

instrumental conditions produces a structurally homogeneous vs. heterogeneous ion 

population, and whether these structures are likely compact, partially unfolded, or 
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extensively unfolded, especially important in cases where native MS reveal species not 

previously identified by other structural methods.68,75,99,156,652 Oligomers can also be 

classed into linear, compact, and other topologies based on expected CCS scaling with 

mass, even for samples containing mixtures of these topologies.208,210 

 
Figure 23. Representative native mass spectra of globular proteins (A: chicken-egg 
lysozyme, B: bovine β-lactoglobulin, C: human transferrin) and intrinsically disordered 
proteins (IDPs; D: Sic1-KID from Saccharomyces cerevisiae residues 215-284, E: human 
stathmin-4, F: murine ataxin-3 residues 1-291), illustrating relatively low charge states 
for globular proteins and multimodal distributions for IDPs. Reprinted with permission 
from ref. 208. © 2017 American Society for Mass Spectrometry. 
 
 
 2.4.2.3. Gábor-Transform Isolation of Biomolecular Ion Signal from High-

Salt Background Signal. One limitation in the use of native MS in structural biology is 

the reliance upon volatile buffer salts such as ammonium acetate rather than those which 

more closely resemble physiological conditions, due to the tendency of nonvolatile salts 

to complicate mass spectra and suppress ionization of the analyte of interest.230,231,597,653 

Efforts to circumvent these challenges include the use of submicron emitter tips228,457,654-

656 as well as improvements to data analysis methods (see SWARM, §2.2.2.1). Gábor 

Transform (see §2.1.9) of highly congested native mass spectra in iFAMS was used to 

characterize the masses of monomeric protein ions electrosprayed from buffers 
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containing a relatively high concentration of salt (100 mM NaCl in Tris or HEPES 

buffer).450 Despite signal from large salt cluster ions dominating the mass spectrum, GT 

enabled isolation of signal arising from the protein. As illustrated in Figure 24, signal 

from protein ions (which tend to follow a negatively chirped pattern) can be visually 

distinguished in the GT spectrogram from interfering/overlapping salt cluster signal 

(which appear as horizontal stripes or positively chirped patterns). This difference arises 

from the essentially constant mass of the protein ions as a function of charge state, 

whereas the charge state of salt cluster ions and clusters of small molecules such as lipids 

tends to increase with mass. By the same reasoning, protein ions of similar m/z but 

different masses can in principle be readily distinguished in GT spectra upon visual 

inspection due to their different chirp patterns, as was demonstrated for α-hemolysin 

hexameric and heptameric complexes which were overlapped in both the FT spectrum 

and the mass spectrum.75  As seen in Figure 24, higher charge states (indicative of some 

unfolding) can often be easier to detect in a high salt cluster background than fully-folded 

native ions of lower charge states, but the chirp pattern established by these higher-signal 

peaks can facilitate visual identification of lower-signal native peaks.450 

3. Conclusions and Outlook 

3.1. Current State of the Field 

 Above we have provided an overview of past and state-of-the-art approaches 

toward overcoming the problem of heterogeneity in native MS, with a specific focus on 

strategies which enable preservation of inherent heterogeneity of samples important for 

understanding biological structure and function and aim to facilitate analysis and 

interpretation. Initial efforts in this area focused on accurate assignment of charge states  
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Figure 24. Mass spectrum of native-like anthrax toxin Lethal Factor N-terminal domain 
electrosprayed from Tris/sodium chloride buffer, (top red trace), corresponding Fourier 
spectrum (right red trace), and Gábor spectrogram (heat map), illustrating separation of 
negatively-chirped protein signal (labeled according to charge state in inset) and sodium 
chloride clusters (horizontal bands). Note that cluster ion and protein ions signals are 
strongly overlapped in both m/z and frequency but are easy to identify in the Gábor 
spectrogram. Reprinted with permission from ref. 450. © 2019 Wiley-VCH Verlag 
GmbH & Co. 
 
 
and masses to relatively simple native mass spectra representing few ions and with ample 

resolution of individual charge states.249,657-663 Of course, as instrumentation rapidly 

improved and landmark achievements were made, samples of ever-increasing complexity 

have become routine to investigate with this powerful technique. 

 Today, it is possible to analyze mass spectra representing highly polydisperse ion 

populations, with broad charge state distributions and tens or even hundreds of 

overlapping peaks, and researchers have a plentiful buffet of programs and algorithms 

from which to select. Automation and batch processing has continued to improve to the 

point that some published articles in the field of native MS now reflect many tens to 

hundreds of individual mass spectra283,418,629 that might be effectively hopeless to analyze 

by hand, an improvement that parallels software development in “omics” fields.664,665 

Adjuvant strategies for separating complex ion mixtures using chemical reactions or 
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labeling during the electrospray process or within the mass spectrometer have further 

expanded the range of challenging samples that can be addressed. Deconvolution 

approaches now span the range from game theory to Bayesian inference to Fourier/Gábor 

Transform methods from signal processing theory. This plethora of “orthogonal” 

deconvolution methods offers the promise of cross-validation, although to date this has 

been rarely implemented in the literature.337,371 Furthermore, for the past 25 years or so, 

the use of volatile salt “buffers”666 (such as ammonium acetate) has been nearly universal 

in native IM-MS due to the adverse effects of salt adduction when using more 

physiologically-relevant buffers (Tris, HEPES, phosphate buffers, etc.). Modern 

deconvolution methods, including Gábor Transform and SWARM, as well as the recent 

use of submicron nESI emitters228,229,457,653-656 may finally liberate native IM-MS from 

dependence on volatile salts and artifacts arising from their use.666 Other current efforts 

toward better understanding of detergent/lipid properties and their influence on 

membrane protein behavior, as well as engineered and tailored membrane scaffold 

proteins and lipids for Nanodisc construction and other membrane mimetics, also present 

exciting avenues for the future of native MS.162,163,168,419,667-671 

 Additionally, continual improvements and innovation to instrumentation, 

including increasing mass resolution and separation capabilities and implementing 

various techniques including ion/ion reaction capabilities into high-performing mass 

analyzer instrument platforms, demonstrates the rapid, ever-evolving state of this field. 

Thanks to these advancements, native MS investigation of extremely large, 

heterogeneous samples, such as intact viral capsids, multimeric protein complexes, and 

membrane proteins, is now in many laboratories routine. Recent work in combining 
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native MS with other techniques, such as cryo-electron microscopy (cryo-EM) and omics 

approaches,46,91,103,672-675 and in analyzing samples directly from native environments, 

lipid vesicles, and/or crude cell lysates83,87,106,158-161,425,670,676-680 constitutes the very 

exciting, hybrid future of structural biology and of the role of native MS within it.82,150 

3.2. Remaining Challenges 

3.2.1. Recalcitrant Features of Heterogeneity 

 Despite major improvements in theory, software, sample preparation, and 

instrumentation, it remains very challenging to quantitate heterogeneous mixtures with 

very different component intensities, although solving this problem would be highly 

beneficial for drug development, fundamental biochemistry, and related fields. For 

example, this problem arises when large and small peaks overlap in the mass spectrum or 

Fourier/Gábor spectrum, in which case it can be extremely challenging to decide whether 

the small peak is present. Curiously, resolution generally improves in Fourier/Gábor 

spectra with higher polydispersity in the corresponding mass spectrum. Thus the 

complementarity of this method with other methods operating on the m/z domain 

suggests that combining both approaches may provide an optimal path forward in mixture 

quantitation. For both types of approach, however, it is still very challenging in general to 

analyze polydisperse multi-subunit ion populations if the subunit masses are not near-

multiples of one another. 

 Another outstanding question pervading native IM-MS is whether measured ion 

abundances do in fact quantitatively reflect those present in solution, let alone under what 

conditions native-like ions may be relevant for understanding structure and function. 

Recent results653 using submicron nESI emitters indicate that biomolecular ions formed 
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from solutions containing higher concentrations of physiological salts (such as sodium 

chloride) can be stabilized in more compact conformations, consistent with what has long 

been known about effects on protein stability from different ions first described by 

Hofmeister in 1888.681,682 Thus experimental methods which enable ionization of 

biomolecules from physiological buffers228,229,653,654 and deconvolution methods450,455 that 

can eliminate remaining background salt cluster signal and/or accurately account for salt 

adduction to biomolecular ions will be especially important for approaching this question 

for heterogeneous mixtures. 

3.2.2. Is There a “Complexity Limit” in Native Mass Spectrometry? 

 All of the data analysis methods described in our review are ultimately limited by 

the resolution of the mass spectra, which typically decreases as the ion population grows 

more heterogeneous.504 Although the resolving power and sensitivity of modern mass 

spectrometers continue to improve, researchers will inevitably need to understand yet 

larger, more complex and heterogeneous samples. It is therefore imperative to continue 

developing methods that anticipate these future advances or which can work together 

synergistically to combat the problem. For example, many current deconvolution 

methods can be and are regularly used without the luxury of isotopic resolution, which 

somewhat paradoxically can simplify the deconvolution process and interpretation of the 

resulting data. How will these algorithms perform if and when much higher resolution is 

readily available? It is plausible that unique assignments of peaks for complex isotope 

distributions of overlapped ions representing different species will be very challenging 

within the m/z domain, and high m/z resolution may lead to extensive harmonic overlap 

in FT/GT approaches, complicating deconvolution. Perhaps methods like SWARM could 
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be combined with Bayesian, game theoretical, or FT/GT methods, for example, to first 

“de-isotope” the mass spectrum before further processing. Alternatively, charge 

manipulation or CDMS methods might be combined with deconvolution approaches to 

handle highly heterogeneous samples that suffer from space-charge repulsion or other 

resolution-reducing phenomena that occur with conventional mass spectrometry 

instrumentation. Continued investigation of these theoretical challenges in advance of 

improvements in instrumental resolution is therefore highly desirable. 

3.2.3. Education Barriers 

 The variety of methods described in this review for approaching heterogeneous 

native samples with IM-MS is both exciting and daunting. Are there now too many 

options to choose from when deconvolving a complex mass spectrum? How should a 

researcher go about deciding which one to use? Many of the deconvolution methods here 

involve a substantial dose of mathematics, probability theory, signal processing, and 

facility with programming that many researchers may not have encountered in their 

training. Thus developers in this field face a major challenge of educating potential users 

on both theoretical aspects of how these approaches work as well as their practical use. A 

number of the data analysis tools described in this review have been made deliberately 

open-source so that users around the world can adapt the code to their own purposes, but 

doing so can be very intimidating for many new users. Fortunately, modern software 

sharing platforms, such as GitHub and GitLab, online science communities like Zenodo, 

and video sharing platforms (YouTube, Vimeo, and many others) offer researchers new 

and innovative ways to share their developments with others in ways beyond the written 

page, including through step-by-step video tutorials. Workshops at conferences aimed at 
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training new users on the theory and best practices for using these programs are 

increasingly common. It is our view that increased training of undergraduate and 

graduate students in practical scientific programming and modern data analysis methods 

will be highly beneficial in preparing the next generation of scientists to use these 

methods to their full potential. In parallel, we recommend that developers of these 

methods make a concerted effort to use online tools such as those mentioned above to 

lower the barrier for access to these powerful programs. Several good models for these 

recommendations exist already in both industry and academia. Protein Metrics Inc., for 

example, hosts regular user meetings and webinars for their software, which includes 

PMI Intact discussed here, as well as other tools for omics research.440,441 The National 

Resource for Native MS-Guided Structural Biology,683 funded by the National Institutes 

of Health since 2018, hosts regular workshops led by algorithm developers, 

instrumentation innovators, and technique pioneers with a goal to educate potential users. 

3.3. Future Strategies and Best Practices 

 In our view, future advances to overcome the heterogeneity problem in native MS 

should embrace and preserve the inherent heterogeneity of samples rather than requiring 

researchers to mitigate it or make samples more homogenous, as was typically the focus 

of early efforts and much related discussion in the literature to date. Sustained growth of 

native MS as a tool in structural biology in many ways depends upon this strategy, as 

these heterogeneous features, such as bound small molecules, multiple coexisting 

stoichiometries, etc., continue to be revealed as important for understanding biological 

structure and function. Specifically with regard to optimal deconvolution methods, 

critical, necessary features include: ease and flexibility/customization of use (both 
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practically and with regard to different kinds of samples/information amenable), 

availability of resources and education materials for users including both practical and 

theoretical aspects as well as cautions about potential artifacts, ability to output 

information in formats digestible for both native MS experts and novices, compatibility 

with different mass spectrometer platforms and data types, and minimal requirements for 

user input which may ultimately bias results and lead to errors. Ease of interpretation is 

especially important for integration of these tools into industry settings, in addition to 

rigorous validation and automation of these methods.331 We also envision a future in 

which multiple different tools can be integrated onto the same platform to provide 

complementary and/or supporting information, including development of field-wide 

scoring metrics, which has been the focus of some recent efforts already.436,684,685 

 Based on our above analysis, we believe that a number of strategies exist that can 

be immediately undertaken to address the challenges outlined in §3.2. For example, 

streamlining existing software programs based on user feedback will greatly increase 

their widespread utility and application, thus continued conference and online workshops 

aimed at training users on and improving software through direct interaction will be very 

useful.683 Convergence on a small number of universal data formats amenable to multiple 

software platforms will provide a path towards improved reproducibility and cross-

platform validation, as will inclusion of metadata needed for reproduction of analysis 

results in public data repositories.304 Continued development of cross-platform validation 

methods (such as comparing results from “orthogonal” approaches, e.g., Bayesian and 

FT/GT methods, or even feeding them into each other183,337,371) and standardization of 

quality scores436,437 for results produced from them will help users identify artifacts and 
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better characterize uncertainties. For example, FT/GT methods can greatly facilitate 

identification of charge states for distinct, highly overlapped peaks in mass spectra,75 thus 

inputting the range of charge states thereby identified may greatly reduce artifacts of 

other deconvolution methods that perform best when the charge state range is confined to 

correct values. Experimental and instrumental improvements possible in the near future 

include development of robust inlet-based separation beyond liquid chromatography 

(such as capillary zone electrophoresis319-321), next-generation nESI tip design (including 

reliable production of submicron emitters90,228,229,457,653,654,656 and theta-glass emitters for 

rapid mixing of samples during the ESI process686-688), and more efficient in-source 

desolvation.108,379 

 In the more distant future, we also envision theoretical and instrument 

developments that reveal new types of information in native IM-MS data. For example, 

field alignment of biomolecular ions in IM-MS instruments may be used to separate ions 

based on structural differences not easily observed in experiments on current low-field 

IM-MS instruments.200 Further theoretical investigation into the relationship between 

observed heterogeneity/polydispersity and assembly mechanisms and kinetics may reveal 

information that is very challenging to deduce by other means.60,629 Continued 

improvement in modeling of dissociation, unfolding, and labeling kinetics and energetics 

will also allow researchers to design experimental protocols that can unveil subtle 

structural details and possibly differences not resolved by conventional native IM-

MS.97,114,116,221,288,301,468,472,530,612,622,623,689-699 Finally, using the data analysis tools 

described in this review, streamlining the interface between native IM-MS and 

complementary state-of-the-art structural methods, such as cryo-EM and coherent 
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diffractive imaging, will likely provide unprecedented insight into composition, structure, 

and behavior of highly heterogeneous biomolecular systems. 

Bridge 

 In this chapter, historical and state-of-the-art strategies to interpret information 

obtained with native mass spectrometry for heterogeneous biomolecular samples were 

reviewed. While these algorithm-based, instrumental, and experimental approaches 

focused specifically on information contained within the mass spectral domain, the next 

chapter surveys computational efforts to understand gas-phase protein ion structure, 

requisite for interpreting the information contained within the ion mobility domain. The 

following chapter also describes a comparative study of the performance of multiple 

molecular dynamics force fields in recapitulating gas-phase protein structure for use in 

combination with ion mobility experiments. In addition to providing new insight into 

robust features of gas-phase protein ion compaction, the resulting validated molecular 

dynamics simulation protocol serves to establish a quantitative benchmark with which to 

interpret ion mobility experimental data. 
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CHAPTER III 

COMPUTATIONAL INSIGHTS INTO COMPACTION OF GAS-PHASE PROTEIN 

AND PROTEIN COMPLEX IONS IN NATIVE ION MOBILITY-MASS 

SPECTROMETRY 

Includes co-authored material reprinted with permission from: 

Rolland, A.D.; Prell, J.S. Computational Insights into Compaction of Gas-Phase 
Protein and Protein Complex Ions in Native Ion Mobility-Mass Spectrometry. TrAC 
Trends Anal. Chem. 2019, 116, 282-291. © 2019 Elsevier Ltd. 
 
 

1. Introduction 

Native ion mobility-mass spectrometry (IM-MS) is an exciting and rapidly 

growing field of analytical chemistry with a central goal of learning about condensed-

phase properties of biomolecules and biomolecular complexes by exploiting the high 

sensitivity, chemical specificity, and rapidity of gas-phase techniques.138,139,255 In native 

IM-MS, ion shape and size measurements made using IMS are performed in tandem with 

mass and charge measurement. Because flexible ions, such as polymers or biomolecules, 

of identical mass and charge can adopt different shapes under different conditions, the IM 

and MS steps can provide somewhat orthogonal information about an ion’s properties. 

The measurements are not completely orthogonal in all cases, however, as an ion’s size 

(measured in IMS as its collision cross section, CCS, which is akin to its orientationally-

averaged “shadow”) tends to increase with mass, albeit with different scaling laws for 

different classes of shapes, e.g., linear versus globular ions.649 Native IM-MS almost 

universally uses nanoelectrospray ionization (nESI) to transfer ions from aqueous buffer 

solutions into the gas phase, as the small size of the nESI capillaries helps to avoid 

artefactual oligomer formation induced by in-droplet condensation, and nESI conditions 
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can be controlled to minimize heating and structural changes of the complexes upon 

transfer into the instrument.255,700,701  

At the heart of native IM-MS is a long-standing question: to what extent and 

under what conditions are condensed-phase properties preserved upon transfer into the 

gas phase?702 This question ranges in scope from coarse-grained properties such as native 

oligomeric state and subunit stoichiometry down to atomistic properties such as the 

number and location of hydrogen bonds, salt bridges, and coordination of particular 

functional groups. Although a great wealth of information about condensed phase 

properties of biomolecules has already been learned from native IM-MS, the answer to 

this question is far from complete and remains a subject of much current research. This 

review aims to survey the state of the art concerning changes in condensed-phase 

structure of globular proteins and protein complexes upon transfer to the gas phase using 

gentle nESI conditions, focusing on experimental native IM-MS and computational 

modeling approaches. 

2. What are “Native” nESI Conditions? 

The low-pressure gas-phase environment of a mass spectrometer (and of most IM 

instrumentation used in native IM-MS) differs significantly from the aqueous condensed 

phase in a number of important ways. The relative permittivity is close to 1 (some 

experiments suggest a slightly higher effective relative permittivity for protein ions 

owing to the polarizability of various functional groups),703 which intrinsically increases 

charge-charge and many charge-dipole interaction energies. This difference, and the 

absence of solvent molecules to favorably solvate them, might be expected to drive “self-

solvation” of charged groups by interacting with nearby oppositely-charged or polar 
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groups. With the effects of water solvent also absent in the gas phase, one might 

anticipate that gas-phase biomolecular ion structure would differ strongly from 

condensed-phase structure, with self-solvation driving large-scale rearrangement or even 

“inversion” of condensed-phase structure.702 

How, then, can structures resembling those in the condensed phase be preserved 

upon ionization and transfer to the gas phase? While small- or even large-scale 

rearrangements may be thermodynamically favorable, energy barriers for these 

rearrangements can be intrinsically quite high and may increase further relative to 

analogous condensed-phase rearrangements due to the absence of solvent and the low 

relative permittivity of the gas-phase environment. Because high barriers typically 

require high activation energy or long timescales to overcome, structures resembling 

those in the condensed phase can become kinetically trapped upon transfer to the gas 

phase on the millisecond timescale of native IM-MS experiments (see Figure 25).704-706 

Gas-phase techniques that probe detailed ion structure, including infrared 

photodissociation spectroscopy,707 indicate that “memory” of solution-phase structure, 

such as charge sites in small dibasic organic ions,708 can sometimes be preserved in the 

gas phase under suitably gentle ionization and transfer conditions. Deliberate heating of 

biomolecular ions in the gas phase via energetic collisions with background gas, by 

contrast, can cause extensive unfolding driven by electrostatic repulsion of charge sites 

(“Collision Induced Unfolding”, CIU),114,693 which has been used to infer structural 

information about proteins and protein complexes.114 
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Figure 25. (A-D) Depiction of charging and self-solvation of charge sites (+ and − 
symbols) for globular protein ions during evaporation of the nanoelectrospray droplet on 
the nanosecond to picosecond timescale and (E-G) subsequent structural rearrangement 
and unfolding at longer timescales. Reprinted with permission from ref. 704. © 2008 
National Academy of the Sciences. 
 
 

Native IM-MS instrumentation offers a number of observables that can be 

measured to assess whether ions have likely retained native-like structures. Much 

evidence indicates that globular biomolecules typically adopt a gas-phase charge just 

below the “Rayleigh limit” charge for an aqueous droplet with the same volume as the 

biomolecule.648,649 The “Charged Residue Model” (CRM) states that charges originally at 

the surface of this end-stage droplet are then deposited onto the protein, determining its 

charge state distribution,646,651 which is relatively low and narrow as compared to 

denatured or intrinsically disordered protein ions.224 Conversely, several authors have 

shown a correlation between observed charge states of protein ions in native MS and the 

solvent-accessible surface area of their condensed-phase structures.648,649 Similarly, 

experimental CCS for globular protein ions typically scales as roughly the two-thirds 

power of mass, as expected for roughly spherical objects of similar density (see Figure 

26).205,207,649,709 
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Figure 26. (A) Schematic illustration of condensed-phase protein structure types and (B) 
typical charge state and CCS distributions in IM-MS experiments. (C) Average charge 
states for protein ions formed under non-denaturing (native) conditions (open triangles) 
and denaturing conditions (all other symbols) as a function of mass and (D) relationships 
between average charge state and condensed-phase surface area for the same ions. A, B 
reprinted with permission from ref. 709. © 2018 Elsevier Ltd. C, D reprinted with 
permission from ref. 649. © 2011 American Chemical Society. 
 
 

In the remainder of this review, we focus on the use of computational simulations 

and IM-MS data to understand the degree of compaction and structural rearrangement 
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undergone by native-like, globular protein ions upon transfer to the gas phase from 

solution. 

3. What Happens to Folded Protein Ions Upon Transfer to the Gas Phase? 

 As described above, charging slightly below the Rayleigh limit is typically 

observed for many globular protein and protein complexes upon native nESI, but CCSs 

measured by IM-MS are often smaller than those predicted using condensed-phase 

structures drawn from x-ray crystallography or NMR experiments or from condensed-

phase MD simulations.224 This difference in the CCS predicted for condensed-phase 

structures versus experimental native IM-MS values varies from ~0-20% for globular 

proteins and protein complexes ranging in mass from 2.8 kDa (melittin) to 336 kDa 

(glutamate dehydrogenase hexamer) (see Figure 27). This gas-phase compaction effect 

has long been attributed to “self-solvation” of charged and polar sidechains at the surface 

of the ion.704,710,711 IM-MS studies of polyalanine peptide ions indicate that self-solvation 

of the N-terminal charge on protonated ions of these peptides results in destruction of 

most α-helical content, illustrating the dramatic effects of self-solvation possible in the 

gas phase.712 

 Simulations of gas-phase compaction of globular protein and protein complex 

ions have been undertaken through a variety of molecular dynamics (MD) approaches 

and with a range of force fields (FF).221,300,476,534,705,711-734 These approaches, along with 

examples from the literature, are summarized in Table 1. A recent review by Konermann 

discusses other MD simulation parameters and their impact on results.735 With simulated  
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Figure 27. Plot of fractional compaction of protein and protein complex ions produced 
by nESI under native conditions measured by IM-MS in He or N2 buffer gas as compared 
to CCSs for condensed-phase structures computed using Collidoscope.214 Experimental 
CCSs from ref. 201 and 203. Protein Data Bank identifiers for all protein structures are 
listed in Figure 28. 
 
 
structures in hand, ion CCSs in the relevant IM-MS buffer gas can be predicted using a 

variety of computational tools with tradeoffs in physical realism and computational 

expense. Reference 637 provides an overview of these CCS calculation tools, including 

their advantages and disadvantages, and the most common widely-used tools are 

summarized in Table 2. 

 A number of FFs have been developed for widespread use in both condensed-

phase and vacuum MD simulations. These include the AMBER, OPLS-AA, CHARMM, 

and GROMOS FF families, which are optimized to reproduce experimental 

thermodynamics or results from quantum mechanical computations on small prototypical 

molecules (see Table 1).736,737 Because MD is by nature only an approximation of 

quantum mechanics, each FF has unique tradeoffs in physical realism and computational  
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Table 1. Overview of Types of Theory Used to Simulate Gas-Phase Protein Ions. 
 
Type of 
Theory 

 Important Features References 

“Beads on 
a String” 

 Coarse-grained; amino acids represented as 
beads with no explicit accounting for 
atomistic structure 

205,738 

Molecular 
Dynamics 

AMBER Atomistic; partial charges based on gas-
phase electrostatics computed with QM 

534,713-721,724  

 OPLS Atomistic (united-atom also available); 
partial charges empirically optimized to 
experimental liquid vaporization and density 
data 

221,300,718,721-

725,739 

 CHARMM Atomistic (united-atom also available); 
polarizable variants available; partial charges 
based on small-molecule-water interactions 
computed using QM 

164,300,476,711,

712,724,726-730 

 GROMOS United-atom; solvated and vacuum variants 
available; partial charges based on 
experimental vaporization, density, and 
solvation free energy data 

718,721,731,740,

741, this 
article 

 MOIL Atomistic; based on AMBER and OPLS 705,718,721,731,

732,740 
 Martini Coarse-grained; parametrized based on 

experimental thermodynamics, including 
lipid bilayer properties 

733,741 

 ESFF Atomistic; partial charges derived from ab 
initio computation of electronegativity and 
hardness 

734 

Quantum 
Mechanics 

 Atomistic; rigorous accounting of 
polarization, hydrogen-bonding, and electron 
density; extremely computationally 
demanding for large biomolecules 

721,742,743 

Quantum 
Mechanics/ 
Molecular 
Mechanics 
(QM/MM) 

 Multi-scale; Dynamics and conformational 
space explored with MD; local details (such 
as atomic coordinates, hydrogen bonding, 
electron density of a small region) computed 
with QM 

713 

 
 
efficiency. For example, the AMBER and CHARMM FF families use partial charges 

based on gas-phase electrostatics and aqueous solvation energies computed with quantum 

mechanics, respectively, but both of these FFs are known to have bias toward high helical    
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Table 2. Overview of Programs for Computing Collision Cross Sections of Gas-
Phase Ions. 
 

Features present (+) or absent (−) in various CCS calculation tools. Methods in bold type 
use 2-dimensional projections rather than explicit 3-dimensional scattering for CCS 
computations. Asterisks (*) indicate that a geometry-dependent “shape factor” is used to 
partially account for 3-dimensional scattering. PA = Projection Approximation, EHSS = 
Exact Hard Spheres Scattering, PSA = Projected Superposition Approximation, LCPA = 
Local Collision Probability Approximation, TM = Trajectory Method, D indicates 
inclusion of diffuse scattering (see ref. 637). Adapted with permission from ref. 214. © 
2017 American Society for Mass Spectrometry. 
 
 
content in condensed-phase protein simulations.737 GROMOS and OPLS-AA are 

optimized to reproduce experimental liquid vaporization and density data but have a 

known bias toward high β-sheet content (GROMOS more so than OPLS-AA).737 

Reference 751 compares results from ten different FFs for solution-phase MD 

simulations of peptides. 

Computation 
Suite 

Method Scattering 
Type 

Explicit 
Trajectories 

Temperature/ 
Charge State- 

Dependent 

3D 
Geometry- 
Dependent 

Buffer 
gases 

MOBCAL 220  PA − − − / − − He 

PA* − − − / − + He 
EHSS elastic + − / − + He 
TM elastic + + / + + He 

WebPSA 213 PSA* − − + / + + He/N2 
LCPA 744 LCPA − − + / + + He/N2 
Sigma 745, 

CCSCalc 746, 
IMPACT 207 

PA* − − − / − + He 

EHSSRot 747 EHSS elastic + + / − + He 
IMoS 748 PA − − − / − − He/N2/ 

Ar/CO2

/air 
(D)TM elastic 

(inelastic) 
+ + / + + 

EHSS 
(TDHSS) 

elastic 
(inelastic) 

+ + / + + 

Collidoscope 
214, HPCCS 

749, MobCal-
MPI 750 

TM elastic + + / + + He/N2 
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 MD simulations vary in physical realism and accuracy. However, nearly 

universally, these simulations predict compaction of globular protein and protein 

complex ions, in qualitative agreement with native IM-MS experiments. Few studies to 

date have directly compared results from multiple FFs for the same ions718,721,724 or over 

multiple different ions,221,300 thus we present an overview of some important case studies. 

3.1. Ubiquitin 

 Ubiquitin (8.6 kDa) has long been a “fruit fly” of native IM-MS research, as it is a 

typical small, globular protein with known condensed-phase native structure752,753 and 

solution-phase unfolding behavior.754 Studies comparing ubiquitin ion structure predicted 

with MD simulations to native IM-MS experiments illustrate the power of using MD 

simulations to interpret experimental data while also providing important 

caveats.717,719,724 Chen and Russell studied temperature-dependent unfolding of ubiquitin 

ions in water (to simulate heating inside the nESI droplet) and in vacuum using an 

AMBER FF, comparing the MD results to IM-MS data from Clemmer755 and Bowers.469 

Aqueous ubiquitin6+ ions were found to retain structures similar to the starting crystal 

structure up to ~375 K in simulations, with extensive unfolding at higher temperatures 

that resulted in loss of most helical content. By contrast, ubiquitin6+ ions in vacuum MD 

compacted to a small degree (~3%, with a CCS of ~950 Å2) with accompanying loss of 

secondary structure, but significant unfolding was not observed for temperatures below 

600 K. Above 600 K, a large number of energetically-competitive structures were 

predicted, with a correspondingly wide spread in CCSs.717 

Structural effects of non-volatile salts on compaction and unfolding of ubiquitin 

have also been investigated with MD and experiment. Starting with folded structures 



92 
 

embedded in aqueous nanodrops containing 16 sodium ions, McAllister et al. used a 

CHARMM FF to simulate charging and desiccation of ubiquitin6+ (with sodium ion 

adducts as the source of charge rather than protons).729 Both the final charge of the 

protein and the predicted CCS were found to agree with experimentally measured values, 

within uncertainty, and were found to be consistent with the CRM and kinetic trapping of 

native-like structure. Further CHARMM simulations by Bartman et al. indicate that 

common biological metal ion adducts (such as Na+ and Ca2+) can form multidentate 

interactions with polar groups in ubiquitin6+ that make it resistant to gas-phase 

unfolding,756 a result echoed by a report from Wagner et al. that chloride anion adducts 

can have a similar effect.757 Bartman et al. caution that the MD-predicted structures for 

activated, metal-adducted ubiquitin6+ have structures bearing little resemblance to the 

crystal structure, despite similar calculated and experimental CCSs.756 

 Radical-Directed Dissociation experiments by Ly and Julian on ubiquitin ions 

formed from denaturing solutions were used to provide experimentally measured distance 

constraints for MD simulations of ion structure.723 Intriguingly, they found that 

constrained ubiquitin 4+ and 6+ charge states adopted structures in OPLS-AA MD 

simulations that differ significantly from the crystal structure and from unconstrained 

simulated structures, even though they possess CCSs within the range of those measured 

experimentally.  These results provide an important additional caveat to interpreting MD-

simulated structures with CCSs consistent with experimental values as definitive 

evidence that MD structures do in fact represent the experimental ion population, even 

when they are compact.  
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3.2. Cytochrome c 

 Cytochrome c (12 kDa), which contains a covalently-bound heme group, is 

another “fruit fly” of IM-MS and has served as a benchmark for gas-phase MD 

simulations of relevance to native IM-MS.704,705,726,732 Steinberg et al. performed MD 

simulations of solvent evaporation from and gas-phase collapse of native cytochrome 

c,705,732 building off of earlier CHARMM MD and IM-MS work by Jarrold.726 Using the 

MOIL FF (a hybrid of AMBER and OPLS FFs), Steinberg et al. found that cytochrome 

c6+, starting with its aqueous NMR structure and surrounded by 182 water molecules 

cools rapidly via loss of some, but not all, water molecules over a period of ~100 ps.732 

Little significant change in the structure of the protein was observed in any case, and the 

authors concluded that evaporative cooling prevents complete desolvation or 

restructuring of the ion in the absence of collisions or absorption of blackbody radiation 

on the picosecond timescale. A subsequent constant-energy MOIL FF study, starting with 

a completely desolvated cytochrome c7+ ion, predicted a number of structural changes.705 

Charged sidechains were observed to self-solvate within 0-20 ps, and the typical number 

of salt bridges (SBs) was found to increase over ~10 ps from 6 to 17.2. The average 

number of hydrogen bonds (HBs) involving positively-charged sidechains increased 

dramatically from 0 to 11.7 on a similar timescale, but the number of HBs involving 

negatively-charged sidechains increased only slightly from 5 to 6.3. Charged sidechains 

moved to decrease the net dipole by ~1/3 during the first 10 ps. No significant breaking 

of non-covalent bonds was observed during the 4.2 ns simulations, and thus the final 

structure possessed a similar backbone conformation to the aqueous NMR structure. The 
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MD-predicted integrity of the folded structure was found consistent with experimental 

native electron capture dissociation experiments.705 

 Fascinating IM-MS experiments by Warnke et al., in which charged lysine 

sidechains of cytochrome c were capped with large crown ether ligands during the nESI 

process, indicate that self-solvation of charged sidechains in ordinary native IM-MS may 

actually prevent some collapse of ion structure.710 Native charge states of cytochrome c7-

8+ adopted successively lower CCSs as the number of adducted crown ethers increased 

from 1 to 5, despite the large size of the ligands. The authors interpreted these results to 

mean that, in the absence of self-solvation of charged surface residues by polar groups on 

the protein, the interior of the ion collapses significantly on transfer to the gas phase. 

3.3. Retention and Loss of Condensed-Phase Structure in Peptides and Small 

Proteins 

 Melittin (2.8 kDa) is a 26-amino acid membrane protein from bee venom, with a 

condensed-phase structure consisting of two α-helices joined by a proline “kink”.714 This 

structure is known to be more stable in less polar condensed-phase environments (e.g., 

methanol739 or lipid membranes758) than in water. Contrasting with results for singly 

protonated polyalanine peptides with 3-20 amino acids712 and for Trp-cage1+
 (2.2 kDa),725 

melittin3+ formed from acidified 1:1 water:methanol was found with a combination of 

mass-analyzed ion kinetic energy (MIKE) experiments and CHARMM FF MD to retain 

its helical structure in the gas phase.711 The authors attributed the retention of structure to 

the “highly oriented network of hydrogen bonds along the polypeptide backbone” and 

noted that, with no water surrounding the ions to compete with self-solvation, the 

intrinsic H-bond network is left undisturbed. Florance et al. performed AMBER FF MD 
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simulated annealing computations between 0 and 800 K to identify structure families 

consistent with IM-MS data for melittin3-4+ formed by nESI from aqueous solutions 

containing 0-100% methanol.714 Computed CCSs correlated with the number (1-3) of α-

helical regions in the simulated structures. The MD results supported assignment of a 

range of partially helical structures to the ions, and the authors noted that there was 

“slight evidence for solvent memory,” with more helical structures being formed in 

higher-fraction methanol solutions.  

Further support for retention of native-like folds in small, globular native protein 

ions comes from infrared multiple-photon dissociation spectroscopy results for gas-phase 

myoglobin (16.7 kDa) and β-lactoglobulin (18 kDa) ions. Seo et al. report that 

myoglobin8+ and β-lactoglobulin8+ ions retain their highly α-helix- and β-sheet-rich 

structures, respectively, upon nESI.759 Driven by repulsion between positively-charged 

sidechains, β-lactoglobulin ions with higher charge states adopt progressively greater α-

helix content. Such studies are expected in the future to provide important targets for MD 

simulations and assist in interpretation of IM-MS data. 

3.4. Protein Complexes 

 Larger proteins and protein complexes, which contain many more degrees of 

freedom than peptides and small proteins, can be considerably more computationally 

expensive to simulate with MD and often intractable with high-level QM computations. 

Ruotolo et al. demonstrated a simple coarse-grained approach to study gas-phase collapse 

of trp RNA-binding attenuation protein (TRAP) 11-mer assemblies (~90 kDa), in which 

each protein in the assembly is treated as a sphere.760 Their simulations indicated that 

lower native charge states of the assemblies have experimental CCSs consistent with 
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retention of planar ring structures, but higher native charge states collapse ~14% to close-

packed, roughly spherical assemblies, with some evidence for additional partially 

compacted structures. These results illustrate the sensitivity with which native IM-MS 

can be used to study large-scale gas-phase structural rearrangement, even with simple 

computational models. 

 OPLS-AA FF MD simulations in combination with native IM-MS experiments by 

Hall et al. further examined desolvation-induced compaction as well as gas-phase 

collision-induced compaction of serum amyloid P component pentamer (SAP, 125 kDa), 

avidin tetramer (64 kDa), transthyretin tetramer (TTR, 56 kDa), and TRAP 11-mer.221 

Under minimal activation conditions, SAP18-30+ assemblies were found to have 

experimental CCSs slightly larger (~70 nm2) than those computed for 300 K 18+ ions 

with native-like ring structures (~68 nm2). Low charge states were predicted by MD to 

collapse up to ~7% by elimination of the ring’s central cavity upon heating by several 

hundred K, qualitatively consistent with observed ~10% compaction of these charge 

states upon collisional activation in IM-MS experiments. 

Friemann et al. studied changes in detergent micelle-embedded transmembrane 

protein β-barrel regions using a GROMOS FF and found that the micelle shields the 

transmembrane region from structural collapse upon transfer to vacuum.740 By contrast, 

hairpin loops extending outside the micelle were found to collapse. They concluded that 

membrane proteins embedded in micelles are “not very sensitive to the vacuum 

environment,” a property that may prove highly beneficial in studying their condensed-

phase structures using gas-phase measurements. The Robinson group has explored lipid 

binding to native membrane protein complexes embedded in detergent micelles and 
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“Nanodisc” lipid bilayers and compared them to MD simulations to identify lipid binding 

preferences.164,165,741 In their experiments, all but a few lipids are stripped from the native 

protein ions to reveal those that closely associate with the protein. The remarkable 

agreement between simulated and experimentally determined lipid binding preferences, 

which have been extended to quantitative measurements of lipid binding thermodynamics 

by the Laganowsky group,119,173,761 provides indirect evidence that tightly bound lipids do 

not move significantly during nESI or the gas-phase stripping process. 

3.5. Explicit Modeling of nESI Droplet Evaporation and Ion Charging Process 

 During the last decade or so, efforts to accurately simulate desiccation of 

biomolecules within ESI droplets and concomitant acquisition of charge have been 

undertaken by several groups.300,722,729,730,735,740,762-765 In addition to the aforementioned 

simulations by Steinberg et al.,732 the Konermann and Consta groups have applied MD 

simulations to charged droplets containing biomolecules to learn about ionization 

mechanisms, ion compaction upon desiccation, and heating-induced unfolding and 

dissociation. These computations can be especially sensitive to choice of water model, 

treatment of electrostatics, temperature control, and simulation length, among other user-

determined variables.735 These simulations provide insight into native charge 

distributions of proteins and protein complexes produced by nESI,729 droplet evaporation 

dynamics,763-765 as well as the role of charge hopping and charge-charge repulsion in both 

the ionization and collision-induced dissociation processes.300 
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4. Comparison of MD Results with Different Force Fields for Ion Compaction Upon 

Transfer to Vacuum 

As discussed above, electrostatics, hydrogen bonding, and other local molecular 

properties and interactions can play cooperative or competitive roles in determining both 

solution and gas-phase structure for proteins and protein ions. Because MD FFs differ in 

their treatment of these properties and interactions,736 different FFs may in principle lead 

to different conclusions about both local and global protein ion structure even if 

computed CCSs are similar. Despite the wealth of information about gas-phase native-

like protein ions gained from the comparison of MD and experimental IM-MS results 

discussed above, results from different FFs have only rarely been compared for the same 

ions, and typically only for one or perhaps a small number of separate proteins. One 

advantage of comparing results from different FFs is that biases of specific FFs as well as 

commonalities can be identified. To contribute to this discussion, we present here a brief 

comparison of vacuum MD ion compaction results for 5 different common FFs 

(AMBER94,766 OPLS-AA/L,767 CHARMM27,768,769 GROMOS96 43a2,770 and 

GROMOS96 54b7771) and 17 different natively-charged proteins with well-characterized 

experimental CCSs in helium and nitrogen that serve as calibration standards for native 

IM-MS experiments.201,203  

4.1. MD Simulation Method 

 Initial structure for all 17 proteins were taken from the Protein Data Bank (PDB) 

structures indicated in Figure 28A, with any missing residues appended using PyMol. All 

MD simulations were conducted with GROMACS v. 2016.4. After a brief (1 ns) 

relaxation of any added residues in explicit water solvent, all water molecules were 
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deleted, and low-energy protomers for these structures with native charge states were 

identified using the Charge Placement algorithm in Collidoscope, leaving SB structures 

from the MD simulations intact.214 Subsequent fixed-charge-site vacuum MD simulations 

for the protonated ions consisted of a short vacuum relaxation step followed by a 5 ns 

production run at 300 K with a Berendsen thermostat. CCSs for typical final structures 

were computed using He or N2 buffer gas in Collidoscope with the Trajectory Method. 

Variations of this procedure were conducted for alcohol dehydrogenase tetramer to assess 

the sensitivity of the results to vacuum simulation length (5, 50, and 500 ns) and velocity 

seeding, and GROMOS96 43a2 heat ramp studies (from 300 to 600 K in 25 K increments 

every 5 ns) were conducted for melittin, insulin monomer, and ubiquitin. These variant 

methods were found to result in only minor differences (typically no more than ~1%) in 

computed CCSs from the above-described method, with the exception of the heat ramp 

studies, which predicted up to 4% variability of the CCS between 300 and 600 K. 

4.2. Maximal Degree of Compaction Predicted from MD Simulations 

 All five FFs tested produced structures that were on average compacted relative to 

the PDB structures, as measured by computed CCS. The GROMOS FFs resulted in the 

greatest global compaction relative to the PDB structures (up to 20%), whereas the other 

three force fields compacted ions only up to 9-10% (see Table 3). To provide a coarse-

grained picture of ion compaction, ion “surface” was defined as the set of all residues 

with at least 30% water solvent accessibility as determined with SwissPDBViewer, and 

the remainder of the ion was defined as the “interior”. At the global structural level, all 

five FFs compacted the ion surface relative to the PDB structure, resulting in a smaller 

number of surface residues and a larger number of polar contacts involving charged 
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residues initially at the surface. However, there were notable differences in the degree to 

which the interior of the ions were compacted by each FF (see Table 3 and Figure 28), 

as determined by using the computed CCS of the interior as a measure of its size. Thus, 

differences in global compaction for the five FFs were largely attributed to the extent of 

compaction of the interior of the ions. 

4.3. Changes in Secondary Structure and Number of Hydrogen Bonds and Salt 

Bridges 

 All five FFs resulted in minor loss of α-helical content (up to 7% for OPLS-

AA/L) and very minor loss of β-sheet content (up to 2% for AMBER94). These results 

were largely consistent with known tendencies of these FFs (see above).737 Using  

Marklund’s algorithm for determining the “maximum possible” number of hydrogen 

bonds for each ion (NHBmax)772 and PyMol to determine the number of hydrogen bonds 

actually present in each structure (NHB), NHB/NHBmax was found on the whole to  

 
Figure 28. (A) Structures of protein and protein complex ions from Figure 27 before 
(green mesh) and after (blue solid) MD simulation of gas-phase compaction using 
GROMOS96 43a2 FF (see text). Protonated ions simulated (with Protein Data Bank 
identifiers indicated below structures) are melittin4+ (2MLT), insulin3+ (3E7Y), 
ubiquitin5+ (1UBQ), insulin dimer5+ (5BTS), cytochrome c7+ (1HRC), β-lactoglobulin 
monomer7+ (3BLG), insulin hexamer10+ (4EY9), transthyretin tetramer15+ (1F41), avidin 
tetramer16+ (1AVE), bovine serum albumin15+ (4F5S), concanavalin A tetramer21+ 
(3CNA), serum amyloid P component pentamer24+ (1SAC), alcohol dehydrogenase 
tetramer24+ (4W6Z), pyruvate kinase tetramer32+ (1F3W), serum amyloid P component 
decamer33+ (2A3W), glutamate dehydrogenase hexamer40+ (3JCZ). (B) Plot of average 
percent difference between experimental CCS data from ref. 201 and 203 and CCSs 
computed for MD-compacted ions shown in A using Collidoscope for each of the 5 FFs 
tested (see text). (C) Schematic depiction of typical degree of surface (red) and interior 
(dark blue) compaction predicted by MD simulations using 5 different FFs for ions 
represented in A and B. Embedded circles represent the typical size (small: 5-12 Å 
diameter, medium: 12-25 Å, and large: ≥ 25 Å) of cavities in the ions that are fully 
eliminated (dark blue), sometimes eliminated (light blue), or not eliminated (white) 
during the MD simulations. 
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increase for each FF in vacuum, with the greatest increase for the GROMOS FFs. By 

contrast, the change in the number of SBs (determined using PyMol) increased among the 

five FFs but exhibited no clear dependence on mass. 

4.4. Collapse of Cavities and Grooves 

 Many of the proteins and protein complexes studied here possess sizeable cavities 

or grooves in their condensed-phase structures. The largest cavities (~25 Å in diameter)  
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Table 3. Summary of Results from MD Simulations of Ion Compaction on Transfer to Gas Phase. 
 

Force Field Global Surface Interior Secondary Structure Cavities/ 
Grooves 

Non-covalent Interactions 

 Maximum 
% 
Compactiona 
(He/N2) 

Mean 
Change in 
Number 
of Surface 
Residues 

Mean 
Number 
Polar 
Contacts for 
Charged 
Sidechains 

Mean 
Change 
in 
Interior 
CCS, 
He 

Mean 
Change 
in 
Interior 
CCS, 
N2 

Mean 
Change 
in α-
Helical 
Content 

Mean 
Change 
in β-
Sheet 
Content 

Diameter 5-
12 Å → 25 Å 

Mean 
Number of 
HB 
(% NHBmax) 

Mean 
Number of 
SBs 

   (1.3 for 
condensed-
phase 
structures) 

     (43 for 
condensed-
phase 
structures) 

(8 for 
condensed-
phase 
structures) 

GROMOS96 
43a2 

20/18 −42% 4.1 −1.2% −6.3% −4.1% −0.1%  49 9 

GROMOS96 
54b7 

14/12 −28% 1.5 +0.3% −2.0% −1.6% −1.8%  49 12 

AMBER94 
 

10/10 −28% 3.7 +2.9% −1.1% −0.9% −2.1%  48 15 

OPLS-AA/L 
 

9/9 −25% 3.7 +2.0% −0.4% −6.8% −1.0%  44 11 

CHARMM27 
 

9/9 −20% 3.7 +3.6% +1.0% −2.7% −0.1%  45 14 

a Maximum % compaction refers to largest % compaction as measured by computed CCS (condensed-phase − collapsed)/condensed-
phase among all 17 protein and protein complex ions studied (see Figure 28). Methods for determining number of non-covalent 
interactions described in text. Shading of cavities same as in Figure 28. 
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were not completely collapsed at the end of the simulations by any of the FFs, whereas 

all FFs resulted in collapse of small cavities and grooves with diameters ranging from ~5-

12 Å. For cavities and grooves with diameters in between these extremes (in β-

lactoglobulin dimer and concanavalin A tetramer), significant differences were observed 

between the FFs. The GROMOS FFs collapsed these intermediate-sized cavities, whereas 

CHARMM27 collapsed neither, and AMBER94 and OPLS-AA/L completely collapsed 

only one of the two cavities. Taken together with the results described above, this 

assessment of gas-phase collapse leads to the schematic depiction of compaction 

represented in Figure 28C for the ions investigated with these five FFs. 

4.5. Comparison of MD Results to Native IM-MS CCS Data 

 A comparison of average differences in computed and experimental CCSs in both 

He and N2 buffer gas is shown in Figure 28B. Both GROMOS FFs outperformed the 

others in these simple simulations in reproducing experimental CCSs in both buffer 

gases. As seen in Figure 28B, the average difference in CCSs between simulated 

structures and experiment was 0 ± 4% and −4 ± 3% for GROMOS96 43a2 in N2 and He 

buffer gas, respectively. Results from GROMOS96 54b7 were slightly better for He 

buffer gas (2 ± 4%), especially for ions below ~36 kDa in mass. The other three FFs 

(AMBER94, OPLS-AA/L, and CHARMM27) resulted in less average compaction, with 

the average difference between simulation and experiment being more than one standard 

deviation away from 0 (see Figure 28B). These trends were confirmed by MD simulation 

of three additional native-like membrane protein complex ions (multi-antimicrobial 

extrusion protein, 50 kDa; aquaporin Z tetramer, 99 kDa; and ammonia channel B trimer, 

127 kDa),773 which have an average He CCS difference of 0 ± 4% between simulation 
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and experiment using GROMOS96 43a2 and somewhat higher differences for the other 

FFs. Based on the results from this simple and relatively low-expense computational 

method, we recommend use of GROMOS96 43a2 for similar simulations to predict 

experimental CCSs in N2 or He buffer gas. We anticipate that slight reparametrization of 

He Lennard-Jones parameters in Collidoscope (and other CCS calculation programs that 

use the same parameters, including MOBCAL220) based on these results may further 

improve accuracy of He CCS prediction in native IM-MS.214 

5. Summary and Outlook 

 As the above survey of the literature shows, the last two decades of research into 

the structure of biomolecular ions upon transfer from solution into the gas phase indicates 

that many ions can retain native-like structure, including secondary structure, upon native 

nESI through the timescale of IM-MS experiments. Although important exceptions, 

especially for smaller ions such as peptides, indicate that conversion to more stable gas-

phase structures with accompanying loss of native-like structure can sometimes occur, 

the vast majority of results are very promising for native IM-MS work aimed at inferring 

solution-phase structure from gas-phase data. Both IM-MS data and MD simulations 

using a variety of FFs indicate that native-like ions compact by several percent upon 

desiccation and self-solvation of charge sites, although detailed results can be discrepant 

between FFs. This highlights the need for comparison between FFs in MD simulations, 

and we hope that the example given in section 3 of this review illustrates a path forward 

for more reliable interpretation of IM-MS data by use of MD simulation results. 

 Very recent advances in interpretation of IM-MS data, including simulation of 

entire experimental CCS distributions,467 are likely to provide a more complete, holistic 
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picture of ion structure by simultaneously matching large sets of data for individual ions 

rather than single CCS values. Combining these approaches with structural 

“fingerprinting” via collision-induced unfolding114 as well as with H/D exchange 

experiments,734 novel dissociation methods,485 ion spectroscopy,707,742 and other 

experimental methods should provide yet more structural constraints for MD simulations. 

The recent inclusion of nanoscale water droplet environments730,763 and mobile charges300 

in MD simulations represents a step forward in realism, and more accurate 

parametrization of water models for nanoscale droplets is expected to provide 

unparalleled insight into native ion compaction and structure. 

Bridge 

 Here, a force field molecular dynamics simulation protocol is validated on a set of 

17 native proteins with literature collision cross-section values and shown to robustly 

produce structures for which computed CCSs are within 4% of experiment. The next 

chapter builds upon this study by applying this MD simulation protocol to investigate the 

relationship between structure and charge of gas-phase ions, a fundamental question in 

the field of native ion mobility-mass spectrometry. The following study provides more 

detailed insight into features of gas-phase compaction as it relates to protein ions in 

general as well as to those belonging to the same native charge state distribution. 
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CHAPTER IV 

INVESTIGATION OF CHARGE-STATE-DEPENDENT COMPACTION OF 

PROTEIN IONS WITH NATIVE ION MOBILITY-MASS SPECTROMETRY AND 

THEORY 

Includes co-authored material reprinted with permission from: 

Rolland, A.D.; Biberic, L.S.; Prell, J.S. Investigation of Charge-State-Dependent 
Compaction of Protein Ions with Native Ion Mobility-Mass Spectrometry and Theory. 
J. Am. Soc. Mass Spectrom. 2022, 33, 369-381. © 2022 American Chemical Society. 
 
 

1. Introduction 

Native-like protein ions formed by electrospray ionization often exhibit an 

approximately Gaussian distribution of charge states in the mass spectrum,182 consistent 

with stochastic charging during the electrospray process.104,180,181 Higher charge states 

beyond the native charge state distribution (CSD) typically indicate a significant degree 

of unfolding,205,208,649,774-776 as measured with complementary ion mobility (IM) 

experiments. However, many researchers anticipate this relationship—that higher charge 

indicates partial unfolding—extends to the native charge state distribution, interpreting 

the lowest charge state as corresponding to the most “native-like” structure. In mass 

spectrometry (MS) experiments which require isolation of a single charge state, such as 

in collision-induced dissociation/unfolding and tandem MS, mass spectrometrists must 

decide which charge state(s) to select for further study. Though it is commonly accepted 

that protein ion structure likely varies to some degree across the CSD,777 the magnitude 

of these structural differences and their influence on gas-phase behavior remain poorly 

understood. For example, in collision-induced unfolding (CIU) experiments,114 CIU 

fingerprints, in which collision cross-section (CCS) of an ion is plotted against the 
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collision voltage used to unfold it, have often been observed to vary among different 

charge states of the same protein (and transition voltages do not simply scale with charge 

state).114,620,693,694,778 Whether this is due to differences in charge or structure or both 

remains to be determined. CCS measurements made in native ion mobility-mass 

spectrometry (IM-MS) experiments137-139 provide information on the overall size and 

shape of ions and enable some insight into the charge-structure 

relationship.221,468,696,730,774,777,779 However, investigation of protein structure using native 

IM-MS is complicated by the well-documented observation that protein ions typically 

compact to some extent in the gas phase, as compared to condensed-phase (e.g., X-ray 

crystal, NMR, or cryo-EM) structures.215,222,224,225 As evidenced through comparison of 

experimental CCSs with those computed for condensed-phase structure coordinate 

files,224 many proteins compact by more than 10% (including small proteins such as 

ubiquitin, an 8.6-kDa monomer) and some compact by as much as ~20-30% (such as 

transthyretin and bovine serum albumin, 56 and 66 kDa, respectively).215 While the 

lowest charge state from a protein ion native charge state distribution does often represent 

the most compact structure, the term “native-like” can be somewhat context-dependent 

based on what aspects of native structure are under discussion.221,774 

According to Dole’s “Charge Residue Model” (CRM),180,646,651 ion charge (z) 

should scale approximately with mass1/2 for ions of fixed density and globular shape, and 

experimental evidence supports this.205,255,648,649 The general relationship between CCS 

and quasi-globular protein ion mass can also be derived from first principles based on 

geometry. For hard spheres of fixed density (and ignoring charge), CCS should increase 

as mass2/3.201,205,207,209 Taken together, it follows that CCS should scale roughly as z4/3 for 
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fixed-density hard spheres, ignoring charge entirely (i.e., charge exerts no forces and 

simply follows the CRM; see Appendix). Examination of well-established experimental 

drift tube CCS values, which do not require external calibration201 and thus have 

relatively small calibration uncertainties compared to other methods,222,780 for a set of 17 

protein cations widely used as IM-MS calibrants201,203 generally supports these 

relationships between CCS with charge state and mass (Figure 29). As shown in these 

plots, the expected scaling of CCS with z4/3 and mass2/3 most closely applies to the most 

abundant native charge states and to the average CCS from individual protein ion native 

CSDs. (Including uncertainties of one standard deviation, the overall fits for both helium 

and nitrogen CCS data sets, respectively, very closely follow the expected power laws, 

with charge exponents of 1.23±0.07 and 1.2±0.1 and mass exponents of 0.71±0.02 and 

0.66±0.03. Fits to exact 4/3- and 2/3-power laws for each of these, respectively, can be 

found in Appendix Figure S1.) By contrast, CCS remains almost constant across each 

protein’s CSD (Figure 29), an observation reported previously by Bush and coworkers 

for cations, anions, and charge-reduced cations of the same protein species over a wide 

range of charge states.779 Closer inspection of each individual protein native charge state 

distribution reveals small but measurable differences in CCS (see Appendix Figure S2 

for inset version of this plot to illustrate trends for small proteins). This observation itself 

indicates that protein ion structure does vary across native CSDs. However, the role of 

charge in affecting CCS and the details of the structural differences between ions of the 

same protein but different charge remain unclear. 
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Figure 29. Plot of experimental drift tube CCS values versus charge state (left) and mass 
(right) for 17-protein IM-MS calibrant data set.201,203 Each color represents a different 
protein. Shaded and open markers represent CCSs measured in nitrogen or helium buffer 
gas, respectively. Trendlines represent CCS fits to power laws and are colored according 
to buffer gas identity as in legend. 
 
 

Additionally, these differences are observed from a more coarse-grained view of 

global protein ion size and shape, and straightforward methods to probe finer structural 

details of native protein ions in the gas phase remain elusive. Molecular dynamics (MD) 

simulations offer a method by which to shed light on these unresolved questions 

regarding gas-phase protein ion structure.215,300,476,705,706,710-712,714-719,722,725,729,735,772,781,782 

We recently reported a simple in vacuo force field MD protocol215 for simulating 

experimental gas-phase protein compaction to enable relatively fast calculation214 of 

accurate, reliable theoretical CCS values for native protein ions (Appendix Table S1). 

This study represents the most wide-scale comparison of the performance of different 

force fields in the context of gas-phase protein ion structure to date, with one simulation 

performed for each protein (ranging in mass from 2.8 to 336 kDa) using each of 5 

different force fields for a total of 85 simulations. Validated on a set of drift tube CCS 

values for 17 protein cations commonly used to calibrate IM-MS experiments,201,203 the 

method accurately captures the extent of gas-phase compaction that protein ions undergo 
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experimentally, producing structures for which the theoretical CCSs differ on average 

from experiment by only 0±4% (with nitrogen buffer gas) and −1±3% to −2±3% (with 

helium buffer gas for smaller and larger proteins, respectively).215 The most important 

finding from this previous work is that all five force fields on average compacted 

structures both globally and at the surface of the proteins while largely retaining higher-

order structure. These results are consistent with theoretical and experimental work in the 

literature indicating collapse of surface residue side chains in self-solvation and gas-

phase protein compaction.704-706,710,712,772 Additionally, hydration has been shown to 

affect competition for hydrogen bond formation on many small ions, indicating the 

potential to alter these processes.783-786 Experiments utilizing spectroscopy and, 

separately, unfolding/dissociation provide evidence of preservation of secondary and 

higher-order structure into the gas phase.58,77,113,116,221,479,759,760 While theoretical results 

using force fields developed for use with water models and optimized on small molecules 

should not be over-interpreted,736,787 structural features that are predicted robustly across 

many force fields and supported by other work can reasonably provide some insight into 

gas-phase protein ion structure and the role of charge. 

Here, we utilized this established simulation protocol to examine in detail 

structural variation across native protein ion charge state distributions. We selected three 

proteins from the set of 17 native protein IM-MS calibrants as a case study: β-

lactoglobulin (BLG; 18 kDa monomer), concanavalin A (ConA; 103 kDa tetramer), and 

glutamate dehydrogenase (GDH; 336 kDa hexamer).201,203 These proteins represent a 

wide range of masses, charge states, CCS values (measured in both helium and nitrogen 

buffer gas), oligomeric states, and structural features (Appendix Figure S3). For each, 
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we identified up to five stable charge configurations for each native charge state using the 

charge placement algorithm in Collidoscope, performed in vacuo molecular dynamics 

simulations of each charge conformer, and computed the CCSs of the simulated 

structures using the Trajectory Method.214 We then further analyzed structural features 

and changes in each simulated charge conformer, as well as in the original 17-protein 

data set,215 in order to determine any structural trends with respect to charge state both 

globally and in the context of individual protein native CSDs. Results from this 

investigation of structural variation across charge states and the contributions of charge in 

affecting CCS provide useful insight for mass spectrometrists’ interpretation of structural 

information from unfolding/dissociation experiments, as well as for the use and 

development of molecular dynamics simulations with which to investigate gas-phase 

protein behavior. 

2. Experimental Section 

2.1. Molecular Dynamics Simulations, Charge Placement, and Collision Cross-

Section Calculations 

 Three proteins were selected from a set of 17 native-like protein ions with 

experimental drift tube ion mobility data:201,203 β-lactoglobulin (BLG; 18 kDa monomer), 

concanavalin A (ConA; 103 kDa tetramer), and glutamate dehydrogenase (GDH; 336 

kDa hexamer). All experimental IM-MS data used here was previously reported. 

Experimental conditions can be found in references 201 and 203; we note that activation 

conditions were minimized for all of these native IM-MS calibrant protein ions to ensure 

reproducibility. The following condensed-phase structure coordinate PDB files were used 

for simulation: 3BLG (β-lactoglobulin), 3CNA (concanavalin A), and 3JCZ (glutamate 
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dehydrogenase). Residues missing from the full sequence were added to the GDH (3JCZ) 

structure in PyMOL, and this modified structure was briefly (1 ns) relaxed via molecular 

dynamics simulation with water to ensure more reasonable folding of these added 

segments. The resulting structure (with water molecules removed) was used as the 

starting structure for all subsequent work. 

 The charge placement algorithm in Collidoscope214 was used to identify stable 

configurations for each charge state included in the experimental native protein ion IM-

MS database. This was repeated five times for each charge state of each protein. In vacuo 

molecular dynamics simulations were performed with the GROMACS 2016.6 molecular 

dynamics package as previously described.215 Briefly, topology files were generated with 

charges assigned according to each unique charge configuration identified with 

Collidoscope.214 All structure coordinate files were simulated with the GROMOS96 43a2 

force field,770 and the BLG charge conformers for which there was experimental data 

reported in helium buffer gas were simulated using the GROMOS96 54b7 force field771 

(due to GROMOS96 54b7 performing better for small proteins in helium; see Appendix 

Table S2). A brief energy minimization step was performed first, followed by a 5 ns 

NTV-ensemble production run at 300 K with a modified Berendsen thermostat. (Previous 

results indicate that longer production runs up to 500 ns do not typically result in 

additional measurable structural differences.215) 

 Collision cross-sections were computed for all structures (unsimulated and 

simulated) using the Lennard-Jones 6-12-4 parameters for either helium or nitrogen 

buffer gas as implemented in the Trajectory Method in Collidoscope214 with the original 

number of charges, unless otherwise noted (see below; CCS values listed in Appendix 
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Table S3). (Throughout the text, we refer to the original condensed-phase starting 

structures as “unsimulated” and to the vacuum MD-compacted structures as “simulated”.) 

Experimental CCS values for comparison were obtained from the literature set of 17 

native-like protein ion IM-MS calibrants (see Appendix Table S1 for complete list of 

protein identities, masses, and starting PDB IDs).201,203 

2.2. CCS Calculations for Identical Structures Varying Only in Charge 

 The CCS of each smallest-CCS and largest-CCS structure resulting from the 

above-described simulations of BLG, ConA, and GDH charge conformers was re-

calculated using the Trajectory Method in Collidoscope214 using both the lowest and 

highest native charge state for each protein in both buffer gases. The resulting CCS 

values (reported in Appendix Table S4) were used to represent extremes of the CCS 

range expected if native charge state distributions corresponded to identical protein ion 

structures varying only in charge state. 

2.3. Projection Approximation CCS Calculations 

 To represent the size of protein ions in the absence of charge-dipole interactions, 

Projection Approximation CCSs were calculated using IMoS for unsimulated and 

simulated structure coordinate files containing no explicit charges (Appendix Table 

S5).217,748,788 

2.4. Analysis of Structural Features 

 Full details of how all structural features (listed in Appendix Table S6) were 

determined and analyzed, including principal component analyses, are available in the 

Appendix. All structural feature analysis presented in this work, both for the set of 3 
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proteins simulated for the first time here and the set of 17 native-like protein IM-MS 

calibrants with which the protocol was previously developed,215 represents new results. 

3. Results and Discussion 

3.1. Experimental Trends in Collision Cross-Section with Charge for Globular 

Protein Ions 

As shown for the set of 17 native-like protein ion IM-MS calibrants in Figure 

29,201,203 while the z4/3 power law derived from first principles generally holds 

empirically for the CCS of most-abundant charge states, the trend in CCS across 

individual protein ion native CSDs is nearly flat. This observation indicates that different 

native charge states of the same protein ion do not simply “expand” or “compact” to 

respect the CRM (which would indicate large changes in density), and it is known that 

charge state does affect long-range ion-dipole interactions that contribute to charge 

scattering and thus can potentially alter CCS.220,776 The assumptions inherent to simplistic 

derivation of power-law relationships of CCS to charge and mass from CRM and 

geometry—fixed ion density, charge-independent CCS, and fixed structure across the 

charge state distribution—predict a perfectly flat trend in CCS across individual native 

CSDs (see Appendix). The measurable (albeit small, on the order of ~2%) differences in 

the CCSs across native CSDs (Appendix Figure S2) indicate that at least one of these 

assumptions must be invalid. Either 1) density varies to some small extent across the 

native charge state distribution, 2) charge exerts sufficient forces to alter CCS, or 3) 

protein ion structure varies. 

Computation of the volumes of simulated charge conformer structures (described 

in detail in a later section) for individual protein ion native charge state distributions 
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reveals only minimal variation in density (Appendix Table S7).789 Packing density, the 

ratio of the van der Waals volume to the total volume, varies less than 1% across all 

charge states for each of the proteins regardless of size (0.9% deviation for BLG, 18 kDa, 

and 0.3% deviation for GDH, 336 kDa). Examination of density determined as the ratio 

of protein mass over volume yields similar results. The plot of experimental drift tube 

CCS values201,203 as a function of mass in Figure 29 further shows very little change in 

density with mass. Thus we conclude that the first assumption—that density is essentially 

fixed across the native CSD—generally holds true, narrowing focus to investigation of 

the other two assumptions, which regard the role of charge and possible structural 

variation. 

The “global” trend in CCS across all 17 proteins depicted in Figure 29 has a 

slope of ~3.2-3.4 nm2/charge (using local linear fits for the most-abundant native charge 

states) using CCSs measured in helium or nitrogen buffer gas, respectively.201,203 As 

determined through linear regression, the experimental CCSs of smaller proteins across 

their individual CSDs tend to exhibit slightly more positive trends with respect to charge 

state, in contrast to larger proteins, which either exhibit a negative local slope or do not 

strongly correlate with charge state (Appendix Table S8). Regardless, among proteins 

with at least three native charge states, all local slopes were of magnitude equal to or less 

than 1 nm2/charge, with the majority less than 0.5 nm2/charge, considerably less drastic 

than compared to the “global” trend.779 

Overall, the trends observed between experimental drift tube CCS and charge 

state suggest that ions of the same protein identity but different charge states do not adopt 

identical structures in the gas phase. However, despite the very slight changes in CCS 
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with respect to charge state, we also cannot rule out the other remaining assumption—

that charge does not affect CCS—from these observations alone. Both long-range and 

short-range interactions can affect CCS. Long-range charge-dipole interactions should 

typically increase CCS with increasing charge state,776 owing to increased long-range 

scattering, at least for identical ion structures.220 Thus, as previously noted by Robinson, 

Bush, and others,221,468,696,774,790,791 charge-dipole interactions should in principle have a 

relatively greater influence on the CCS of smaller proteins than larger proteins containing 

more residues and multiple subunits, as evidenced by their slight increases in CCS with 

increasing charge (Appendix Figure S2). If structure does vary across native CSDs, 

several key questions remain: 1) How large are the effects of structural differences on 

CCS? 2) What structural features cause these effects? 3) Are these effects monotonic 

with charge? Teasing apart the reason for experimental CCS deviation from the expected 

relationship from first principles—whether it be due to variation of structure across native 

charge state distributions or due to significant contributions of charge to CCS—requires 

further investigation into the role of charge in gas-phase protein structure, for which we 

draw upon experiment and theory. 

3.2. Global Trends in Protein Ion Structural Features with Charge State 

 To help assess the role of structure and charge state on CCS trends across native 

CSDs, we first investigated possible global trends by re-analyzing the original 17-protein 

data set in greater detail.215 In our previous systematic comparison of the results of in 

vacuo simulation of each of the 17 proteins in the IM-MS database,201,203 we examined 

structural changes predicted by each of the five force fields tested in order to identify 

both robust and force field-specific trends. This was based on the average change for 
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each structural feature across all 17 proteins, for which only one charge state was 

investigated. Here, we re-analyze these simulated structures to identify possible trends 

with charge. Because this original data set encompasses a wide range of charge states 

from 17 different proteins, trends derived from the full data set are less likely to be 

heavily skewed by unique features of a single protein. 

 Features analyzed (see Appendix Table S6 for full list and analysis details) 

included those related to size (CCS, compaction, percent difference with respect to 

experiment, and RMSD as compared to the initial condensed-phase structure used for the 

simulations) and measures of how compaction varies for solvent-accessible residues at 

the “surface” of the protein versus the remaining set of buried residues in the “interior” 

(interior CCS, number of surface residues, number of polar contacts involving charged 

side chains at the surface, and number of hydrogen bonds involving surface residues). We 

also analyzed non-covalent interactions (number of hydrogen bonds and salt bridges) and 

secondary structure content (number of residues with α-helical or β-strand geometry as 

determined in PyMOL). Among the five FFs tested in our original study, most resulted in 

the same general changes to these structural features with differences only in magnitude 

or the extent of the change.215 For example, all five FFs caused structures to compact 

both globally and at the surface, as determined by comparison of the CCS, number of 

“surface” residues, and number of polar contacts involving charged side chains before 

and after simulation (Figure 30). Non-covalent interactions increased on average relative 

to initial structures for ions simulated with each of the five FFs, while secondary structure 

content decreased very slightly on average, with more loss of α-helical structure than β-

strand. 
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Figure 30. Example of typical compaction with overlaid structures of a GDH 42+ charge 
conformer before (unsimulated cryo-EM structure, orange mesh) and after in vacuo 
molecular dynamics simulation (blue solid). Panels above show initial hydrogen bond 
formation for ARG338 (purple, charged site) with water in the condensed-phase structure 
and subsequent collapse to form interactions with other residues after simulation in 
absence of solvent, with yellow dotted lines representing the polar contacts involving the 
side chain amine groups. All other polar contacts involving side chains are indicated with 
black dotted lines for both structures. 
 
 

Linear regression analysis performed here of each of these metrics against charge 

state revealed significant (Pearson R2 > 0.9) correlations with CCS, number of hydrogen 

bonds, number of surface hydrogen bonds, number of surface residues, interior CCS, and 

number of polar contacts involving charged residues, and all of these exhibited positive 

slopes (Figure 31 and Appendix Figures S4-S5). CCSs and surface hydrogen bonds 

(which should scale roughly with surface area) for these simulated structures are fit to a 

z4/3 power law as expected for global trends. The total number of hydrogen bonds should 
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correlate to volume, which scales with z2, and is fit accordingly. While the total number 

of salt bridges, RMSD, and secondary structure content also increased with increasing 

charge state, these trends did not have significant R2 values (Appendix Figures S4-S5). 

The global linear trend in CCS as a function of charge state identified here for simulated 

structures (with derivative values of ~3.1 nm2/charge and ~3.4 nm2/charge for helium and 

nitrogen buffer gas, respectively) matched well to that observed for the experimental drift 

tube CCS measurements described above (~3.2-3.4 nm2/charge). 

 
Figure 31. Structural feature trends as a function of charge state for the original data set 
of simulations of 17 IM-MS calibrant proteins using one central charge state for each. 
CCS, total number of hydrogen bonds, and surface hydrogen bonds all exhibit power law 
relationships with increasing charge. Normalization of these metrics to the specific 
features of each protein before simulation (percent of maximum number of hydrogen 
bonds772 and number of hydrogen bonds per surface residue) results in effectively flat 
trends. 
 
 

Further analysis of the above types of structural features as normalized metrics 

(with structural features represented as either a percent change relative to the unsimulated 

structure or a proportion relative to the maximum possible number of interactions772 or 

number of features per residue) yielded trends with no additional significant correlation 

coefficients (Appendix Figures S4-S5). However, the slopes for many of these trends in 

structural changes relative to their respective unsimulated starting structures as a function 

of charge state were near zero, indicating structural features or changes that are 
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effectively constant (slopes of approximately ±0.1% relative change/charge) across this 

wide range of protein charge states (Appendix Figures S4-S5). Several of these were 

related to non-covalent interactions: percent of maximum number of hydrogen bonds, 

percent change in number of hydrogen bonds, number of hydrogen bonds per surface 

residue, number of polar contacts per charged residue, and percent of maximum number 

of salt bridges (Appendix Figure S4). Percent change in secondary structure also 

exhibited a flat trend with respect to charge state for this 17-protein data set. That the 

relative changes in each of these features is constant across this wide range of charge 

states, each representing a different protein ranging in mass from 2.8 kDa to 336 kDa, 

suggests that the GROMOS96 43a2 force field770 robustly predicts these typical changes 

regardless of the particular protein, a result that is useful in interpreting structural 

information from simulation results. Because this force field also outperforms others 

tested for recapitulating experimentally observed gas-phase compaction of native protein 

ions,215 the parameters associated with these types of interactions represent a good 

starting point for future optimization of existing or new force fields or more sophisticated 

computations for gas-phase purposes in the future. As collapse of side chains at the 

surface of proteins is the dominant feature of gas-phase compaction, it may be possible to 

capture more detailed aspects of compaction in the future by focusing more 

computationally-expensive methods, such as quantum mechanical simulations, on the 

protein ion surface. 

Other trends for normalized (i.e., percent change or percent of maximum) metrics 

with respect to charge state which had neither a significant (> 0.9) R2 value or effectively 

zero slope are also included in Appendix Figures S4-S5. Briefly, we note that the 
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percent change in each of the following features exhibited positive, although not strong, 

trends: surface hydrogen bonds, polar contacts involving charged side chains, and salt 

bridges. By comparison, the percent change in surface residues and “interior CCS” 

decreased (i.e., became more negative) with increasing charge, indicating “smoother” 

surfaces for larger gas-phase protein ions due to large decreases in solvent-accessibility 

of surface residues. Overall, findings from these linear regression analyses are consistent 

with the general conclusion that larger protein ions form more new non-covalent 

interactions during in vacuo MD simulation than do smaller protein ions and thus are able 

to compact to a greater extent. 

3.3. Trends in Structural Features Across Protein Native Charge State Distributions 

 Having established global trends in structure with respect to charge, we analyzed 

BLG, ConA, and GDH in greater detail, separately simulating compaction for each 

charge state in their native charge state distributions. These ions were chosen because 

they span a wide range of masses, charge states, and oligomeric states (BLG monomer: 

18 kDa, 7-9+; ConA tetramer: 103 kDa, 19-23+; GDH hexamer: 336 kDa, 37-43+), and 

there is no significant homology between them (Appendix Figure S3). BLG consists of a 

small β-barrel with short segments of helical structure. The condensed-phase structure of 

ConA contains no α-helical secondary structure and is primarily composed of β-sheets 

with a gap at the center of its four-subunit interface. GDH features a much larger subunit 

interface involving all C-termini at its center and is mostly α-helical, though each subunit 

also contains multiple β-sheets. Drift tube CCSs for these three protein ions are also 

available for both helium and nitrogen buffer gas,201,203 and these experimental values 

range from ~17 nm2 to ~135 nm2. (Monomeric BLG is the smallest protein for which 
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CCS measurements in both gases are reported, and GDH is the largest protein of the 17 in 

the IM-MS calibrant data set, which excludes GroEL.201,203) 

Analysis of individual protein CSDs removes effects of mass differences and 

allows for closer examination of the specific role of charge in influencing features of gas-

phase structure. We identified up to five high-stability charge configurations for each 

experimental charge state of all three proteins using the Collidoscope charge placement 

algorithm.214 We then performed an in vacuo MD simulation on the condensed-phase 

structures of these three proteins for each stable charge configuration identified. As 

before, CCSs were computed using the Trajectory Method in Collidoscope (Appendix 

Table S3),214 and structural features of both the unsimulated and simulated structures 

were analyzed using PyMOL. 

 For the structural analysis above and in our previous simulation study, we utilized 

only the most abundant charge state from each protein’s distribution for simulation and 

CCS calculation. To ensure that the accuracy of the protocol is not limited to this charge 

state, we first checked its accuracy and precision for all of the native charge states for the 

three test proteins with available consensus CCS. As shown in Figure 32, all 24 

computed average CCSs (and all 49 total computed CCSs for individual structures) fell 

well within the expected range of performance with only one exception—the single CCS 

value for BLG 9+ in helium. We thus concluded that the simulation protocol is accurate 

across the native charge state distributions for these ions. 

 We also note that these simulation results, especially for the larger proteins ConA 

and GDH, do not exhibit a monotonically increasing relationship between CCS and 

charge state (Appendix Figure S6), indicating that the lowest charge state from a native 
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Figure 32. Average percent difference between experimental drift tube201,203 and 
simulated CCS for BLG, ConA, and GDH charge state conformations. Error bars 
represent 1 standard deviation. Symbols and coloring represent different buffer gases as 
indicated in legend. Shaded areas span the established range of accuracy and precision 
with the utilized MD simulation protocol for nitrogen buffer gas (0±4%) and helium 
buffer gas (−1±3% and −2±3% for lower charge states and higher charge states, 
respectively). 
 
 
protein ion distribution does not necessarily correspond to the most compact structure. 

CCSs for individual simulated charge conformer structures for each protein were very 

similar to each other, with less than 1% standard deviation for ConA and GDH in both 

gases and for BLG in helium (Appendix Table S3). This value was slightly higher for 

BLG structures in nitrogen buffer gas (~3%), though this is likely due to only one stable 

configuration being identified for each of the two charge states. 

Linear regression analysis of structural features across individual protein ion 

CSDs for the three proteins investigated here, however, did not yield any significantly 

different findings from the global study described above. In general, the only linear 

trends with apparently strong correlation coefficients were for BLG (Figure 33 and 
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Appendix Figures S7-S8), though these are not to be over-interpreted as they originate 

from fitting a set of just three data points due to identification of only one stable charge 

configuration for each charge state. While most trends for the two larger proteins ConA 

and GDH were effectively flat with respect to charge state (Appendix Figures S9-S11), 

structural changes related to surface hydrogen bonds, surface residues, and salt bridges 

exhibited the clearest trends with charge state for BLG (Figure 33). For all of these 

trends, increasing charge state correlated with fewer interactions or smaller percent 

increases in the number of these interactions. That is, the BLG 9+ structure formed fewer 

hydrogen bonds involving surface residues and salt bridges than did the 7+ structure, 

indicating competition between Coulomb repulsion of the charge sites and self-solvation 

of charges that is generally a major feature of gas-phase compaction.704,705,710,712,772 

Interestingly, this trend for BLG contrasts with the global decrease in surface residues 

retained relative to the unsimulated condensed-phase structure (i.e., increased surface 

“smoothing” as exemplified in Figure 30) described above as a function of protein mass. 

Structural changes that were consistent across the entire native CSD for both 

ConA and GDH include those related to hydrogen bonding and non-covalent interactions 

(percent of maximum number of hydrogen bonds, percent change in total number of 

hydrogen bonds, number of hydrogen bonds per surface residue, number of polar contacts 

per charged residue, and percent of maximum number of salt bridges), as well as RMSD 

(relative to condensed-phase structure coordinate file) and percent change in secondary 

structure (Appendix Figures S9-S11). 
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Figure 33. Relatively strong correlations of surface residues and surface hydrogen bonds 
with charge state for BLG as determined with linear regression analysis. For each of 
these two structural features, the top plot shows the trend for the total number of surface 
residues and surface hydrogen bonds, while the bottom plots represent percent change 
relative to the unsimulated starting structure. 
 
 
3.4. Expected Collision Cross-Section Trends for Identical Structures Varying Only 

in Charge 

To further investigate the role of both long-range and short-range interactions in 

determining CCS, we decoupled the influence of charge-dipole and gas-phase 

compaction by two different methods using the simulated protomer structures of BLG, 

ConA, and GDH. With the first of these methods, we tested the possibility that the ions 

represented by a charge state distribution have identical structure (other than that of the 

protonated residues) and varied only in charge. As described above, charge-dipole 

interactions between the ions and the buffer gas should result in larger CCSs for higher 

charge states.220,776 To more fully capture the variation in CCSs expected, we identified 

the simulated charge conformer structure with the smallest computed CCS and that with 

the largest computed CCS for each protein in each buffer gas and re-computed each 

corresponding structure’s CCS with the lowest and highest charge states from the 



126 

distribution (Appendix Table S4). As shown in Figure 34, the variation in CCS over the 

native CSD assuming identical structure is minimal. In helium buffer gas, the largest 

variation by far in CCS expected between the lowest and highest charge state is 0.28 nm2 

for GDH, with all other ranges ~0.1 nm2 or less. These absolute differences correspond to 

differences in CCS below 0.5%. Similarly, in nitrogen buffer gas, the largest variation 

(again for identical structures of GDH) is ~1 nm2, with all percent differences in CCS  

 
Figure 34. Plots of computed CCSs for individual simulated charge conformers of BLG, 
ConA, and GDH against charge state (filled circles), with CCS values re-calculated 
assuming identical protein ion structure for each distribution (open circles). Arrows 
highlight relevant comparisons, either from the largest-CCS structure (solid arrow) or 
from the smallest-CCS structure (dotted arrow) to re-calculated CCSs at the lowest and 
highest charge states, respectively. Filled points from which two arrows originate (ConA 
helium and GDH nitrogen plots) indicate this structure was either the smallest or largest 
CCS but had not been simulated with either of the charge state extremes originally. Blue 
and red coloring correspond to values computed with nitrogen (top row) and helium 
buffer gas parameters (bottom row), respectively. 
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~1.6% or less. (Note that the scale used for CCS values on the y-axis differs in each plot 

and that the difference after re-calculation of ConA CCSs in nitrogen buffer gas is much 

smaller than for GDH.) Thus, for these ions with essentially fixed structure across the 

native CSD, the difference in CCS arising from charge effects is below current 

experimental uncertainty and effectively unmeasurable. These results suggest that 

contributions of long-range charge-dipole effects alone cannot account for the variation 

in CCS observed across individual protein ion native CSDs, consistent with previous 

findings.696 The inability of a single structure to explain the full range of experimental 

CCSs is also consistent with the hypothesis that protein ion CSDs arise from a 

distribution of multiple solution-phase folded states.792 

To further confirm that charges do not exert significant forces to alter CCS, we 

performed a separate set of calculations to remove contributions of charge-dipole 

interactions from the computation of CCSs of the simulated structures. Charge is 

accounted for in Trajectory Method (TM) calculations through explicit inclusion of both 

long- and short-range scattering effects.214,220,637 We thus performed an additional set of 

CCS computations on the simulated structures using the Projection Approximation (PA) 

method, which does not model charge-dependent interactions, in IMoS (Appendix Table 

S5).217,748,788 The resulting (charge-ignorant) PA CCSs qualitatively mimic the trends 

observed with the TM, as shown in Figure 35 where both are plotted as percent 

differences in CCS relative to the condensed-phase, unsimulated structure. Although 

there are systematic shifts in the PA computed CCSs relative to those from the TM due to 

the well-understood differences in accuracy of the two methods,637 the PA results confirm 
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that variation in CCS for the simulated structures reported here is not merely a result of 

accounting for long-range charge-dipole interactions in the CCS computation itself. 

 
Figure 35. Average percent difference in CCS for simulated charge conformers of BLG, 
ConA, and GDH in both buffer gases (color indicated in legend). Values are calculated 
using the difference between CCSs for the simulated and unsimulated structures, relative 
to the unsimulated structure. Trajectory Method calculations with Collidoscope and 
Projection Approximation calculations with IMoS represented by symbols indicated in 
legend. To provide further clarity, the full set of PA CCSs is shown first for each protein 
with a grey background, with the full set of TM CCSs adjacent. 
 
 
 Of note, the greatest percent difference in CCS relative to the condensed-phase 

structure for BLG is observed for the lowest charge state (Figure 35 and Appendix 

Table S3), with the smallest percent difference in CCS seen for the highest charge state. 

Further, as discussed above, BLG CCSs follow a positive trend with increasing charge 

state. For BLG and other small proteins for which the extent of possible compaction is 

limited and for which charge density and the proportion of surface residues is greater, 

experiment and these simulation results together indicate increasing charges can often 

lead to Coulombic repulsion that preferentially stabilizes larger structures. This finding 

(specific to the one small protein studied here) is consistent with a common observation 

in the literature whereby the lowest charge states are the most compact (i.e., have the 
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smallest CCS). However, it is important to note that this structure is the most compacted 

and different from the condensed-phase structure, and labeling such structures as the 

most “native-like”, based solely on their CCS, can be somewhat misleading. While 

experiment reveals that the 7+ structure has a smaller CCS than does the 9+ structure, 

these results illustrate unique insight from computational chemistry that the higher-

charged ion is indeed “larger” than the lower-charged ion. 

3.5. Principal Component Analyses of Structural Features 

Because linear regression analysis of the individual structural features as a 

function of charge did not yield any new significant trends, we sought to determine 

whether some combination of these features might be more meaningful in explaining the 

observed trends in CCS than each feature alone. Other IM-MS researchers have used 

sophisticated machine learning and PA CCS computations on condensed-phase structures 

to analyze ion mobility results for very large data sets.793,794 Here, we use principal 

component analysis (PCA) and TM computations for MD-compacted structures, owing to 

the relatively small data set, for which more advanced machine learning approaches 

might be inappropriate or extremely time-consuming. We selected one metric from each 

of the 7 different categories of features (hydrogen bonds, surface hydrogen bonds, surface 

residues, polar contacts involving charged side chains, salt bridges, α-helical and β-strand 

secondary structure content), expressed as a percent change relative to the original 

unsimulated structure so that all features would be on the same protein-normalized scale. 

PCA of the charge state averages of these 7 features revealed that almost all of the 

variation could be explained by the first two principal components alone (66.0% and 
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25.0%, respectively, for a total of 91.0%). Replotting these data along the first two 

principal components shows clustering determined by protein identity (Figure 36). 

 
Figure 36. Principal component analysis of BLG, ConA, and GDH structural features, 
with the average for each charge state plotted according to the first two principal 
components and proteins represented by colors/symbols as indicated in legend. 
 

However, while all three proteins are well separated along the first principal 

component, ConA and GDH fall onto the same region along the second principal 

component axis (Figure 36). The eigenvectors of the first principal component are evenly 

weighted with a coefficient ±0.37-0.44 for all features except for percent change in the 

number of surface residues (0.17, Appendix Table S9). This latter feature then 

dominates the second principal component (coefficient of 0.69), for which ConA and 

GDH have similar values and are clearly separated from BLG. These two larger proteins 

show similar behavior for this feature, with an average decrease in the number of surface 

residues of ~50-56%, but differ drastically by all other metrics studied. By comparison, 

the average decrease in the number of surface residues for BLG is considerably lower at 

~30-37%. These differences lend further support to our general conclusion that smaller 
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proteins’ tendency toward increasing CCS with increasing charge state—indicative of 

long-range charge-dipole interactions predominating—can be rationalized by their 

minimal ability to undergo significant surface compaction, which is a robust, major 

contributor to global gas-phase compaction for larger protein ions.215,704,710,772 We also 

note that of these three proteins, ConA is unique in that its condensed-phase, unsimulated 

structure contains no α-helical residues (Appendix Figure S3). The differences in the 

first two principal components suggest that, in these simulations, percent change in the 

number of surface residues and α-helical secondary structure content are not strongly 

linked. 

 We also performed PCA on our original 17-protein data set with these same 7 

features, both with the aggregated data and with each individual force field (see 

Appendix Tables S10-S12 and Extended Methods). Importantly, the two major 

principal components in the aggregated data set, which together account for 56.9% of the 

variation, do not distinctly separate these data according to force field (Appendix Figure 

S12). These axes are dominated primarily by features related to hydrogen bonding, 

surface residues, and polar contacts with charged side chains (Appendix Table S10), 

similar to PCA results for charge conformers of the 3 proteins described above. PCA of 

these data for individual force fields reveal a high degree of similarity, with the two 

GROMOS96 force fields770,771 and, separately, CHARMM27768,769 and OPLS-AA/L767 

being most similar to one another and AMBER94766 sharing commonalities with each of 

these pairs (Appendix Tables S11-S12). These results are consistent with the findings in 

our original study and further suggest that a major explanation for differences in 

structural features and performance for gas-phase investigations among the force fields is 
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due to the greater extent to which GROMOS-simulated structures form new hydrogen 

bonds and surface interactions on the timescale used in this protocol.215 We note that 

compaction at the surface is to be expected given the relatively short (5 ns) production 

runs for these simulations, although the interior regions of most protein structures 

simulated with GROMOS FFs in the previous study also decreased in size (CCS) 

(Appendix Figure S5). Extending the production run timescale to 50 ns and 500 ns did 

not result in significant additional structural changes or performance with respect to 

comparison to literature CCS values.215 We attribute this to the accelerated dynamics 

possible with united-atom FFs such as the GROMOS FFs used, which additionally offers 

advantages in reducing computational expense while enabling a high degree of accuracy 

and precision in comparison to experimental IM-MS data. 

4. Conclusions 

 Small but measurable differences in experimental CCS across individual native 

protein ion CSDs201,203 provide an initial indicator that the structures of gas-phase ion 

charge conformers are not identical and that charge may contribute to CCS. Deviations 

from the expected trend cannot be explained by varying density of ions across their native 

CSDs, as supported both by experimental trends in CCS with charge state and by MD 

simulations indicating essentially fixed density across CSDs (Appendix Table S7). The 

greater tendency of smaller proteins to exhibit positive slopes in CCS across their native 

CSDs suggests their structures and CCSs are more sensitive to charge than larger 

proteins, as evidenced by results described throughout. Many small monomeric proteins, 

such as BLG (studied here), have minimal interior regions and lack cavities and grooves, 

resulting in a reduced ability to compact in the gas phase. Experimental and theoretical 
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work reported here, as well as many examples of previous work in the 

literature,215,704,705,710,712,772 indicate self-solvation is a major feature of gas-phase protein 

ion structure and compaction (Figure 30). 

CCSs for simulated structures of BLG, ConA, and GDH were very similar to each 

other, with less than 1% standard deviation for all values of each protein, except for the 

two structures of BLG for nitrogen buffer gas (3% standard deviation; Appendix Table 

S3). Our results thus suggest that structural differences can impart a small but measurable 

effect on CCS, though this effect is not necessarily monotonic with charge (Appendix 

Figure S6). Differences in compaction across charge state are supported by computation 

of PA CCS values (Figure 35), and long-range charge-dipole interactions do alter CCS, 

but to a minimal extent that is effectively unmeasurable with most current native IM 

instrumentation and cannot explain experimental CCS variation (Figure 34).696 This 

result, as well as those described below, supports a model whereby compaction occurs 

after or simultaneously with charging of the ion, and results in structure varying across 

native CSDs. Compaction is affected by charge, with charged residues (and residues at 

the surface generally) collapsing to self-solvate by forming new hydrogen bonds and 

other non-covalent interactions, ultimately resulting in subtle structural differences 

between charge states. By contrast, the opposite scenario (in which compaction occurs 

first, followed by charging) should result in essentially the same compacted structure 

initially, especially as protons are likely somewhat mobile during the final stages of ion 

desolvation and migrate to relatively stable charge sites.722,777,784 The overall effect of 

compaction occurring prior to charging would be a slight monotonic increase in CCS 

with charge state, which is unsupported by experiment and simulations. Further, it is 
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reasonable to expect that the energy released by formation of many (tens to hundreds of) 

new hydrogen bonds would exceed the small concomitant increase in Coulombic energy 

upon compaction. Together these findings support previous work showing that CCS need 

not correspond one-to-one with native protein ion structure and that peaks in IM spectra 

often represent multiple different conformations of protein ions with indistinguishable 

CCS.790,795 The MD protocol utilized here,215 with which we were able to identify several 

competing protomers for each charge state that had different structures, may also be 

useful when integrated into ongoing efforts to model experimental arrival time 

distributions, especially when combined with more extensive solution MD modeling 

prior to vacuum MD.216 Because CCSs for cationic, anionic, and charge-reduced cationic 

protein ions of the same species have been found to vary to a small extent,779 we also 

anticipate investigation of how structure may vary across native CSDs obtained with 

negative polarity and in comparison with their positive polarity counterparts, which are 

often higher in charge than for negative polarity, as a future application of this protocol. 

 Overall, results presented from experiment and theory provide evidence that gas-

phase protein ion structure varies, albeit to a small extent, across native charge state 

distributions. Trends (or lack thereof) in structural features across CSDs identified here 

(Figures 31, 33) can better inform researchers performing experiments which require 

isolation of a single charge state and rationalize differences in gas-phase behavior 

observed in CIU. Simulated protein charge conformers reported in the present work, as 

well as simulated structures in our previous work, all retain much higher-order structure 

and similarity to their corresponding original condensed-phase structure coordinate files. 

This result warrants optimism for the use of native IM-MS in studying protein structure, 
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and other evidence also supports the finding that (globular) protein ions preserve much of 

their solution-phase structures in the gas phase.469,711,714,759,772 However, we would 

caution the native IM-MS community against interpreting the lowest charge state from a 

native distribution or the native ion with the smallest CCS to be the most “native-like” 

simply because it is the most compact. Results from literature drift tube CCS values201,203 

and from simulations of protomers here illustrate that CCS does not vary with charge 

state “trivially” due to long-range ion-dipole interactions. As shown for the small protein 

BLG (Figure 35), the most compact structure can also be the most different from the 

“native” condensed-phase structure, as shown by experimental and theoretical results 

together. 

 The primary explanation for gas-phase compaction identified here—extensive 

formation of new hydrogen bonds and non-covalent interactions—is not a novel 

finding,704-706,711,759,772,781 but results presented here show that “smoothing out” of the ion 

surface and collapse of cavities/grooves upon compaction (as exemplified in Figure 30) 

can subtly depend on charge state. This appears to be a general phenomenon applying to 

biomolecules beyond just proteins, as similar findings of gas-phase compaction and self-

solvation by hydrogen bond formation have been reported for nucleic acids as well.796 

The general ability of our MD simulation protocol,215 in which charges are added to 

condensed-phase structures before a gas-phase production run, to recapitulate both 

general and detailed trends with charge state suggests that charging occurs before or 

along with final compaction of the protein ion, as described above. Detailed structure 

changes upon ion desolvation are then largely determined by charge state and 

compaction—through self-solvation and formation of new interactions for surface 



136 

residues with other parts of the protein to replace those in many cases originally fulfilled 

by solvent interactions.704-706,710,712,772 Results from cryogenic IM-MS studies of different 

hydrated peptides and small ions by Russell and coworkers include examples where 

solvation with increasing numbers of water molecules can lead to different effects on 

CCS and structural changes.786 Separately, results from Williams and Russell provide 

evidence that even a small extent of hydration can screen electrostatic interactions and 

their effects on structure.783,784,797 In the context of this work, we posit that formation of 

new hydrogen bonds after charging and concomitant with compaction and surface 

“smoothing”—as evidenced by our simulations—is a major part of the desolvation 

process. Dissociating a water molecule requires a considerable amount of thermal energy 

(often ~40 kJ/mol), which could be offset by the formation of new hydrogen bonds. 

While the smallest protein studied here formed only ~14 new hydrogen bonds on average 

through simulation, this number was much higher for both ConA and GDH (~270 and 

~200 on average, respectively), and the energy gained would be sufficient to dislodge 

more than many water molecules for these latter cases. Results from this work not only 

provide new insight into the relationship of gas-phase protein ion structure and charge 

that will be useful for interpretation of structural information from native IM-MS 

experiments, but also highlight the important role for formation of new hydrogen bonds 

between protein functional groups in aiding desolvation and determining final protein ion 

structure and CCS. 

Bridge 

 The previous chapters have introduced advances in interpreting native ion 

mobility-mass spectrometric analysis of heterogeneous biomolecular ions and featured 
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the validation of computational methods to improve fundamental understanding of gas-

phase protein ion structure. This force field molecular dynamics simulation procedure 

enabled, for the first time, quantitative comparison between experimental and simulated 

structural data with known accuracy and precision, representing the first major goal of 

this dissertation. The following chapters apply these computational approaches with 

native ion mobility-mass spectrometry experimentation to the study of heterogeneous 

protein complexes which have proved challenging to investigate with other state-of-the-

art methods, revealing new features important for understanding their structure and 

function which were not previously accessible. The next chapter describes the native IM-

MS characterization of a pore-forming membrane protein toxin formed in various 

membrane-like conditions and the use of gas-phase dissociation to characterize these 

complexes.  
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CHAPTER V 

SYMMETRIC DISSOCIATION OF OLIGOMERIC COMPLEXES OF CYTOLYSIN A 

UPON COLLISIONAL ACTIVATION IN DIFFERENT MASS SPECTROMETER 

PLATFORMS 

 

While the material included here is primarily my own work, Jesse W. Wilson and Sophie 

R. Harvey assisted with sample preparation and data collection. Vicki H. Wysocki and 

James S. Prell contributed to experimental design and interpretation. This work will be 

the basis of a manuscript to be submitted in the future, with the above named as co-

authors. 

 

1. Introduction 

 Native electrospray ionization mass spectrometry (ESI-MS) is a powerful tool for 

studying biomolecules and offers several advantages for analytes such as membrane 

proteins and other heterogeneous complexes.41,42,44,47,49,52,53,136,137,157,179,338,798 Many 

membrane proteins require a membrane-like environment (e.g., including the presence of 

lipids and/or detergents) for stability, making them often challenging samples to work 

with. For membrane proteins and their complexes that are too large (> ~20 kDa) for 

detailed study with NMR spectroscopy, detailed condensed-phase structural 

determination methods are further limited to those solution conditions which prove 

suitable for crystallization and/or immobilization. This can restrict experimental design 

and could exclude some membrane proteins from study by these methods.28,29,31,32,35,36,38 

By contrast, in native ESI-MS experiments, analytes can often be transferred intact within 
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a small membrane-like environment (such as a detergent micelle, lipoprotein nanodisc, 

bicelle, or other membrane mimic) directly from solution into the gas phase.44,169,273,670,799 

This confers flexibility in conditions that can be used, in addition to the benefits of 

having minimal sample requirements and being very fast, with collection of a dataset 

taking only seconds to minutes. The high mass accuracy and sensitivity of native ESI-MS 

also enable unambiguous determination of complex stoichiometries, including subunit 

composition and the number and identity of ligands or small molecules 

bound.52,57,90,91,93,94,99,174,186,338,347,629,800 

 Since Robinson and coworkers first demonstrated that addition of detergent at 

twice its critical micelle concentration to membrane protein samples was often sufficient 

to stabilize them and enable their study with native MS,270 many researchers have utilized 

this technique271 to uncover new details of membrane proteins. In some cases this has 

resulted in identifying new structures or oligomeric forms that were not previously 

observed with traditional condensed-phase structural determination methods and the 

membrane mimics amenable to them. More recently, there have been studies reporting 

variation in protein behavior and structure, including oligomeric state, depending on the 

detergent or lipid environment used.37,55,64,65,75,163,186,667,668,671 This illustrates the 

importance of detergent/lipid selection in membrane protein studies but also highlights 

the range of solution conditions that can be explored with native MS. 

1.1. Cytolysin A Oligomeric Pore Complexes 

 Native IM-MS is thus well-suited for the study of biomolecules for which there is 

evidence of structural or functional dependence on environment. Cytolysin A (ClyA) is a 

34.5 kDa α-pore-forming toxin801 found in pathogenic strains of Escherichia coli802,803 
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and Salmonella enterica804 that has drawn interest in bionanotechnological 

applications,805-815 but many details of its assembly and characteristics of its final 

oligomeric pore complex remain unresolved.816-828 Pore-forming toxins are a subclass of 

membrane proteins, with their initially soluble monomers undergoing conformational 

transitions to form oligomeric membrane-inserted pore complexes in membrane-like 

environments.829-832 Reports in the literature identifying the oligomeric state of the final 

pore complex formed by ClyA are conflicting, and the ability to form arc-like pores and 

prepore complexes has also been debated.810,818,825,833-838 In early electron microscopy 

experiments, predominantly octamers as well as a small population of hexamers were 

identified, with the authors interpreting their data to indicate ClyA possesses some degree 

of conformational variability.838 Separately, others reported in the same year that ClyA 

formed tridecameric pore complexes in their electron microscopy experiments.834 Later, 

an X-ray crystal structure of a dodecameric pore complex was solved,837 while most 

recently cryogenic electron microscopy has been used to determine the structure of 

dodecameric, tridecameric, and tetradecameric complexes.836 These experiments were all 

conducted under different conditions, including the presence of different detergents. 

Given these discrepancies, we sought to utilize the advantages of native MS to 

characterize the oligomeric complexes formed by ClyA in different detergents. 

1.2. Gas-Phase Dissociation Techniques 

 Because these types of membrane protein samples are necessarily prepared in 

membrane-like environments, relatively high levels of activation are often employed 

within the mass spectrometer to dislodge lipid, detergent, salt, and other 

adducts.44,70,93,142,171,270,271,397,798,800,839 This is because heterogeneous samples yield 
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congested mass spectra, arising from overlapping signals of ions varying not only in 

charge but also in number and identity of bound ligands. However, as we described 

recently in a comprehensive review on this topic, many state-of-the-art deconvolution 

algorithms, computational tools, and instrumental and experimental strategies are now 

available to combat this challenge.157 This is especially important for analytes for which 

sources of heterogeneity are physiologically relevant and thus need to be preserved in the 

complex. It has also recently been shown that these sometimes harsh conditions may 

cause unintentional lipid rearrangements,282,454 which can affect structural interpretation 

of native MS data. Together, this has led to a shift in the direction of the field to seek and 

prioritize softer conditions in experimental and instrumental design. 

 Once the total mass of the intact protein complex has been determined, adjuvant 

unfolding and dissociation experiments within the mass spectrometer are a valuable tool 

can be valuable for determining further structural information.107-110,113,114,116,117,142 This is 

most commonly done with collision-induced dissociation (CID), in which analyte ions 

undergo collisions with neutral gas molecules in specific regions of the instrument. CID 

characteristically results in an unfolded monomer accounting for approximately half of 

the original charge and the corresponding (n-1)-mer ion with the rest of the original 

charge.113,114,239,840,841 This can be useful for confirming the subunit stoichiometry of a 

complex based on the identity of the ejected monomer and the mass of the remaining 

complex.61,73,77,99,113,446 However, CID of large protein complexes typically does not 

provide much additional structural information. Surface-induced dissociation (SID) 

experiments, in which ions undergo a single collision with a solid surface, are much more 

informative in this respect.58,117,485,620,842 The product ions formed from SID have been 
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shown to reflect quaternary structure in pioneering work from Wysocki and 

coworkers.58,86,88,120,479,480,843-845 Complexes usually dissociate in SID along their weakest 

protein-protein interface, allowing researchers to infer details of their higher order 

structure by studying the product ions. Further differences between these two dissociation 

methods include their timescales and energetics.689,693,694,846-852 SID activation occurs on 

the picosecond timescale, and the ions produced remain compact during the course of a 

full native MS experiment.88,851,853 CID involves hundreds or thousands of low-energy 

collisions with gas, resulting in a slow (hundreds of microseconds) heating process, while 

SID is more efficient, requiring a single, high-energy collision event with a 

surface.693,846,854 It is currently speculated that SID, which raises the temperature of the 

ion much more quickly than does CID, causes symmetric dissociation by accessing 

thermal, high-energy pathways that are not kinetically accessible in CID. However, some 

experiment indicate that SID often involves at least some non-thermal (i.e., mechanical) 

interaction with the surface.846,855 Despite the rich information that can be gleaned from 

SID, instrument modification to install the surface device is required, and transmission 

efficiency can often be reduced in these experiments.856-863 Intriguingly, a small number 

of native protein complexes have been reported to undergo symmetric dissociation or 

otherwise follow atypical CID pathways when activated by methods other than SID, 

including CID and ultraviolet photodissociation (UVPD).151,153,288,620,864-871 Some trends 

and shared structural features have been noted for these (e.g., interface area, salt bridges, 

charge state, intramolecular disulfide bonds),221,472,620,841,866,871-876 but these do not hold 

true for all protein complexes. This atypical behavior is poorly understood and invites 
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further investigation, especially in pursuit of a unified understanding of gas-phase 

dissociation by these common, but very different, techniques. 

 Here, we have utilized the advantages of native ion mobility-mass spectrometry to 

characterize complexes formed by ClyA in a variety of detergents. We found that 

collisional activation of ClyA oligomers produced not only canonical CID products—

monomers and (n-1)-mers—but also symmetric dissociation product ions (e.g., 

dissociation of octamer into tetramers). This result was consistent regardless of detergent 

or initial oligomeric state and was reproducible on both a time-of-flight instrument and an 

Orbitrap mass spectrometer, under a variety of different activation conditions throughout 

the different regions of these two mass spectrometer platforms. Using the relative ratio of 

symmetric and asymmetric dissociation products detected as a guide, we speculate on the 

conditions needed to access SID-like dissociation pathways in commercial instruments 

without requiring modification or trading off transmission efficiency. We conclude by 

drawing upon experimental and theoretical work in the literature to understand the energy 

barriers associated with these different gas-phase dissociation pathways.840,877-888 

2. Methods 

2.1. Cytolysin A Expression and Purification 

 A glycerol stock of competent BL21 (DE3) cells containing a plasmid encoding 

Cytolysin A (ClyA) with a C-terminal hexa-histidine tag (pClyAwt-CHis6) was a 

generous gift from Dr. Min Chen (University of Massachusetts Amherst). ClyA was 

expressed and purified according to previously published methods.806 Briefly, this 

glycerol stock was used to inoculate a starter culture of 10 mL LB with 100 µg/mL 

ampicillin, which was allowed to grow overnight at +37 °C on a shaking platform at 180 
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rpm. This starter culture was then added to 250 mL LB with the same concentration of 

ampicillin in a large Fernbach flask the next day to use for expression. This culture was 

incubated at +37 °C with shaking at 180 rpm until the OD600 was within the range of 

0.5-0.65 (approximately one hour). The culture was cooled on ice, and then IPTG was 

added to achieve a final concentration of 0.5 mM to induce protein expression. Protein 

expression was done overnight (total of 16 h) at +15 °C with shaking at 180 rpm. Cells 

were harvested via centrifugation at 3100 x g for approximately 10 min at +4 °C. Cell 

pellets were resuspended in 15 mL of 50 mM Tris-HCl, pH 8.0, 1 mM EDTA, frozen, 

and stored at −20 °C until purification. 

 To lyse thawed cells, PMSF was added to a final concentration of 0.5 mM, and 

the mixture was sonicated, followed by addition of MgCl2 to a final concentration of 10 

mM. Clarified lysate was obtained after centrifugation for 20 min at 20,000 x g and 

filtration of the supernatant through a 0.22-µm membrane. Initial affinity purification was 

done using a HisPrep FF16/10 Ni-NTA resin column on an AKTA Prime Plus FPLC 

System (GE Healthcare). The column was equilibrated with Buffer A (150 mM NaCl, 50 

mM Tris-HCl, pH 8) prior to loading the clarified lysate onto the column. Buffer A1 (150 

mM NaCl, 50 mM Tris-HCl, 50 mM imidazole) was used to wash the column, and ClyA 

was eluted with Buffer A2 (150 mM NaCl, 50 mM Tris-HCl, 150 mM imidazole). 

Fractions containing the protein of interest were pooled and dialyzed in tubing with a 

molecular weight cutoff of 6-8 kDa against 150 mM NaCl, 50 mM Tris-HCl, 5 mM 

EDTA overnight at +4 °C with constant stirring. The dialyzed sample was centrifugally 

concentrated using a 10 kDa cutoff filter to a total volume of a few milliliters. This 

sample was then further purified by size exclusion chromatography directly in 200 mM 
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ammonium acetate, pH 7.50. Pooled fractions containing ClyA were centrifugally 

concentrated as above (final concentration 26.8 µM), aliquoted, flash-frozen in liquid 

nitrogen, and stored at −80 °C until further use. 

2.2. Screening Detergents for ClyA Oligomerization 

 To test which detergents were capable of inducing ClyA oligomerization, an 

initial screening was conducted using a panel of different detergents. A stock solution of 

each detergent prepared in 200 mM ammonium acetate, pH 7.50, at 10 times the critical 

micelle concentration (CMC) was added to a small volume of ClyA and further diluted as 

needed with the same buffer to create a mixed sample with a total volume of 50 µL, final 

detergent concentration equivalent to 2x the CMC, and final ClyA concentration of ~10 

µM. These samples were incubated at +4 °C overnight and then analyzed with both BN- 

and SDS-PAGE. Samples for which these gels indicated formation of higher molecular 

weight species were selected for further study. 

2.3. Native Mass Spectrometry of ClyA 

 ClyA-detergent samples were analyzed using native electrospray ionization ion 

mobility-mass spectrometry. Most native MS experiments were performed on a Waters 

Synapt G2-Si ion mobility time-of-flight mass spectrometer equipped with a 

nanoelectrospray ionization source. Additional data were collected on a ThermoFisher Q 

Exactive UHMR Orbitrap mass spectrometer. A small volume of sample (~3-5 µL) was 

loaded into a borosilicate glass capillary (i.d. 0.78 mm) that had been pulled to a fine tip 

(~1-2 µm in diameter). A platinum wire was placed in electrical contact with the sample 

solution, and electrospray was initiated by applying a voltage of ~+1.0 kV and thereafter 

lowered to just above the threshold voltage needed to maintain ionization and detection 
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(typically +0.7-1.0 kV). Instrumental parameters are specified in the text. Dissociation 

experiments were performed by increasing collisional activation in different regions of 

the two mass spectrometer platforms, and surface-induced dissociation experiments were 

performed using an SID device installed in these instruments. Mass spectra were 

analyzed using UniDec.171 

3. Results and Discussion 

3.1. Detergent-Induced Oligomerization of ClyA 

 Several detergents—differing in class, molecular weight, critical micelle 

concentration, and other physical and chemical properties—did not result in 

oligomerization or instead caused ClyA aggregation and thus were unsuitable for further 

study (n-tetradecylphosphocholine, tetraethylene glycol monooctyl ether, and n-dodecyl-

N,N-dimethylamine-N-oxide). Interestingly, we found that in n-octyl-beta-D-

glucopyranoside (OG), ClyA formed complexes ~111,262 Da in mass. This could 

correspond reasonably to a ClyA trimer (103,344 Da) with an excess mass equivalent to 

27 molecules of OG (m.w. of 229 Da). By comparison, OG was used in early EM 

experiments that identified octameric and hexameric complexes of ClyA.838 

 Two of the detergents tested resulted in formation of large oligomeric complexes 

of ClyA and thus were chosen for further study: n-dodecyl-beta-D-maltopyranoside 

(DDM) and octaethylene glycol monododecyl ether (C12E8). Adapting previously 

reported methods for inducing ClyA oligomerization with DDM detergent,837 all ClyA-

detergent samples were incubated at +4 °C overnight before native ESI-MS analysis. 

Both ClyA and detergent stock solutions were prepared in 200 mM ammonium acetate, 
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pH 7.50, to avoid requiring buffer exchange or other perturbations after the components 

were mixed. 

 The resulting distributions of oligomeric complexes formed in these detergents 

were mostly similar. We identified octameric complexes in both, and this oligomeric state 

was typically the most abundant of the larger species. One major difference was that 

well-resolved dodecameric complexes could routinely be detected from C12E8 

preparations, while in DDM, complexes larger than octamers (i.e., decamers and 

dodecamers) were only present at very low abundances when detected at all. This could 

be partially attributed to differences in the detergent in native ESI-MS 

experiments.64,162,271,282,420,454,667,668,671,889 While glycol ether detergents can be rather 

easily dissociated from protein complex ions, DDM clusters produce broad distributions 

in the mass spectrum that routinely stretch into the m/z range where complex ions appear, 

obscuring signals of interest. Even for ion populations well outside of this range, 

heterogeneity arising from detection of ions with not only different charges but also 

different numbers of bound DDM molecules creates a very congested mass spectrum. 

Comparatively, DDM requires higher levels of collisional activation to sufficiently 

resolve the peaks of interest in the mass spectrum (Figure 37).420 

3.2. Symmetric Dissociation Observed upon Collisional Activation 

 In performing CID experiments on ClyA oligomeric complexes to generate better-

resolved, cleaner spectra and to confirm the putative identity of the complexes, we 

observed other product ions beyond the highly-charged monomer and remaining (n-1)-

mer that canonically result from CID of a protein complex ion (Figure 37). Octameric 

complexes, which were the primary species studied due to being formed in the presence 
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Figure 37. ClyA octameric complexes (red squares) formed in DDM dissociate 
symmetrically into tetramers (mint triangles) as well as into canonical CID products: 
monomers (purple circles) and heptamers (orange triangles). Left: Mass spectrum of 
ClyA-DDM sample acquired on a ThermoFisher Orbitrap instrument with activation 
restricted to the source region (IST 200 V, HCD 0 V), analyzed and annotated to show 
the distribution of each oligomeric species with UniDec. Right: Normalized relative 
intensities of the identified peaks corresponding to each oligomeric species, determined 
with UniDec. Dimers are also labeled with blue triangles. 
 
 
of both DDM and C12E8, produced tetrameric ions upon increased collisional activation. 

The charge state distributions of these overlapped, with the tetramer charge being half 

that of the octamer, indicative of symmetric dissociation—a result typically observed for 

SID and sparingly reported for collisional activation of protein complexes in the 

literature. This was also true of the dodecameric complexes (both those formed in C12E8 

and those representing soluble oligomers separated from ClyA monomer with size 

exclusion chromatography) and the small populations of decameric ions when detected, 

resulting in symmetric dissociation into hexamers and pentamers, respectively, with 

roughly half the number of charges of the original complex. This often was discernible 

from the appearance of the mass spectrum alone; instead of resembling an approximately 

Gaussian distribution of charge states, these series would exhibit a pattern with the 

intensity of alternating peaks being higher than expected for a Gaussian. Because the 
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original intact complex is a dimer of the dissociation product, the even-charge-state peaks 

of the former overlap with peaks corresponding to the latter. 

 We found this pattern of symmetric dissociation to be reproducible not just for 

different oligomeric states formed in various solution conditions but also across mass 

spectrometer platforms. Native mass spectra of ClyA complexes were acquired on both a 

Waters Synapt G2-Si ion mobility time-of-flight mass spectrometer (Figure 38) and a 

ThermoFisher Orbitrap instrument (Figure 37). Differences in the extent of typical ion 

activation used in these instruments are well-established. Pertinently, while symmetric 

dissociation was observed on both instruments, the abundance of these product ions 

relative to those produced by asymmetrical dissociation (i.e., unfolded monomer and (n-

1)-mer) varied. Furthermore, while heptameric product ions from CID of octamer were 

readily observed, the corresponding 9-mer and 11-mer product ions were not always 

observed upon CID of decameric and dodecameric ions. Taken together, these findings 

indicated that in these experiments for ClyA specifically, symmetric dissociation was a 

competitive mechanism on CID timescales. While other instances of symmetric 

dissociation upon collisional activation have been reported (albeit sparingly) in the 

literature,153,864-866,868,870,871,876 the study of several oligomeric complexes of the same 

protein on multiple mass spectrometer platforms—with varying activation capabilities in 

different instrument regions—in this study presented a unique opportunity to investigate 

this phenomenon in detail. 
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Figure 38. Dissociation of ClyA octameric complexes (red diamonds) formed in DDM 
into both symmetric and asymmetric product ions upon activation primarily in the trap 
region of a Waters time-of-flight mass spectrometer (source temperature 150°C, sample 
cone CE 25 V, trap CE 200 V). Left: Mass spectrum analyzed and annotated with 
UniDec, where monomers are represented by purple circles, dimers blue triangles, 
tetramers teal triangles, pentamers light green triangles, and heptamers orange squares. 
Right: Relative abundances of the peaks corresponding to each oligomeric species, 
plotted according to their mass. 
 
 
3.3. Surface-Induced Dissociation Supports Quaternary Structure Involving Equal 

Subunit Interfaces 

 As both types of instruments were equipped with SID devices, we also performed 

SID experiments as a point of comparison and to better understand the quaternary 

structure of these complex ions. For both detergents, SID of octameric complexes (n = 8) 

resulted in product ions of all possible oligomeric states (n = 1 to 7) that in combination 

could reproduce an octamer (shown for the ThermoFisher Orbitrap instrument in Figure 

39). SID has been shown to produce ions that reflect the quaternary structure of the 

original complex, with dissociation occurring along the weakest interface.843 Solved 

structures of ClyA oligomeric pore complexes resemble barrels composed of rods of 

long, extracellular α-helices arranged in a ring-like conformation.836,837 The symmetry of 

these structures dictates that the interfaces between subunits are identical, thus all 



151 

possible combinations of oligomeric subunits would be equally likely to result from SID, 

in agreement with experiment. These SID experimental results support the conclusion 

that the octameric ClyA ions resemble symmetrical pore-like structures. 

 
Figure 39. Surface-induced dissociation of octameric ClyA complexes formed in C12E8 
detergent result in all possible product ions from monomers to heptamers, analyzed using 
UniDec. Left: Mass spectrum acquired on a ThermoFisher Orbitrap instrument with SID 
(145 V) of ions isolated in the range of 8200-8850 m/z. Oligomeric ClyA species 
indicated according to the following color/symbol combinations: monomers (purple 
circles), dimers (blue triangles), trimers (light blue triangles), tetramers (mint diamonds), 
pentamers (tan stars), hexamers (orange circles), and heptamers (red triangles). Right: 
Relative abundances of the peaks associated with each SID product oligomer. 
 
 
3.4. Correlating Dissociation Pathway with Collisional Activation in Different 

Instrument Regions for ClyA Octamers 

 Among native mass spectrometrists who study membrane proteins, there has been 

recent, growing interest in using softer conditions to avoid unintended structural effects 

caused by high levels of activation and choice of detergent/lipid which can affect 

interpretation of results. Consideration of instrument design and study of activation in 

different regions of mass spectrometer platforms is thus important within this context. 

While CID and SID have well-established differences with respect to the energy, number, 

and activation timescale of their respective dissociation events, the observation of both 
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symmetric and asymmetric dissociation products of ClyA indicate its potential to act as a 

“thermometer ion” for tuning activation throughout the mass spectrometer instrument.890-

892 This finding represents a possible bridge between these different methods of 

dissociation, with symmetric dissociation being a competitive mechanism on CID 

timescales. Accessing more SID-like dissociation without requiring instrument 

modification—and the associated reduction in transmission efficiency—with collisional 

activation would be very valuable. 

 While the two mass spectrometer platforms used here—a Waters Synapt G2-Si 

time-of-flight instrument and a ThermoFisher Q Exactive Orbitrap UHMR instrument—

have different designs and activation capabilities, some regions are analogous to each 

other in how they are used in native MS study of membrane protein complexes. 

Desolvation is commonly achieved in the source region by increasing the collisional 

energy of the sample cone108 (Synapt) or in-source trapping (IST, Orbitrap). Further 

activation—to aid in desolvation and removal of adducts, or to perform dissociation 

experiments—is achieved in the collision cell in both instruments, which are the trap 

collision cell (Synapt) and the higher-energy C-trap dissociation cell (HCD, Orbitrap).261 

 To begin to assess the conditions under which these two dissociation pathways 

remain competitive, we investigated the differences in the ratio of the two types of 

dissociation product ions detected when collisional activation was largely confined to 

either the source region or the collision cell—or both—on each mass spectrometer 

platform. For the octamer, these two populations include canonical CID products (highly-

charged monomer and heptamers lower in charge) and the SID-like tetramer ions. 



153 

 On the ThermoFisher Orbitrap instrument, high activation of ClyA-DDM 

octamers with in-source trapping of 200 V and no activation in the HCD cell resulted in 

the CID products predominating (Figure 37). The heptameric and monomeric CID 

product ions are the most abundant species here (100% and ~75% relative abundance, 

respectively), while the tetrameric ions formed upon symmetric dissociation are detected 

at approximately 60% abundance relative to the heptamer. In contrast, activation in the 

source region of the Waters Synapt instrument (with a small-aperture cone and sample 

cone CE of 100 V) supplemented with a low trap collision energy of 25 V was not 

sufficient to result in dissociation of ClyA octamers formed in DDM. Under these 

conditions, the most abundant species detected was octamer. 

 When activation was largely constrained to the collision cell, tetrameric species 

were detected at a greater abundance than were heptameric ions on both instruments. 

Both of these species were more abundant than the octamers, although ClyA monomers 

were most abundant overall. These mass spectra of ClyA oligomers in DDM were 

acquired with the collision cell CE set to 125 V and minimal activation in the source 

region (25 V) on both instruments. The heptameric CID product ion peaks were ~25% 

and ~50% as abundant as those of the tetrameric ions on the Orbitrap and Synapt 

instruments, respectively. We also note that a population of decameric ions was detected 

at low abundances under these conditions on both instruments. This can be seen in the 

spectra acquired under these conditions on the Synapt in Figure 38; although the 

decameric population is not denoted with a symbol, pentamers resulting from symmetric 

dissociation of decamers are present at an appreciable abundance. As was the case under 

a wide variety of instrumental parameters, nonameric CID product ions were not 
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observed. Thus, while both typical (loss of unfolded monomer) and atypical (loss of 

compact oligomers) collisional dissociation pathways are accessible for octameric ions 

under these conditions, symmetric dissociation appears to be favored for the larger 

decameric ions. 

 As a final point of comparison, mass spectra were also acquired with activation in 

both the source region and collision cell in each platform. These collisional energy 

settings were IST 100 V and HCD 150 V for the Orbitrap (Figure 40) and sample cone 

200 V and trap 100 V for the Synapt. This produced a similar result as described 

immediately above for activation in the collision cell—tetrameric product ions were more 

abundant than heptamers. Although monomeric product ions were still detected with high 

abundance, peaks corresponding to the CID heptamer products were much less intense 

than the tetramer symmetric dissociation products (<10% and ~15% for the Orbitrap and 

Synapt, respectively). 

 
Figure 40. Dissociation of octamers of ClyA (red squares) formed in DDM with 
activation in both the source and collision cell regions of a ThermoFisher Orbitrap 
UHMR instrument (IST 100 V, HCD 150 V). Left: Mass spectrum analyzed with 
UniDec, annotated as follows: monomers (purple circles), dimers (blue triangles), 
tetramers (mint triangles), heptamers (orange triangles), and octamers (red squares). 
Right: Relative abundances of the peaks associated with each species, plotted according 
to their mass. 
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3.5. Larger ClyA Oligomers Only Followed Symmetric Dissociation Pathways 

 For the larger oligomeric complexes of ClyA (decamers and dodecamers), the 

product ions detected were almost exclusively from symmetric dissociation regardless of 

the collisional energy or instrument region. With moderate activation in both the source 

and trap regions of the Waters instrument (small-aperture108 sample cone CE 100 V, trap 

CE 50 V), we detected hexamer ions formed from dodecamers. On the Orbitrap mass 

spectrometer, high activation in the source region (in-source trapping 250 V) followed by 

moderate activation in the collision cell (HCD 50 V) also resulted in symmetric 

dissociation. As described above for activation in the collision cell only (Figure 38), the 

only dissociation products observed for decameric ions were pentamers. 

 We rationalize these findings by positing that the thermochemical barrier for 

symmetric dissociation is likely comparable regardless of oligomeric state, owing to the 

subunit interfaces being equal in area.843 By contrast, asymmetric charge partitioning in 

CID is thought to proceed by thermally activated “hopping” of protons between basic 

sites at the ion surface concomitant with unfolding of the monomer that eventually 

dissociates; as these protons must find their way onto the unfolding monomer for CID to 

proceed, the entropy barrier for this process likely increases with the number of subunits 

in the complex. The relationship between charge state and mass is well-established for 

globular, native-like proteins in native ESI MS, with charge scaling approximately with 

the square root of the protein ion mass.180,205,646,649,651 However, the surface area of the 

protein, which can serve as a proxy for the number of basic sites that could potentially be 

charged here, should scale approximately as n2/3, where n is the number of 

subunits.208,210,650 Thus, the number of possible charge sites will quickly outgrow the 
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number of charges with increasing oligomeric state. Migration of a sufficient number of 

charges onto a single subunit (typically ~40-50% of the total charge of the intact 

complex) in order for CID to occur should thus be entropically disfavored. For smaller 

oligomeric complexes, energy released by unfolding the monomeric subunit is likely 

sufficient to offset this entropic penalty. This will be the same regardless of oligomeric 

state because they share the same monomeric subunit, but for larger ClyA oligomers the 

entropic barrier likely remains too high to overcome which leads to symmetric 

dissociation being favored. 

More tangibly, we can crudely estimate and compare the differences in the 

entropic penalty associated with moving charges onto a single subunit in CID for an 

octamer and a dodecamer by calculating the logarithm of the number of microstates 

possible in each scenario. Based on native mass spectra of ClyA acquired with minimal 

collisional activation, charge states of 40+ and 50+ are reasonable for intact octamer and 

dodecamer, respectively. Unfolded monomeric subunits in dissociation experiments 

typically had a charge state of 16+, which would require complementary (n-1)-mer CID 

products of 24+ heptamer and 34+ 11-mer. This allows comparison of the entropic 

energy of equally distributing charges among all subunits (5+ and ~4+, respectively, for 

the octamer and dodecamer) against putting 16 charges on a single subunit and the 

remaining charge on the other subunits for both oligomeric states. In this simplistic 

estimation and assuming standard temperature of 298 K, accumulating 16 charges on a 

single subunit would have an entropic penalty of −47.4 kJ/mol for the octamer and −52.8 

kJ/mol for the dodecamer. 
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 This explanation is supported by SID results illustrating that these symmetric 

complexes can dissociate along any of the subunit interfaces because the area of each 

subunit interface is equal, as calculated with PISA. By comparison, in CID, a high 

number of charges must migrate onto the same subunit in order for an unfolded monomer 

to be ejected. The rate of this process can reasonably be expected to differ for an ion 

containing only eight subunits compared to one with twelve, with the latter having ~1.5 

times as many possible charge sites as the former. Relatedly, others have speculated that 

charge migration, concomitant with monomer unfolding in CID, is likely slower for 

precursor ions with a higher initial charge state,871 as would be the case for ClyA 

dodecameric ions here. Our results are also consistent with theoretical investigation into 

the energy barriers associated with gas-phase dissociation. Thachuk and coworkers posit 

that dissociation pathways are controlled by the balance between inter- and intra-

molecular Coulomb energy.881-883 For multimeric complexes with charges distributed 

symmetrically, which is energetically favored over asymmetric charge partitioning, 

intermolecular repulsion will dominate, lowering the barrier for dissociation. Although 

dodecameric ClyA ions have a higher number of charges than do octamers, the fractional 

occupancy of charge sites is lower (both overall and per subunit), which should 

reasonably result in stable charge configurations that minimize Coulomb repulsion. This 

is supported by results from Thachuk and coworkers showing that the relative potential 

energy rises more steeply for higher-charged ions as charge partitioning among subunits 

becomes more asymmetric.881 This is also in line with foundational investigation into the 

nature of asymmetric charge partitioning for homodimers by Williams and 

coworkers.840,877,878 They demonstrated for cytochrome c and disulfide-reduced α-
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lactalbumin homodimers that higher charge states tended to dissociate symmetrically, 

while lower-charged ions exhibited asymmetric dissociation typical of CID,840,878 and the 

importance of charge state has been reported to influence the dissociation pathway of 

other protein complexes as well.221,300,620,866,871,874,876,879,893-895 By contrast, octameric 

ClyA complexes have more charges per subunit, which will increase intramolecular 

repulsion and serve to lower the barrier to unfolding. 

 These early studies by Williams and coworkers also demonstrated that subunit 

conformation and flexibility play a major role in determining the gas-phase dissociation 

pathway.840,878 When heterodimers of these ions were prepared such that one subunit was 

oxidized and the other reduced, asymmetric dissociation was observed, with the 

disulfide-reduced subunit—i.e., the one with more conformational flexibility—taking a 

disproportionate amount of the original charge. Intramolecular disulfide bonds, cross-

linking, salt bridges, and other interactions will increase the barrier to unfolding relative 

to dissociation. Because ClyA contains no disulfide bonds and the interfaces between 

subunits are of equal area and strength, we conclude that the differences in dissociation 

pathways products observed for ClyA octamers and dodecamers here results from the 

enhanced stability of symmetric charge distribution in the latter and the ability of 

unfolding a monomeric subunit to offset the entropic penalty associated with charge 

migration for the former. 

4. Conclusions 

 Here, we have described the observation of ClyA accessing both typical and 

atypical collision-induced dissociation pathways simultaneously. This result was 

consistent across two different mass spectrometer platforms. Differences in the ratios of 
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CID heptameric product ions and SID-like tetrameric product ions formed from 

collisional dissociation of ClyA octameric complexes were correlated to activation in 

different regions of these two instruments. Interestingly, tetramers were more abundant 

than heptameric ions in all conditions studied here, with the sole exception of spectra 

acquired with activation constrained to the source region of the Orbitrap instrument 

(Figure 37). These initial findings will serve as the foundation for future work toward 

systematic study of the dissociation pathways of ClyA. Quantification the entropy and 

enthalpy of these different dissociation processes and investigation of dissociation rates 

as a function of energy will provide novel insight into gas-phase dissociation of protein 

complexes in native ESI-MS.693,694 When paired with simulations of the effective 

temperature experienced by the ion throughout the different regions of these instruments, 

ClyA has the potential to serve as a thermometer ion to tune levels of activation. 

 The ability of ClyA to form pore-like complexes of multiple oligomeric states 

also may provide insight into the energy barriers for these different dissociation 

pathways. While ClyA octameric complexes were able to access both typical and atypical 

dissociation pathways, the larger decameric and dodecameric complexes appeared to 

preferentially follow symmetric dissociation pathways. In the context of previous 

experimental and theoretical work,840,878,881-883 we interpret these results to indicate 

differences in the entropic energy barrier associated with migration of a large number of 

charges onto a single subunit. 

 Detailed investigation of protein ions that are able to access more structurally 

informative SID-like pathways is very valuable to the field of native MS. While SID can 

inform quaternary structure and subunit connectivity of complexes, these experiments 
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require instrument modification and can be associated with a reduction in transmission 

efficiency. In addition to results for ClyA described here, tryptophan synthase has also 

been previously reported to exhibit both typical and atypical dissociation pathways 

simultaneously.871 While some of the proteins for which atypical CID behavior has been 

reported are similar to ClyA (e.g., the symmetric ring-like/toroidal protein complexes 

peroxiredoxin870 and stable protein I866), there are many properties that vary among these 

proteins. Further study of possible correlations of differences in CID behavior with 

structure, interfacial area, charge state, and interactions that reduce conformational 

flexibility will also be important for improved understanding of the determinants of gas-

phase protein ion dissociation and for interpreting ion structure from CID behavior. 

Bridge 

 In addition to the study of dissociation pathways in different mass spectrometer 

platforms, native ion mobility-mass spectrometry experiments combined here with the 

computational approach described in earlier chapters revealed differences in the 

oligomeric state of complexes assembled by a pore-forming toxin across various 

membrane-like environmental conditions. This highlights the technique’s advantages of 

easily-changed solution conditions and high mass accuracy and sensitivity together with 

the structural interpretation made possible by combining ion mobility with computational 

methods. The next chapter further expands the wealth of information possible with these 

methods through investigation of another challenging heterogeneous biomolecular 

system, complexes formed by a trio of β-crystallin eye lens protein isoforms. 
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CHAPTER VI 

NATIVE ION MOBILITY-MASS SPECTROMETRY REVEALS COMPOSITION 

AND TOPOLOGY OF HETEROOLIGOMERIC COMPLEXES FORMED 

BY EYE LENS β-CRYSTALLIN PROTEIN ISOFORMS 

 

While the material included here is primarily my own work, Takumi Takata and Micah T. 

Donor assisted with sample preparation and data collection. James S. Prell and Kirsten J. 

Lampi contributed to experimental design and interpretation. This work will form the 

basis of a manuscript to be submitted in the future, with the above named as co-authors. 

 

1. Introduction 

 Long-lived proteins in humans, which can last days to years without degradation 

or turnover, are implicated in numerous diseases.896-902 Chemical modifications to and/or 

aggregation of these proteins can disrupt their normal protein-protein interactions and 

structure crucial to healthy processes.896,903-924 One example of this is the transparency of 

the eye lens, which is maintained by a family of structural and refractive proteins called 

crystallins that are present in an increasing concentration gradient from the outer layer to 

the center of the lens.925-936 Aggregation of crystallin proteins disrupts normal eye lens 

transparency and results in formation of cataracts, a major cause of blindness around the 

world.937 Evidence suggests that aggregation is caused by modifications that crystallins 

accumulate during aging,918,938,939 but detailed characterization of the role of these 

modifications in disease and their effects on crystallin structure and behavior remains 

challenging to obtain.940 
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 These eye lens crystallins are of multiple types—α, β and γ—each with their own 

set of many isoforms.928,941 Of these three, α-crystallins occur as very large aggregates 

and share similarities to small heat shock proteins.942 By comparison, β and γ crystallin 

proteins share many structural similarities with each other, namely two double Greek key 

motifs in each of the N- and C-terminal domains which are connected by a flexible linker 

region.925,927,929,931-933,935 β-crystallin monomers, which are the focus of the present work, 

are relatively small, approximately 20-30 kDa in mass, and readily oligomerize with each 

other in the eye lens.934 At the center of the lens, the crystallin protein concentration can 

be as much as ~400-500 mg/mL or greater.943-945 However, this high solubility makes 

crystallization—and thus study of their structure with X-ray crystallography—difficult, 

and their low mass also prohibits the use of cryo-electron microscopy.896 As such, nuclear 

magnetic resonance (NMR) has been the primary technique for high-resolution studies of 

crystallin structure and dynamics to date.946 

 Despite these challenges, a handful of X-ray crystal structures of human β-

crystallins have been solved, including a dimer of truncated βB1 and of βB2 monomer, as 

well as of trimeric βA3 (PDB ID: 3QK3) and dimeric βA4 (PDB ID: 3LWK).935,947 

Results from NMR study of human βB2 support formation of a dimer in solution 

exhibiting a face-en-face dimer, similar to that of the truncated βB1 dimer structure.948 In 

these structures, the linker region connecting the N- and C-terminal domains is bent, 

allowing a compact structure. By contrast, the X-ray crystal structure of βB2 is domain-

swapped, with the linker in an extended conformation. Interestingly, the truncated βB1 

dimer structure very closely matches half of the lattice tetramer of bovine βB2 

crystallin.932 This observation has led some to question whether the domain-swapped 
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structure with an elongated linker might instead be representative of the unit cell and 

ultimately caused by crystallization conditions.948,949 While reports on the nature of the 

linker structure and of the subunit interface are conflicting, the importance of 

dimerization has been a consistent finding. 

In contrast to the wealth of information on crystallin monomers and dimers, 

details of the higher-order structures present in the eye lens remain elusive. Light 

scattering experiments have been used to characterize larger-scale physical properties of 

crystallin complexes and how they change as a function of changing conditions, and 

when coupled with size exclusion chromatography (SEC), have revealed the presence of 

high molecular weight aggregates.913,915,918,950,951 However, these methods do not have 

sufficient resolution to determine in detail the distribution of oligomeric states, masses, or 

subunit compositions with respect to the many different crystallin isoforms. These gaps 

in knowledge together underlie the long-standing questions in this field of how (wild-

type) crystallin diversity plays a role in establishing the refractive index gradient across 

the lens required for maintaining transparency and how disruption of normal crystallin 

complex formation results in cataracts.952-954 Answering these questions is necessary for 

understanding the normal structural and chemical behavior of crystallins and how 

modifications to long-lived proteins result in aggregation and disease, critical information 

for designing therapeutic remedies.955,956 

 Native electrospray ionization ion mobility-mass spectrometry (ESI-IM-MS) is a 

powerful technique for studying biomolecules, including heterogeneous complexes 

composed of nearly-isobaric protein subunits not easily distinguished by chromatography 

or other structural methods.42,43,47,48,50,137,139,226 With nano-ESI, analytes are gently 
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ionized and transferred from buffered aqueous solution into the gas phase.105,227 This can 

preserve non-covalent interactions and allow study of biomolecular complexes ranging 

widely in mass and from solution conditions that can be easily changed. The high mass 

accuracy and sensitivity of this technique enables routine measurement of subunit masses 

with sub-Da precision and, as a result, unambiguous determination of subunit 

composition from complex masses, especially with adjuvant dissociation experiments 

within the mass spectrometer.107 Ion mobility spectrometry further provides orthogonal 

information, separating ions which can overlap extensively in the mass spectral domain 

based on their size/shape.128,135,136,138 The measured ion mobility cell drift times can be 

converted into collision cross-sections (CCSs), representing the rotationally-averaged 

silhouette of ions and somewhat akin to surface area, to provide some structural 

information. Comparison of experimental CCSs to those computed for condensed-phase 

structure coordinate files can be used to distinguish between different possible topologies. 

Owing to the benefits of this technique, native IM-MS has been used previously to study 

the much larger α-crystallin aggregates.63,171,491,492,957 

 Here, we demonstrate the advantages of using native IM-MS to characterize β-

crystallin complexes. Focusing on three wildtype β-crystallins (βB1, βB2, and βA3), we 

provide novel insight into the normal behavior of these critical eye lens proteins. The 

distributions of homo- and hetero-oligomeric complexes, including their exact subunit 

compositions, formed are identified, revealing the importance of dimerization to serve as 

a building block for complex formation. Guided by previous studies indicating 

crystallins’ preference to form heterodimers over homodimers, we investigated the 

kinetics of formation of βB1/βA3 and βB2/βA3 heterodimers, finding the former to occur 
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approximately three times slower than the latter. Ion mobility measurements combined 

with a large set of model structures with various subunit arrangements indicate these 

complexes adopt very compact topologies. Although these experiments are performed at 

protein concentrations lower than those found in mature lenses in vivo, results presented 

here are nevertheless consistent with tight packing of crystallin oligomers necessary to 

achieve such high protein concentrations at the center of the eye lens. This study serves 

not only as a benchmark for establishing wildtype crystallin behavior, from which we can 

begin to unravel the role of crystallin diversity in maintaining stable, tightly-packed 

oligomeric structures and establishing the refractive gradient across the  lens, but also as 

a test-bed for investigating the toxic aggregation of other long-lived proteins responsible 

for many diseases.  

2. Methods 

2.1. Protein Expression and Purification  

 Crystallins were expressed and purified as previously reported.915,920,958 Briefly, 

recombinant proteins were expressed in Escherichia coli strain BL21 (DE3) or BL21 

(DE3) pLysS (Invitrogen, Waltham, MA). Cells were grown to an optical density of 0.4 at 

600 nm after an overnight culture and induced with 1 mM IPTG for 4 hours at +37°C 

with constant shaking. Cells were harvested by centrifugation and lysed by repeated 

freeze/thaw cycles in the chromatographic buffer used for the first step of purification for 

each protein containing protease inhibitors, lysozyme, DNase I, RNase A, and MgCl2. 

 For βB1, cell lysates were applied to a SP Sepharose Fast Flow (Amersham 

Pharmacia Biotech, Piscataway, NJ) equilibrated in 13.2 mM sodium phosphate, 23 mM 

KCl, 0.16 mM EDTA, and 1 mM DTT. For βB2, cell lysates were applied to a 
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MacroPrep DEAE anion exchange column matrix (BioRad, Hercules, CA) equilibrated in 

Tris buffer (pH 8.0) for the first step followed by DEAE Fast Flow anion exchange 

column matrix (Amersham Pharmacia Biotech) equilibrated in Tris buffer (pH 7.4) for 

the second step. Both Tris buffers contained 20 mM Tris, 1 mM EGTA, 0.16 mM EDTA, 

and 1 mM DTT. For βA3, cell lysates were applied to a DEAE Fast Flow anion exchange 

column equilibrated in a 50 mM Tris buffer (pH 7.8), 2 mM EDTA, and 1 mM DTT 

followed by a SP Sepharose cation exchange column equilibrated in a 20 mM MES 

buffer (pH 5.6), 2 mM EDTA, and 1 mM DTT. 

 Each protein was eluted with a 0-500 mM NaCl gradient. Fractions containing 

protein of interest were checked by electrophoresis, pooled, and concentrated and their 

masses confirmed by mass spectrometry. All proteins were estimated to be greater than 

90% pure by these methods. Proteins were aliquoted and stored at -80°C. Upon thawing 

proteins were buffer-exchanged into the appropriate buffer for experiments described 

below. 

2.2. Native Electrospray Ionization-Ion Mobility Mass Spectrometry Experiments 

 All native ion mobility-mass spectrometry experiments were performed on a 

Waters Synapt G2-Si ion mobility-mass spectrometer with a nano-electrospray ionization 

source. 50 µL aliquots of individual crystallin isoform protein samples were exchanged 

into 200 mM ammonium acetate, pH 7.5, using Micro Bio-SpinTM 6 columns (Bio-Rad 

Laboratories, Inc.) prior to mass spectrometric analysis. Samples were diluted as needed 

with additional 200 mM ammonium acetate, pH 7.5. A small volume (~3-5 µL) of buffer-

exchanged protein sample was loaded into a borosilicate glass capillary pulled to a fine 

(~1-2 μm i.d.) tip, and electrospray was initiated by applying a voltage to a platinum wire 
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in electrical contact with the sample. Prior to data collection, a mass calibration profile 

was generated based on clusters of cesium iodide. 

 For all experiments, the capillary voltage was maintained just above the threshold 

needed to generate sufficient ionization and detection, typically +0.7-1.0 kV, and the 

sample cone and transfer collision energy were operated at 25 V and 5 V, respectively. 

For accurate mass determination and homooligomer dilution series experiments, spectra 

were generated as the sum of scans over 5 minutes and were collected with a trap 

collision energy of 10 V and trap gas flow of 7 mL/min. For ion mobility-mass spectra 

collected to measure collision cross-sections in nitrogen buffer gas, tri-wave height and 

velocity settings were: 300 m/s and 2 V (trap), 500 m/s and 16 V (IMS), and 100 m/s and 

2 V (transfer). Ion mobility-mass spectra were acquired under identical instrumental 

settings for the following proteins used for calibration according to established 

procedures: cytochrome c, β-lactoglobulin, transthyretin, avidin, bovine serum albumin, 

concanavalin A, alcohol dehydrogenase, and pyruvate kinase.201,203 

2.3. Homo-Oligomer Formation as a Function of Concentration 

 We investigated the oligomeric distribution of complexes formed by each 

crystallin isoform on its own as a function of protein concentration over a dilution series 

of 11.5 µM, 1.5 µM, 575 nM, 288 nM, and 144 nM (equivalent to concentrations of 

approximately 267-321 µg/mL, 35-42 µg/mL, 13-16 µg/mL, 7-8 µg/mL, and 3-4 µg/mL, 

respectively, depending on the specific isoform which vary in mass ~2-5 kDa from one 

another). The sensitivity of native MS instruments allows investigation of these low 

protein concentrations, at which these crystallins remain soluble and do not aggregate, 

preventing protein loss during the course of the experiments. 
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2.4. Kinetics of Heterodimer Formation 

 To measure the kinetics of formation of heterodimers, 11.5 µM βA3 (289 µg/mL) 

was mixed in equimolar amounts with βB1 (321 µg/mL) or βB2 (267 µg/mL) in a tube 

placed on a heating block at +37°C, which yields a total protein concentration of 11.5 µM 

in the final mixed sample. A small aliquot was immediately removed for mass 

spectrometry analysis. The sample continued to incubate, and additional small volumes 

were removed periodically over a period of 3 hours. These spectra were acquired with ion 

mobility mode to enable distinction between possibly overlapping peaks of oligomers 

using the same tri-wave settings as above except for the IMS wave height and velocity 

(550 m/s and 20 V). The trap collision energy and trap gas flow were 15 V and 5 

mL/min, respectively, and spectra were acquired for 10 min. As above for the 

homooligomer dilution series experiments, this concentration was chosen to avoid 

aggregation. Protein loss did not occur over the time course of these experiments, as 

determined by visual inspection of sample tubes and monitoring for changes in the total 

ion chromatograms and ion signal intensity. 

2.5. Analysis of Ion Species Abundance 

 Mass spectral peak areas were calculated by using a built-in integration feature in 

Igor Pro. Detected abundances were then determined by summing these values for the 

native charge state peaks for each ion species present in each mass spectrum. Homo-

oligomer abundances from the dilution series experiments were normalized relative to the 

detected abundance of the monomer population in each spectrum. For the kinetics 

experiments, the heterodimer abundance is reported as a fraction of the total detected 

abundance of the dimer population in each spectrum to monitor the relative increase in 
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heterodimers over homodimers initially present upon mixing the two isoforms together. 

Analyzing the proportion of heterodimers as a function of incubation time, we report both 

inverse rate constants yielded from approximation by pseudo-first-order kinetics and half-

lives from treating heterodimer formation as a second-order kinetics reaction. 

2.6. Generation of Model Structures, Molecular Dynamics Simulations, and 

Collision Cross-Section Calculations 

 An X-ray crystal structure of monomeric β-crystallin B2 (PDB ID: 1YTQ)947 was 

used as a template for all model structures, which were created manually in PyMol. 

Model structures were built to represent a wide array of possible subunit arrangements 

for each oligomeric state detected in the native IM-MS experiments. For each oligomer, a 

single charge state from the native charge state distribution detected experimentally was 

selected for all simulation and computational work. A stable configuration of the 

appropriate number of charges chosen for each oligomeric state was then determined for 

each model structure using the charge placement algorithm in Collidoscope.214 Topology 

files were generated for model structures to match these charge configurations. An in 

vacuo molecular dynamics (MD) simulation of each of these structure coordinate files 

was performed in GROMACS with the GROMOS96 43a2 force field using a previously-

described protocol validated to robustly produce simulated structures with computed 

CCSs on average 0 ± 4% different from literature IM-MS data for a set of protein 

calibrants.215 Collision cross-sections were computed for the model structure coordinate 

files after MD simulation using the Trajectory Method with nitrogen buffer gas in 

Collidoscope. Experimental CCS measurements were then compared to these computed 

values for the model structures representing a variety of topologies. 
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 The βB2 structure (PDB: 1YTQ) used here is of the domain-swapped 

conformation with an extended linker region,947 in contrast to other findings supporting a 

face-en-face dimer conformation with a bent linker.935,948 This structure was selected to 

use as a template here rather than the truncated βB1 face-en-face dimer (PDB: 1OKI) 

because a considerably higher percentage of the residues in the amino acid sequence are 

resolved. Given the features of gas-phase protein ion compaction we have reported 

previously215,223 and that the extended linker here is compacted upon simulation, we 

expect that results from MD simulation of model structures built from a face-en-face 

template structure would be similar. 

3. Results and Discussion 

3.1. β-Crystallin Isoforms βB2 and βA3 Readily Homo-Oligomerize, While βB1 is 

Primarily Monomeric 

 We first acquired a mass spectrum of each of the three β-crystallin isoforms after 

mass calibration, used to determine an average accurate mass from multiple charge states 

with sub-Da precision. As shown in Table 4, these measured masses compare well to the 

expected mass calculated based on each isoform amino acid sequence, with mass 

differences of less than 1 Da for all three. The accuracy confirms the identity and purity 

of each sample, and the precision of these measurements enable not only easy distinction 

between the isoforms but also unambiguous determination of complex stoichiometries 

and subunit compositions based on their mass. This is critical for detailed 

characterization of the higher-order structures formed by crystallins, as the diversity of 

subunit types and isoforms within this protein family complicate interpretation of subunit 

composition from complex masses determined using techniques with low mass 
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resolution. Because the masses of all crystallin isoform subunits, which can combine in 

many different possible stoichiometries to form oligomeric complexes, differ by a few 

kDa from each other at most, it can be almost impossible to assign a specific subunit 

composition to a single complex mass measured with less precision in traditional 

biophysical techniques, including native gel electrophoresis, SEC-MALS, and analytical 

ultracentrifugation. The presence of multiple complex stoichiometries close in mass 

complicates this even further, with the resulting broad distribution of overlapping masses 

preventing more detailed interpretation. Even considering only the three β-crystallin 

isoforms studied here, the range of the six different possible homo- and hetero-dimer 

masses is less than 10 kDa. Thus, very accurate mass measurements possible with native 

MS are required to access more detailed information about the complexes formed by 

these proteins. 

Table 4. Measured accurate monomer mass of each of the three β-crystallin isoforms, 
with the mass expected based on amino acid sequence for comparison. 

β-Crystallin 
Isoform 

Charge 
states 

Sequence 
mass (Da) 

Measured mass 
(average ± S.D., Da) 

βB1 12-16+ 27892.21 27892.3 ± 0.4 
βB2 7-10+ 23248.74 23249.7 ± 0.6 
βA3 8-10+ 25149.94 25150.6 ± 0.2 

 

 To begin this characterization of β-crystallin complexes, we first sought to 

determine the distribution of homo-oligomers formed by each of the three isoforms. 

Native mass spectra were acquired for each over a range of protein concentrations from 

11.5 µM to 144 nM. In addition to enabling study of oligomer formation as a function of 

concentration and benchmarking KD values, dilution series can also reveal whether 

detected oligomers are non-specific, formed by chance in the evaporating electrosprayed 

droplet due to high protein concentration rather than formed natively in solution. As 
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described in detail previously, the abundances of spurious complexes would resemble a 

Poisson distribution of oligomeric states, with each possible oligomer number detected 

and the relative abundances changing in accordance with decreasing protein 

concentration.99,701 At concentrations below 1 µM, monomers have the highest calculated 

Poisson probability, thus any oligomers present at these low concentrations are assigned 

as native.99 

 Of the five different protein concentrations used in the dilution series, three are 

well below this threshold, and the second highest concentration is 1.15 µM. A 

homodimer population was present for each isoform over the entire range of protein 

concentrations, which we conclude are not artifacts of the electrospray process. Although 

homodimers were the largest oligomer detected for βB1, homotetramers of both βB2 and 

βA3, as well as homohexamers βA3, of were also present at 11.5 µM. The small βA3 

tetramer population persisted through most dilutions. Other than monomers, only even-

numbered oligomeric complexes were detected for all three isoforms, a finding that itself 

suggests these are not spurious. 

 This underscores the importance of dimerization in maintaining crystallin stability 

and, relatedly, eye lens transparency. The lack of any odd-numbered oligomers provides 

evidence that dimers are the building blocks from which higher-order crystallin 

complexes are formed, with assembly proceeding via dimerization followed by additions 

of dimer subunits. This in turn suggests that disruption of dimer formation could be a key 

feature of aggregation and cataract formation. These results are consistent with results 

from other methods in the literature which demonstrate the functional importance of 

dimers. Analysis of human eye lens samples has also revealed a predominant population 
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of dimers, and many crystallins have been found to preferentially exist as 

dimers.913,915,920,922,927,934,935,958,959 

 However, these native MS experiments revealed a distinct difference between 

βB1 compared to the other two isoforms with respect to dimerization. While homodimers 

of βB2 and βA3 were readily detected at each protein concentration of the dilution series, 

βB1 was predominantly monomeric even at 11.5 µM. Homo-dimers of βB1 were 

detected but at a much lower abundance relative to that of the monomer, and this 

decreased significantly upon each successive dilution. By contrast, both βB2 and βA3 

formed homo-dimers predominantly, with the detected abundance being several times 

that of each respective monomer (Figure 41). This finding for βB1 contrasts other reports 

which find it, like many other crystallin isoforms, to exist primarily as a homodimer, but 

these experiments were performed using much higher protein concentrations.913,920,959 

 Together, these results suggest that either βB1 may play a different role in the 

formation of multi-crystallin complexes than that played by βA3 and βB2, or that the KD 

for dimerization of βB1 is much weaker. The βB1 has an elongated N-terminal region 

compared to the other two isoforms and is the largest in mass. Perhaps this creates 

difficulties in homo-oligomerization due to steric clashes, as there is a considerable 

population of βB1 present in the β-high molecular weight fractions isolated from human 

lens samples.920,930,932,960 

 Regardless, it appears that crystallin oligomerization is concentration-dependent. 

Both βA3 and βB2 readily dimerize and form higher-order oligomers at higher 

concentrations (Figure 42), and it seems reasonable to expect that this finding would be 

repeated for βB1 if analyzed at higher concentrations than those used in the dilution 
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Figure 41. Native mass spectra acquired for a dilution series of individual β-crystallin 
isoforms and relative abundances of homo-oligomers detected. The native mass spectrum 
of each protein as labeled is shown for the highest protein concentration used (11.5 µM, 
top row) and a lower protein concentration (1.15 µM or 144 nM as labeled in figure, 
middle row) selected to illustrate disappearance of peaks corresponding to dimers. The 
detected abundance of each homo-oligomeric species is plotted in the bottom row, with 
abundances for each protein at each concentration relative to that of the monomer. 
 
 

 
Figure 42. Homodimer abundance for each of the three β-crystallin isoforms at each 
protein concentration studied, relative to each isoform monomer abundance. 
 
 
series. Concentration-dependent oligomerization of these β-crystallin isoforms may play 

a physiologically significant role in vivo in establishing the refractive gradient across the 

lens.913,922,931,932,952,959 Protein concentration increases from the outer layer inward toward 

the center of the eye lens, where it can reach upwards of 400-500 mg/mL. Such high 
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concentrations must require tight packing of crystallin proteins into stable oligomeric 

structural arrangements, which, according to a wealth of evidence, is mediated by 

dimerization. 

3.2. β-Crystallin Isoform βA3 Forms Heterodimers with βB2 with a Greater Rate 

than with βB1 

 Having characterized the homo-oligomerization of each β-crystallin isoform 

individually, we next investigated formation of heterooligomeric complexes involving 

βA3 with either βB1 or βB2. Despite the masses of each of these isoforms differing only 

by a few kDa, the high mass accuracy afforded by native mass spectrometry enables 

distinguishing between these subunits and their possible combinations into oligomeric 

complexes. In native mass spectra acquired for equimolar mixtures of βA3/βB1 and 

βA3/βB2, homooligomeric and heterooligomeric complexes could be distinguished from 

each other easily. We observed formation of the same hetero-oligomeric complexes by 

βA3 with both βB1 and βB2: heterodimers, heterotetramers, and heterohexamers.   While 

these data were not collected over a dilution series, given the above-described results 

together with these observations, we expect that heterooligomerization (and crystallin 

oligomerization generally) is also concentration-dependent with a role in maintaining the 

refractive gradient across the eye and lens transparency. 

 Most crystallin isoforms have been reported to predominantly be dimeric in vitro, 

and there is a preponderance of evidence highlighting the functional relevance of dimer 

formation.913,915,918,920,958 Results from native mass spectrometry experiments for 

homooligomers and heterooligomers of the three β-crystallin isoforms studied here 

clearly illustrate that oligomerization into higher-order structures involves addition of 
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dimer subunits. Modifications such as deamidation, which is hypothesized to be an 

impetus for aggregation and subsequent cataract formation, have been shown to disrupt 

crystallin dimer structure and stability, resulting in aggregation.915,921,938,950,951,961 

Previous reports have also indicated that when multiple crystallin subunit types are 

present, heterodimers are preferentially formed over homodimers.922,959 Given the 

importance of the dimer in crystallin structure, interactions, and stability, we next sought 

to characterize heterodimer formation. 

 Because βB2 has a much higher propensity to dimerize while βB1 is 

predominantly monomeric at the concentration ranges used in this study, we anticipated 

possible differences in the formation of heterodimers by each of these isoforms with βA3. 

Thus, we performed experiments to monitor heterodimer formation over time and to 

allow study of their kinetics of formation. β-crystallin isoform βA3 was mixed in 

equimolar amounts with either βB1 or βB2 and allowed to incubate at physiological 

temperature, and we removed small aliquots at regular intervals over a period of three 

hours for analysis with native mass spectrometry. We then quantified the detected 

abundance of each species of dimer present and analyzed the increase in the heterodimer 

population over the time course to investigate their kinetics of formation. 

 Differences are readily apparent upon comparison of mass spectra acquired for 

each sample immediately after mixing the two isoforms (Figure 43). Homodimers of 

both isoforms are present in each but with noticeable differences in relative abundance. 

As expected from the characterization of homo-oligomers above, βB1 homodimers are 

detected at a much lower abundance relative to the βA3 homodimers in the same sample, 

while βB2 homodimers are present at levels comparable to βA3 homodimers. 
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Additionally, peaks corresponding to βB2/βA3 heterodimers are already clearly present, 

while βB1/βA3 heterodimer peaks—if present at all—are below the noise baseline. (Due 

to the similar charge states and sizes of these proteins, as well as structural similarities, 

these differences in relative abundance are unlikely to originate from large differences in 

ionization efficiency between these proteins.) 

 
Figure 43. Native mass spectra of equimolar mixtures of β-crystallin βA3 with either 
βB1 (left) or βB2 (right) acquired to investigate the formation kinetics of heterodimers. 
The native mass spectra shown in the top row were acquired for a small aliquot removed 
immediately upon mixing the sample (t = 0 min), while the middle row shows the native 
mass spectrum for the same samples after 3 hours (t = 180 min). Peaks corresponding to 
homo- and heterodimers are labeled according to the legend. Plots in the bottom row 
illustrate differences in the formation of βB1/βA3 and βB2/βA3 heterodimers. The 
proportion of the total detected dimer abundance corresponding to the heterodimer is 
plotted as a function of time. Approximation by pseudo-first-order kinetics produces 
exponential fits with inverse rate constants (tau) labeled on each plot. 
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 For both mixtures, the heterodimer is detected at an abundance greater than that of 

the homodimer by the end of the time course, consistent with previous reports of 

preferential heterodimer formation. Plotting the proportion of heterodimer as a function 

of time illustrates a clear difference in the rates at which these two different heterodimers 

form. While the fraction of βB1/βA3 heterodimers grows slowly, only reaching 

equivalent detected abundance with the homodimers after almost an hour, βB2/βA3 

heterodimers rapidly form and dominate the population of dimers (Figure 43). 

 We determined the rate constant for the formation of each species of heterodimer 

with approximation by pseudo-first-order kinetics. These exponential fits revealed that 

βB2/βA3 heterodimers form ~3 times as fast as βB1/βA3 heterodimers, with inverse rate 

constants of ~33 min and ~100 min, respectively.  (More accurate treatment with second-

order kinetics requires precise determination of initial dimer and monomer populations, 

which is very challenging due to potentially different ionization efficiencies of these 

species. In any case, these observed difference in formation kinetics should be 

qualitatively robust.) 

 These results support models whereby crystallins preferentially form heterodimers 

over homodimers, with almost the entire detected dimer ion population in each mixture 

corresponding to heterodimers at the end of the time course.919,958 The above observation 

that βB1 was predominantly monomeric at a protein concentration of 11.5 µM with a 

homodimer population low in abundance is an interesting contrast with results from these 

heterodimer kinetics experiments which were also conducted at a total protein 

concentration of 11.5 µM, with the concentration of βB1 being half this after mixing with 

equimolar βA3. Although there are differences to consider with respect to incubation 
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time and temperature between the two sets of experiments, these results appear to 

indicate that βB1 has a greater tendency to oligomerize when in the presence of another 

crystallin isoform than on its own. This suggests that a possible functional explanation for 

(or perhaps result of) the extensive diversity of crystallin proteins found in the eye lens is 

to increase the propensity of dimer/oligomer formation, necessary to form tightly-packed, 

stable structures in the eye lens critical for lens transparency, protection against UV light, 

and other processes.919,932,934 

3.3. β-Crystallin Oligomeric Complexes Adopt Compact Topologies 

 The above experiments have highlighted the advantage of the high mass accuracy 

and sensitivity in native MS to uncover the oligomeric states and subunit compositions of 

crystallin complexes. Given that a crucial aspect of the biology of crystallin proteins is 

the concentration gradient they establish across the eye lens, reaching very high 

concentrations at the center of the lens, it is important to also characterize the structure of 

crystallin complexes. Native mass spectrometers equipped with ion mobility cells thus 

offer additional advantages for study of these polydisperse proteins, enabling accurate 

mass determination and structural information within the same instrument. 

  In addition to unambiguous determination of mass and stoichiometry obtained 

with native mass spectrometry, online ion mobility spectrometry measurements provide 

further information on ion size/shape through measurement of collision cross-section 

(CCS). Comparison of experimental CCS to those computed for condensed-phase 

structure coordinate files can be used to confirm or exclude conformations or topologies. 

We previously developed and validated a force field molecular dynamics simulation 

protocol that reliably produces structures with computed CCSs within 0±4% of 
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experiment for a wide range of native-like protein/protein complex masses and native 

charge state distributions.215,223 To provide new insight into the possible conformations 

adopted by these β-crystallin oligomeric complexes, we generated model structures with 

various topologies in PyMol to simulate with this protocol and then compare to 

experimental CCS measurements. Although crystal structures have not been solved for all 

isoforms, it is reasonable to expect a high degree of similarity, thus we used an X-ray 

crystal structure of β-crystallin βB2 (PDB ID 1YTQ) as a template for all model 

structures (Figure 44). 

 
Figure 44. Example illustrations of the various topologies of model structures for 
comparison with experimental ion mobility data, divided into categories. X-ray crystal 
structure of β-crystallin βB2 monomer (PDB ID: 1YTQ) is shown in surface 
representation in orange in the top right. Examples of model structure categories with 
various subunit arrangements are shown for tetramers. 
 
 
 Comparison of the computed CCSs of these structures after MD simulation with 

experimental values for β-crystallin species supports very compact topologies for these 
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complexes (Figure 45). It is clear that β-crystallin complexes do not resemble the most 

extended of these model subunit arrangements (“linear”), which have CCSs ≥30% larger 

than experimental measurements for all oligomers larger than dimers. The same is true of 

other topologies with smaller interfaces between subunits (e.g., those in the “off-register” 

category). By contrast, for each oligomeric state, there are a few model structures with 

computed CCSs that are well within the established range of accuracy and precision 

(0±4%) highlighted in green in Figure 45. Each of these falls into either the “crossed” or 

“ring” categories, both of which are used to describe structures with significant contact 

and overlap between subunits and thus are physically the smallest structures. While we 

cannot use these data to determine exactly the arrangement of subunits in the β-crystallin 

complexes detected with native mass spectrometry, these results strongly support 

compact topologies instead of linear, “stacked”, and off-register topologies. 

 This in agreement with expectations given that a very high number of crystallin 

proteins must fit within the spatial constraints at the center of the eye lens to achieve the 

high concentrations found there. Some reports in the literature indicate that heterodimers 

can be more compact than their respective homodimer counterparts.913,919,948 This would 

suggest an additional role of crystallin diversity in establishing the refractive gradient and 

maintaining transparency. In this view, not only would the existence of many different 

subunit types and isoforms help drive complex formation, as evidenced by preferential 

heterodimer formation, but also adopt more compact structures required to physically fit 

all the crystallin molecules necessary to achieve the ~400-500 mg/mL concentration at 

the center of the eye lens. While the CCSs of these small crystallin oligomers studied 

here are too close to one another to make this interpretation, it is not inconceivable that it 
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would be possible to distinguish between higher-order oligomers on the basis of their ion 

mobility data or in an ion mobility-mass spectrometer with lower experimental error. 

 
Figure 45. Comparison between experimental collision cross-section for each detected 
oligomeric species of β-crystallin proteins and those computed for simulated model 
structures of various topologies. Percent differences were calculated as (computed CCS – 
experimental CCS) / experimental CCS. The established range of accuracy and precision 
of the simulation protocol (0±4%) is represented by a green bar. Colors and shapes of 
symbols correspond to model structure categories and protein species as shown in the 
legend. For each homo- or hetero-oligomer, the unfilled symbol corresponds to the model 
structure CCS closest to experiment. 
 
 
4. Conclusions 

 Overall, the results reported here highlight powerful advantages offered by native 

IM-MS in accessing detailed information about biomolecular complexes which can be 

more challenging with other biophysical techniques. The accuracy and precision of mass 

measurements made here for these three β-crystallin isoforms revealed the distribution of 

homo- and hetero-oligomeric complexes formed, including unambiguous identification of 

their stoichiometries despite the subunits being very similar in mass. In addition to the 

structural information that can be obtained with ion mobility, the use of native IM-MS to 
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investigate kinetics of complex formation represents an exciting addition the structural 

biologists’ toolkit. 

 These native IM-MS results underscore the importance of the dimer in crystallin 

structure and function. Formation of oligomeric complexes proceeds via addition of 

dimer subunits in a concentration-dependent manner, and these adopt very compact 

topologies. While all three were capable of homodimerization to varying extents at the 

low µM to nM concentration range tested here, although βB1 was primarily monomeric, 

dimer formation was elevated when two isoforms were present due to preferential 

heterodimerization. In the case of βA3, at higher concentrations, a significant portion was 

no longer a dimer but instead a tetramer. This matches what is found in the isolated β-

high molecular weight fractions from lens homogenates. We interpret these findings 

together to suggest that the diversity of the crystallin family of proteins plays a critical 

role in increasing dimerization via heterodimers, with the dimer subunit being the key 

building block with which to assemble larger oligomers and that this subunit exchange 

occurs rapidly in solution. 

 This study of wildtype crystallin isoforms establishes a baseline understanding of 

the details of complexes they form in normal, healthy functioning of the human eye lens. 

Having demonstrated the utility of native IM-MS in providing novel insight into the 

nature of these protein complexes, future efforts will focus investigation on modified and 

truncated crystallin variants believed to have a role in disruption of wildtype behavior 

and interactions resulting in aggregation and disease. For example, accumulation of 

deamidations has been shown to disrupt dimerization, leading to aggregation without 

significant rearrangement of the structure.922 With the advantages of native IM-MS, 
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examining changes to features uncovered here for deamidated crystallin mutants would 

provide a path forward for understanding how and why modifications to crystallins 

accumulated during aging cause aggregation. This information could lead to development 

of better therapeutic remedies against aggregation not just of cataracts but of many other 

long-lived proteins implicated in disease.  



185 

CHAPTER VII 

OUTLOOK 

 

 Native ion mobility-mass spectrometry has seen rapid growth as a tool in 

structural biology in the relatively short history of this field. This technique offers many 

advantages for the study of heterogeneous, challenging biomolecular samples, with its 

high mass accuracy and sensitivity allowing unambiguous determination of the 

composition and stoichiometry of large complexes, as well as benefits in sample and time 

requirements. For many types of samples, native MS can be used to uncover details 

relevant to structure and function that are very challenging to access with other traditional 

biophysical and structural techniques. Innovation in instrumentation, experimental 

design, and data analysis tools and strategies continually push the boundaries of what can 

be studied with this powerful technique. The work described in this dissertation serves to 

highlight the possibilities of native IM-MS but also to underscore the importance of 

detailed investigation into fundamental aspects of this method. 

 As was the common theme of Chapters II and III, the current most pressing issue 

that could slow the growth of native IM-MS in the study of biomolecules is not 

acquisition of high-quality data for complex samples but rather our ability to interpret the 

data, both in the mass spectral domain and from ion mobility. In Chapter II, the focus was 

on the problem of heterogeneity in this field, which can lead to incredibly complicated, 

congested mass spectra from which no useful information can be gleaned. The state-of-

the-art computational, instrumental, and experimental strategies covered in this chapter 

are necessary in the study of heterogeneous, challenging biomolecules, especially as 
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more evidence accumulates that the sources of heterogeneity—e.g., lipids, small 

molecules, co-existence of multiple conformations and stoichiometries—are essential to 

biological relevance. As instrument design continues to improve and the technique is 

applied to ever-increasingly complex samples, researchers must be trained in not just the 

use of these tools but also the principles behind them to interpret results correctly and 

avoid potential artifacts. 

 In Chapter III, I introduced a similar drawback within this field—our ability to 

interpret the structural information contained in ion mobility data. This requires 

investigation into features of gas-phase protein behavior to establish a solid framework of 

knowledge from which to draw conclusions about structure from native IM-MS data. In 

addition to reviewing the state-of-the-art computational efforts related to this problem, 

the comparison of multiple molecular dynamics force fields for use in native IM-MS 

solves a significant problem with our ability to interpret ion mobility data. The validation 

of the simulation protocol from this study to establish its accuracy and precision for a 

large set of proteins is a necessary first step to making comparisons between gas-phase 

experimental measurements to calculations done for condensed-phase structures 

quantitative and more meaningful. 

 Identifying robust features of gas-phase protein ion compaction shared among 

these force fields, all of which were optimized differently for small molecules, allowed 

subsequent investigation into the relationship between charge and structure in Chapter 

IV. For interpretations of structure and differences in gas-phase behavior, better 

understanding of the effects of charge state is required. Some of the findings in this 

chapter serve to caution researchers in taking the ion species with the smallest collision 



187 

cross-section to be the most “native-like.” This is representative of a broader theme 

contained within the chapters of this dissertation, namely that more detailed investigation 

and understanding of fundamental aspects of native IM-MS are needed in order to best 

inform researchers in their interpretations of this data. In Chapter V, characterization of 

the complexes formed by the α-pore-forming toxin Cytolysin A in different detergents 

leads to a more focused investigation of the different activation conditions commonly 

employed in these kinds of studies. Accumulating evidence underscores the possibility of 

unintended effects to structural features, stemming from choice of detergent/lipid 

environment and instrumental parameters and conditions used to generate well-resolved, 

interpretable native IM-MS spectra of membrane proteins and other heterogeneous 

biomolecules. 

 Application of native IM-MS to characterize the oligomeric assemblies of 

membrane proteins in Chapter V and of crystallin isoforms in Chapter VI highlight the 

rich information that can be obtained with this technique and of the additional structural 

detail possible when ion mobility data comparisons are made quantitative. Native IM-MS 

is able to fill in crucial details not accessible by other methods, such as identifying the 

exact subunit compositions of these protein complexes relevant to human health. The 

complementarity of the information provided by native IM-MS with that from more 

traditional biophysical techniques has positioned this technique well for continued use in 

investigating biological questions. 
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APPENDIX 

SUPPLEMENTAL INFORMATION FOR CHAPTER IV 

 

1. Extended Methods 

1.1. Analysis of Structural Features 

 A complete list of structural features analyzed is shown in Table S6. Features of 

structure coordinate files were analyzed with the molecular visualization program 

PyMOL unless otherwise noted. Root mean square deviation (RMSD) in atomic structure 

was calculated for simulated structures relative to the original, unsimulated coordinate 

file. Polar contacts involving side chains were visualized using the corresponding built-in 

feature in PyMOL. Hydrogen bonds were identified using a command to find pairs of 

hydrogen bond donors and acceptors within a cut-off distance of 3.5 Å and angle of 30°. 

Salt bridges were identified using the same Python command for pairs of oxygen atoms 

(from acidic residue side chains or the C-terminal residue in a chain) and nitrogen atoms 

(from basic residue side chains or the N-terminal residue in a chain) within a cut-off 

distance of 3.0 Å. HBmax and SBmax, the maximum number of possible hydrogen bonds 

and salt bridges, respectively, were calculated using previously-reported methods and 

based on amino acid composition.772 Numbers of residues with either α-helical or β-sheet 

secondary structure were determined based on PyMOL’s criteria for proper geometries. 

Swiss-PdbViewer was used to select all residues with 30% or greater solvent 

accessibility, referred to as “surface residues”. The remaining set of residues are referred 

to as “interior residues”. To assess compaction of residues not located at the surface, 

CCSs of structure “interiors” were computed for each protein using the set of residues 
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identified as interior for the original, unsimulated structure. Similarly, comparisons 

between unsimulated and simulated structures involving surface residues are based on the 

set of surface residues identified for the unsimulated structure. “Interior” CCS 

calculations were done using the Trajectory Method in Collidoscope with one charge 

placed at the center of mass.214 

 Percent difference in CCS was computed as [(simulated CCS) − (experimental 

CCS)] / (experimental CCS) * 100%. Compaction was calculated as [(simulated CCS) − 

(unsimulated CCS)] / (unsimulated CCS) * 100%. All features reported as a percent 

change between unsimulated and simulated structures were likewise calculated in this 

manner, except secondary structure. Percent change in secondary structure content was 

instead defined relative to the total number of residues to avoid instances of division by 

zero. 

 Total volume, void volume, van der Waals volume, and packing density were 

computed with ProteinVolume for each simulated structure coordinate file using default 

values for volume probe radius (starting size 0.08 Å, ending probe size 0.02 Å) and 

minimum distance between surface probes (0.1 Å).789 Packing density is calculated as the 

ratio of the van der Waals volume to the total volume. 

1.2. Principal Component Analyses of Structural Features 

 Seven structural features were selected for inclusion in principal component 

analyses, with one from each major category (listed in Table S6) and all expressed as 

percent changes to normalize each to the particular features of each starting condensed-

phase structure (see Table S6). These percent changes between simulated and condensed-

phase structures were for: hydrogen bonds, surface hydrogen bonds, surface residues, 
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polar contacts, salt bridges, and secondary structure content (both α-helical and β-strand, 

separately). PCAs were performed in Python with scikit-learn. Data for each feature were 

standardized prior to PCA by subtracting the mean and scaling to unit variance. Seven 

separate PCAs were performed: one with data from simulated charge conformers of β-

lactoglobulin, concanavalin A, and glutamate dehydrogenase (using averages for each 

native charge state); one with an aggregate dataset containing structural features for each 

of the 17 native-like IM-MS calibrant protein ions201,203 simulated with the same 

central/most-abundant native change state with each of 5 force fields (for a total of 85 

observations);215 and for the structural features of each of the 17 native-like IM-MS 

calibrant protein ions simulated with each force field separately (for a total of 5 separate 

PCAs). 

1.3. Relationship Between CCS and Charge from First Principles  

For approximately spherical ions of fixed density, volume (V) and density (ρ) can be 

written as follows, where R is the radius of the ion and NA is Avogadro’s number: 

 𝑉𝑉 = 4
3
𝜋𝜋 ∗ 𝑅𝑅3       Eq. 1 

 𝜌𝜌 =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑁𝑁𝐴𝐴∗𝑉𝑉

       Eq. 2 

where the molar mass of the ion is used. 

The radius of the ion (R) depends, in principle, on the average collision cross-section 

(Ωavg) and radius of the gas (rgas): 

 𝑅𝑅 =  �𝛺𝛺𝑎𝑎𝑎𝑎𝑎𝑎
𝜋𝜋

− 𝑟𝑟𝑔𝑔𝑚𝑚𝑚𝑚      Eq. 3 

Combining equations 1 and 2 yields: 

 𝜌𝜌 ∗ 𝑁𝑁𝐴𝐴 ∗ 4 ∗ 𝜋𝜋 ∗ 𝑅𝑅3 = 3 ∗ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚    Eq. 4 
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Substituting equation 3 into equation 4: 

 𝜌𝜌 ∗ 𝑁𝑁𝐴𝐴 ∗ 4 ∗ 𝜋𝜋 ∗ ��𝛺𝛺
𝜋𝜋
− 𝑟𝑟𝑔𝑔𝑚𝑚𝑚𝑚�

3

= 3 ∗ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚   Eq. 5 

where rgas is very small relative to R. 

This can be simplified to the following relationship between CCS and mass: 

 𝜴𝜴 ∝ 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝟐𝟐/𝟑𝟑       Eq. 6 

 

According to the Rayleigh limit for charged droplet fission, charge (ZR) depends on 

elementary charge (e), surface tension of the solvent (γ), relative permittivity (ε0), and the 

radius (R): 

 𝑍𝑍𝑅𝑅 = 8 ∗ 𝜋𝜋 ∗ 𝑒𝑒 ∗ �𝛾𝛾 ∗ 𝜀𝜀0 ∗ 𝑅𝑅3    Eq. 7 

Combining equations 7 and 4 yields: 

 𝑍𝑍𝑅𝑅 = 8 ∗ 𝜋𝜋 ∗ 𝑒𝑒 ∗ �𝛾𝛾 ∗ 𝜀𝜀0 ∗
3∗𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝜌𝜌∗𝑁𝑁𝐴𝐴∗4∗𝜋𝜋

�
1
2    Eq. 8 

This can be simplified to the following relationship between charge and mass: 

 𝒁𝒁𝑹𝑹 ∝ 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝟏𝟏/𝟐𝟐      Eq. 9 

 

Taking the expected scaling of mass with CCS and charge (equations 6 and 9) produces a 

z4/3 power law: 

 𝜴𝜴 ∝ 𝒁𝒁𝟒𝟒/𝟑𝟑       Eq. 10 
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Figure S1. Plots of experimental drift tube collision cross-sections201,203 of 17 native-like 
proteins against charge state (top) and mass (bottom). CCS data is fit to a 4/3-power law 
with respect to charge (top) and to a 2/3-power law with respect to mass (bottom). Colors 
represent different protein species. Data and fits for CCSs measured in helium or nitrogen 
buffer gas represented as indicated in legend. 
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Figure S2. Plot of experimental drift tube collision cross-section201,203 against charge 
state. Zoomed-in version of left panel of Figure 1 in main text to show trends for smaller 
proteins more clearly. Different protein species represented by different colors. Open and 
filled symbols correspond to measurements made in helium and nitrogen buffer gas, 
respectively. Trendlines shown are the same as in Figure 1. 
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Figure S3. Condensed-phase structures of β-lactoglobulin, concanavalin A, and 
glutamate dehydrogenase used in simulations of charge conformers, shown to scale. 
Protein identity, mass, oligomeric state, charge states, and PDB identifier indicated above 
each structure. Structures are colored according to secondary structure to illustrate 
differences: helix (purple), strand (red), coil/loop (cyan). 
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Figure S4. Linear regression plots for structural features for set of 17 IM-MS calibrant 
protein simulated structures215 against charge state. Each datapoint corresponds to a 
different protein. Each legend indicates linear trendlines with corresponding R2 value and 
any relevant color representation. Structural features are grouped by category, as in Table 
S6: (A) surface, (B) hydrogen bonding, (C) surface hydrogen bonding, (D) polar contacts, 
(E) salt bridges, and (F) secondary structure. 
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Figure S5. Linear regression plots for features related to size for set of 17 IM-MS 
calibrant protein simulated structures215 against charge state. Each datapoint corresponds 
to a different protein. Each legend indicates linear trendlines with corresponding R2 value 
and any relevant color representation. Structural features are grouped by category, as in 
Table S6: (A) CCS, (B) interior, and (C) RMSD.  
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Figure S6. Plot of collision cross-sections computed for simulated charge conformers of 
β-lactoglobulin, concanavalin A, and glutamate dehydrogenase. Datapoints represent the 
average for each charge state. Black error bars underneath represent 1 standard deviation. 
Helium and nitrogen buffer gas represented by red and blue, respectively.  
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Figure S7. Linear regression plots for structural features for β-lactoglobulin simulated 
structures against charge state. Each legend indicates linear trendlines with corresponding 
R2 value and any relevant color representation. Structural features are grouped by 
category, as in Table S6: (A) surface, (B) hydrogen bonding, (C) surface hydrogen 
bonding, (D) polar contacts, (E) salt bridges, and (F) secondary structure. 
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Figure S8. Linear regression plots for features related to size for β-lactoglobulin 
simulated structures against charge state. Each legend indicates linear trendlines with 
corresponding R2 value and any relevant color representation. Structural features are 
grouped by category, as in Table S6: (A) CCS, (B) interior, and (C) RMSD. 
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Figure S9. Linear regression plots for structural features for simulated charge conformers 
of concanavalin A against charge state. Circles represent the average value for each 
charge state, and error bars represent 1 standard deviation. Each legend indicates linear 
trendlines with corresponding R2 value and any relevant color representation. Structural 
features are grouped by category, as in Table S6: (A) surface, (B) hydrogen bonding, (C), 
surface hydrogen bonding, (D) polar contacts, (E) salt bridges, and (F) secondary 
structure. 
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Figure S10. Linear regression plots for structural features for simulated charge 
conformers of glutamate dehydrogenase against charge state. Circles represent the 
average value for each charge state, and error bars represent 1 standard deviation. Each 
legend indicates linear trendlines with corresponding R2 value and any relevant color 
representation. Structural features are grouped by category, as in Table S6: (A) surface, 
(B) hydrogen bonding, (C), surface hydrogen bonding, (D) polar contacts, (E) salt 
bridges, and (F) secondary structure. 
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Figure S11. Linear regression plots for features related to size for simulated charge 
conformers of concanavalin A (A,C,E) and glutamate dehydrogenase (B,D,F) against 
charge state. Circles represent the average value for each charge state, and error bars 
represent 1 standard deviation. Each legend indicates linear trendlines with corresponding 
R2 value and any relevant color representation. Structural features are grouped by 
category, as in Table S6: (A,B) CCS, (C,D) interior, and (E,F) RMSD. 
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Figure S12. Aggregate dataset of 17 native-like IM-MS calibrant protein structures 
simulated with each of 5 force fields215 recast along the first and second principal 
components. Principal component analysis was performed using 7 structural features (see 
main text, Table S6). Different colors represent structures simulated with different force 
fields as indicated in the legend. 
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Table S1. Set of 17 native-like protein IM-MS calibrants used. PDB ID and charge listed 
refer to those used for simulations in comparison of five force fields. Computed CCS for 
structure of each protein simulated with each force field shown.215 Experimental CCS 
values can be found in references 201 and 203. 
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Collision Cross-Section (nm2) of Simulated Structure, Helium Buffer Gas (N = 17) 
melittin 2.8 2MLT 4 5.46372 5.6924 5.9308 5.8973 6.0653 
insulin monomer 5.8 3E7Y 3 7.17816 7.8361 7.8991 8.1085 7.9332 
ubiquitin 8.6 1UBQ 5 9.38348 9.7480 10.2729 10.6874 10.2718 
insulin dimer 12 5BTS 5 11.7872 12.4790 12.5606 13.5957 12.4499 
cytochrome c 12 1HRC 7 11.9043 12.2791 12.5234 12.6442 12.7413 
β-lactoglobulin 
monomer 

18 3BLG 7 15.9403 16.7038 17.1996 17.5373 17.6061 

insulin hexamer 36 4EY9 10 23.7543 25.0160 25.3254 26.0380 25.8338 
β-lactoglobulin dimer 37 1BSY 12 26.5718 28.1043 28.7246 30.0221 29.4932 
transthyretin 56 1F41 15 34.7568 36.6754 38.6330 39.9923 38.2549 
avidin 64 1AVE 16 35.2721 38.8205 38.3177 39.7234 39.1418 
bovine serum 
albumin 

66 4F5S 15 40.9374 44.0715 46.0574 46.8515 46.9623 

concanavalin A 103 3CNA 21 54.5647 57.6440 57.5025 60.2895 59.7130 
serum amyloid P 
pentamer 

125 1SAC 24 66.4227 71.5942 73.1727 75.8189 73.0422 

alcohol 
dehydrogenase 

143 4W6Z 24 70.3632 74.0836 77.5249 79.9436 78.3593 

pyruvate kinase 237 1F3W 32 100.113 106.7590 108.5900 113.0180 111.5760 
serum amyloid P 
decamer 

250 2A3W 33 96.6701 104.1660 106.9830 108.8680 106.4960 

glutamate 
dehydrogenase 

336 3JCZ 40 126.407 135.6320 139.0410 144.1080 140.3300 

Collision Cross-Section (nm2) of Simulated Structure, Nitrogen Buffer Gas (N = 12) 
cytochrome c 12 1HRC 7 15.0375 15.4984 15.4378 15.5558 15.5691 
β-lactoglobulin 
monomer 

18 3BLG 7 19.2235 20.4830 20.2804 20.7366 21.0024 

β-lactoglobulin dimer 37 1BSY 12 31.6442 33.4082 33.5079 34.8284 34.0663 
transthyretin 56 1F41 15 40.6392 42.3945 43.9816 45.5135 43.6485 
avidin 64 1AVE 16 41.2033 44.6065 43.5191 44.9723 44.5324 
bovine serum 
albumin 

66 4F5S 15 47.2238 50.5585 51.5917 52.3480 52.3746 

concanavalin A 103 3CNA 21 61.8522 65.3986 64.3994 66.7328 66.6827 
serum amyloid P 
pentamer 

125 1SAC 24 74.4047 80.1278 80.3291 83.3871 80.6132 

alcohol 
dehydrogenase 

143 4W6Z 24 78.2537 82.4892 84.6393 87.0484 86.0058 

pyruvate kinase 237 1F3W 32 109.971 116.7560 117.5470 122.1790 120.9210 
serum amyloid P 
decamer 

250 2A3W 33 106.578 113.6990 115.9900 117.7040 115.8170 

glutamate 
dehydrogenase 

336 3JCZ 40 138.083 147.4770 149.6270 154.9110 150.4350 
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Table S2. Comparison of performance of GROMOS96 43a2 and GROMOS96 54b7 in 
recapitulating experimental native protein ion compaction. Percent difference in CCS 
between simulated structure and to experimental drift tube measurement shown for both 
force fields. For each protein, the percent difference closest to zero (closest to 
experiment) is shaded in green. The thick line between data for β-lactoglobulin dimer and 
transthyretin represents the threshold in protein size above which GROMOS96 54b7 
generally performs better and below which GROMOS96 43a2 performs better. 

Protein Mass 
(kDa) 

Percent Difference in CCS 
Relative to Experiment 

GROMOS96 
43a2770 

GROMOS96 
54b7771 

melittin 2.8 −7.0796 −3.1905 
insulin monomer 5.8 −5.1762 3.5147 
ubiquitin 8.6 −4.5424 −0.8345 
insulin dimer 12 −6.4508 −0.9603 
cytochrome c 12 −6.9977 −4.0695 
β-lactoglobulin monomer 18 −3.9741 0.6253 
insulin hexamer 36 −2.2457 2.9465 
β-lactoglobulin dimer 37 -8.3731 −3.0886 
transthyretin 56 2.2259 7.8688 
avidin 64 −3.0986 6.6497 
bovine serum albumin 66 −0.1527 7.4915 
concanavalin A 103 −1.6852 3.8631 
serum amyloid P pentamer 125 −4.1519 3.3105 
alcohol dehydrogenase 143 1.3879 6.7487 
pyruvate kinase 237 −2.8029 3.6495 
serum amyloid P decamer 250 −8.8018 −1.7302 
glutamate dehydrogenase 336 −1.2445 5.9625 
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Table S3. Computed CCSs for each simulated charge conformer. Percent difference in 
CCS is relative to the experimental drift tube CCS value.201,203 Bolded CCS values 
indicate average ± standard deviation for all charge conformers of each protein, with 
percent deviation below this in parentheses. Bolded percent difference in CCS values 
indicate average over all charge conformers of each protein. Blacked-out cells indicate 
that experimental CCS values are not reported for that charge state in that buffer gas. 
Values for β-lactoglobulin in helium correspond to structures simulated with 
GROMOS96 54b7, and all others are with GROMOS96 43a2. 

Charge Conformer 
ID 

Helium Buffer Gas Nitrogen Buffer Gas 

CCS (nm2) % Diff. in 
CCS CCS (nm2) % Diff. 

in CCS 
β-lactoglobulin  16.90 ± 0.09 

(0.53%) 
−1.10 19.4 ± 0.6 

(3.1%) 
−2.53 

7 A 16.8117 1.28 18.9774 −2.68 
8 A 16.8960 −0.02 19.8149 −2.39 
9 A 16.9908 −4.55   

concanavalin A 54.1 ± 0.5 
(0.9%) 

−1.77 61.5 ± 0.2 
(0.4%) 

1.31 

19 
A   61.2454 1.07 
B   61.6832 1.79 
E   61.3782 1.28 

20 A 53.8862 −2.91 61.2890 0.80 
C 54.4500 −1.89 61.7384 1.54 

21 

A 53.7644 −3.13 61.2682 0.60 
B 54.3570 −2.06 61.5992 1.15 
D 54.2665 −2.22 61.8024 1.48 
E 53.6185 −3.39 61.4958 0.98 

22 A 53.7395 −1.94 61.4230 1.53 
B 53.8223 −1.78 61.8270 2.19 

23 
A 53.7090 −1.45   
B 55.0251 0.96   
E 54.6853 0.34   

glutamate 
dehydrogenase 

126.6 ± 0.8 
(0.6%) 

−1.06 138.4 ± 0.9 
(0.7%) 

3.22 

37 A   139.406 4.03 
C   138.529 3.38 

38 
A 127.748 −0.20 138.816 3.59 
B 125.959 −1.59 136.919 2.18 
E 125.797 −1.72 137.249 2.42 

39 A 126.080 −1.50 137.654 2.73 

40 A 127.461 −0.42 138.718 3.52 
D 127.338 −0.52 139.414 4.04 

41 A 127.419 −0.45 139.113 3.05 

42 A 125.767 −1.74   
E 127.465 −0.42   

43 

A 125.331 −2.09   
C 126.671 −1.04   
D 127.048 −0.74   
E 126.254 −1.36   
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Table S4. Re-calculated CCSs at native charge state distribution extremes assuming 
identical structure. For each protein, the simulated charge conformer structure with the 
smallest and largest CCS in the original set of simulations is listed with its computed 
CCS. Re-calculated CCS values correspond to the CCS of each structure upon re-
calculation with the lowest and highest charge states from each protein’s native charge 
state distribution. Blue text indicates that re-calculated CCS is the same as originally 
calculated (due to the selected charge conformer structure already having either the 
lowest or highest charge state). 

Helium Buffer Gas Nitrogen Buffer Gas 
Original 
Charge & 
Conformer 
ID 

Original 
Simulated 
CCS 

Re-Calculated 
CCS 

Original 
Charge & 
Conformer 
ID 

Original 
Simulated 
CCS 

Re-Calculated 
CCS 

Lowest 
z 

Highest 
z 

Lowest 
z 

Highest 
z 

BLG 7+ 9+ BLG 7+ 8+ 
7+ A 16.8117 16.8117 16.8664 7+ A 18.9774 18.9774 19.2739 
9+ A 16.9908 16.9337 16.9908 8+ A 19.8149 19.5455 19.8149 

ConA 20+ 23+ ConA 19+ 22+ 
21+ E 53.6185 53.6191 53.7311 19+ A 61.2454 61.2454 61.7740 
23+ B 55.0251 54.9091 55.0251 22+ B 61.8270 61.1220 61.8270 

GDH 38+ 43+ GDH 37+ 41+ 
43+ A 125.331 125.316 125.331 38+ B 136.919 136.594 137.525 
38+ A 127.748 127.748 128.024 40+ D 139.414 138.710 139.732 
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Table S5. CCSs computed for each simulated charge conformer structure with the 
Projection Approximation (PA) in IMoS,217,748,788 along with its corresponding percent 
difference in CCS (between the simulated and condensed-phase structure). Values for β-
lactoglobulin in helium are from simulations with GROMOS96 54b7,771 and all others 
are with GROMOS96 43a2.770 PA does not model ion-dipole or other electrostatic 
interactions related to ion charge state, so the resulting CCSs are “charge-ignorant.” 
Bolded CCSs listed for each protein correspond to the average computed PA CCS for all 
simulated charge conformers. 

Charge 
State 

Conformer 
ID 

PA CCS in 
Helium 

% Diff. 
in CCS 

PA CCS in 
Nitrogen 

% Diff. 
in CCS 

β-lactoglobulin 14.2922  14.8014  
7 A 14.1611 −0.92 13.0767 −11.65 
8 A 14.3231 0.22 13.3393 −9.88 
9 A 14.4647 1.21   
concanavalin A 46.5008  47.5034  
19 A   42.4457 −10.65 

B   42.7983 −9.90 
E   42.6563 −10.20 

20 A 41.4061 −10.96 42.2763 −11.00 
C 41.8991 −9.90 42.7977 -9.91 

21 A 41.3825 −11.01 42.2588 −11.04 
B 41.6490 −10.43 42.5431 −10.44 
D 41.7158 −10.29 42.5985 −10.33 
E 41.2027 −11.39 42.0701 −11.44 

22 A 42.1173 −9.43 43.0169 −9.44 
B 41.4143 −10.94 42.2830 −10.99 

23 A 41.4159 −10.93   
B 42.1173 −9.43   
E 42.0740 −9.52   

glutamate 
dehydrogenase 

114.5460 
 

116.2093  

37 A   97.5290 −16.07 
C   96.6498 −16.83 

38 A 95.2290 −16.86 96.6675 −16.82 
B 94.0871 −17.86 95.5187 −17.80 
E 94.1293 −17.82 95.5377 −17.79 

39 A 94.3230 −17.65 95.7247 −17.63 
40 A 95.5580 −16.58 96.9946 −16.53 

D 95.3357 −16.77 96.7813 −16.72 
41 A 95.4275 −16.69 96.8820 −16.63 
42 A 94.3846 −17.60   

E 95.2169 −16.87   
43 A 93.9565 −17.97   

C 95.2056 −16.88   
D 95.2026 −16.89   
E 94.5397 −17.47   
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Table S6. List of structural features analyzed and details of how features were 
determined for structure coordinate files, grouped according to general category. Features 
marked with an asterisk indicate they were included in principal component analysis. 

C
C

S 

CCS: CCS computed with Trajectory Method in Collidoscope214 for structures with charges placed 
on residues identified in stable charge configurations 
Percent Compaction: Percent difference in CCS between simulated and condensed-phase structure 
Percent Difference: Percent difference in CCS between simulated structure and experiment 

Su
rf

ac
e Number of Surface Residues: Number of residues with ≥ 30% solvent accessibility, identified with 

Swiss-PdbViewer 
*Percent Change in Number of Surface Residues: Percent difference in number of surface 
residues between simulated and condensed-phase structure 

In
te

ri
or

 

Interior CCS: Calculated CCS of “interior” region (defined as set of residues not identified as 
surface in condensed-phase structure for each protein), with a default 1+ charge at center of mass in 
either buffer gas as appropriate 
Percent Change in Interior CCS: Percent difference in interior CCS (for same set of residues 
identified as “interior” in the condensed-phase structure for each protein) 

H
yd

ro
ge

n 
B

on
di

ng
 

Number of Hydrogen Bonds: Identified in PyMOL as pairs of donors and acceptors within distance 
(3.5 Å) and geometry (30°) cut-offs used in ref. 772 
Percent of HBmax: Percent of hydrogen bonds out of maximum number possible (HBmax 
computed based on sequence of each protein using previously-reported method)772 
*Percent Change in Number of Hydrogen Bonds: Percent difference between simulated and 
condensed-phase structure 

Su
rf

ac
e 

H
-

B
on

di
ng

 

Number of Surface Hydrogen Bonds: Identified in PyMOL same as hydrogen bonds above, but for 
set of residues identified as “surface” in condensed-phase structure 
Number of Hydrogen Bonds per Surface Residue: Total number of surface residue hydrogen 
bonds divided by total number of surface residues 
*Percent Change in Number of Surface Hydrogen Bonds: Percent difference between simulated 
and condensed-phase structure (for same set of residues identified as surface in condensed-phase 
structure) 

Po
la

r 
C

on
ta

ct
s Number of Polar Contacts Involving Charged Side Chains: Number of polar contacts involving 

side chains (determined with PyMOL built-in feature) of residues identified in stable charge 
configuration 
*Percent Change in Number of Polar Contacts: Percent difference in total number of polar 
contacts involving charged residue side chains between simulated and condensed-phase structure 
Number of Polar Contacts per Charged Residue: Total number of polar contacts involving 
charged residue side chains divided by charge state 

Sa
lt 

B
ri

dg
es

 

Number of Salt Bridges: Identified in PyMOL as pairs of oxygen atoms (in ASP or GLU side 
chains, or C-termini carboxyl) and nitrogen atoms (in LYS, ARG, or HIS side chains, or N-termini 
backbone amine) within 3.0 Å cut-off 
Percent of SBmax: Percent of salt bridges out of maximum number possible (SBmax computed 
based on sequence of each protein using previously-reported method)772 
*Percent Change in Number of Salt Bridges: Percent difference between simulated and 
condensed-phase structure 

R
M

SD
 Root Mean Square Deviation: RMSD between simulated and condensed-phase structure 

determined with PyMOL align feature (sequence alignment, followed by structural superposition and 
refinement to reject outliers) 

Se
co

nd
ar

y 
St

ru
ct

ur
e 

Secondary Structure Content: Number of residues identified as having helix or strand secondary 
structure (based on backbone geometry and hydrogen bonding in PyMOL) expressed as a percentage 
of the total number of residues 
*Percent Change in Secondary Structure Content: Percent difference in either helix or strand 
secondary structure content between simulated and condensed-phase structure 
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Table S7. Volumes and packing densities of simulated charge conformers computed with 
ProteinVolume. Packing density is computed as the ratio of van der Waals volume to the 
total volume. Values shown in bold in packing density column are the average ± standard 
deviation for all charge conformers for each protein, with the deviation expressed as a 
percentage below this in parentheses. 
Charge 
State 

Conformer 
ID 

Total Vol. 
(Å3) 

Void Vol. 
(Å3) 

van der Waals 
Vol. (Å3) 

Packing 
Density 

β-lactoglobulin (3BLG, 18 kDa monomer) 0.717 ± 0.006 
(0.9%) 

7 A 20157.723 5568.819 14588.904 0.724 
8 A 20505.290 5905.530 14599.760 0.712 
9 A 20399.153 5793.299 14605.854 0.716 
concanavalin A (3CNA, 103 kDa tetramer) 0.684 ± 0.002 

(0.3%) 
19 A 118756.674 37621.067 81135.608 0.683 

B 118405.736 37284.143 81121.593 0.685 
E 118883.441 37734.362 81149.080 0.683 

20 A 118007.502 36896.553 81110.949 0.687 
C 118547.171 37458.083 81089.088 0.684 

21 A 118579.926 37461.939 81117.987 0.684 
B 119194.306 38068.370 81125.936 0.681 
D 118782.945 37689.140 81093.806 0.683 
E 119053.263 37921.174 81132.089 0.681 

22 A 118319.573 37152.883 81166.691 0.686 
B 118875.798 37730.424 81145.374 0.683 

23 A 118783.881 37664.270 81119.612 0.683 
B 118319.921 37154.780 81165.142 0.686 
E 118367.591 37229.376 81138.215 0.685 

glutamate dehydrogenase (3JCZ, 336 kDa hexamer) 0.674 ± 0.002 
(0.3%) 

37 A 393813.001 128352.248 265460.753 0.674 
C 393724.631 128239.097 265485.534 0.674 

38 A 394766.280 129190.108 265576.171 0.673 
B 393407.564 127986.133 265421.432 0.675 
E 394899.005 129429.870 265469.135 0.672 

39 A 394187.722 128771.087 265416.635 0.673 
40 A 393068.957 127531.011 265537.946 0.676 

D 393793.709 128357.197 265436.512 0.674 
41 A 392838.847 127463.435 265375.412 0.676 
42 A 392666.834 127154.924 265511.910 0.676 

E 394816.032 129221.817 265594.215 0.673 
43 A 396076.237 130657.683 265418.553 0.670 

C 394650.062 129082.073 265567.988 0.673 
D 393857.100 128355.103 265501.996 0.674 
E 392890.168 127352.144 265538.024 0.676 
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Table S8. Slope and Pearson correlation coefficient values for linear regression of 
experimental drift tube CCS against charge state.201,203 Only proteins for which there 
were experimental drift tube CCS measurements reported for at least three native charge 
states are shown. 

Protein Mass 
(kDa) 

Buffer 
Gas 

Charge 
Range 

CCS 
Range 
(nm2) 

Slope R2 

melittin 2.8 He 3-5 0.32 0.160 0.905 
ubiquitin 8.6 He 4-6 0.28 0.140 0.985 
β-lactoglobulin monomer 18 He 7-9 1.2 0.600 0.923 
insulin hexamer 36 He 9-11 0.1 0.000 0.000 

β-lactoglobulin dimer 37 He 11-13 1.1 0.550 0.997 
N2 11-13 2.0 1.000 0.987 

transthyretin 56 He 14-16 0.3 −0.150 0.964 
N2 14-16 0.4 0.200 0.923 

avidin 64 He 15-18 0.0 0.000 --- 
N2 15-17 0.1 0.050 0.750 

bovine serum albumin 66 He 14-17 0.6 −0.190 0.793 
N2 14-17 0.2 −0.020 0.067 

concanavalin A 103 He 20-23 1.0 −0.370 0.892 
N2 19-22 0.4 −0.020 0.020 

serum amyloid P pentamer 125 He 22-26 2.0 −0.510 0.988 
N2 22-26 3.5 −0.990 0.949 

alcohol dehydrogenase 143 He 23-26 2.2 −0.770 0.891 
N2 23-26 0.8 0.230 0.761 

pyruvate kinase 237 He 30-35 3 −0.543 0.755 
N2 31-35 1 −0.300 0.750 

serum amyloid P decamer 250 He 31-35 3 0.600 0.692 
N2 31-34 1 0.000 0.000 

glutamate dehydrogenase 336 He 38-43 0 0.000 --- 
N2 37-41 1 0.200 0.500 
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Table S9. Principal component analysis of 7 structural features of simulated charge 
conformers of β-lactoglobulin, concanavalin A, and glutamate dehydrogenase (averaged 
for each native charge state). Principal components are listed in descending order of 
variation explained and with eigenvector coefficients for each of the 7 structural features. 

PC Variance 
Explained 

% 
Change 
in # 
HBs 

% Δ in 
# 
Surface 
HBs 

% Δ in # 
Surface 
Residues 

% Δ in # 
Polar 
Contacts 
with 
Charged 
Side 
Chains 

% Δ in 
# SBs 

% Δ in 
α-
Helical 
Content 

% Δ in 
β-
Strand 
Content 

1 66.02% 0.4422 0.4328 0.1672 −0.3671 −0.4077 0.3653 0.3934 
2 25.03% −0.2243 −0.2625 0.6919 −0.4220 −0.2967 −0.3425 −0.1365 
3 6.51% −0.0364 0.1023 0.1114 −0.2864 0.2360 0.5959 −0.6950 
4 1.49% −0.1422 −0.1866 0.3402 −0.1178 0.6654 0.2750 0.5449 
5 0.64% 0.0287 −0.0840 −0.5339 −0.7652 0.2012 −0.2814 0.0429 
6 0.28% 0.4918 0.4473 0.2827 0.0571 0.4543 −0.4799 −0.1953 
7 0.03% 0.6999 −0.7001 0.0143 0.0491 −0.0176 0.0951 −0.0822 
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Table S10. Principal component analysis of 7 structural features of aggregate data set 
consisting of one structure of 17 native-like IM-MS calibrant proteins (using 
central/most-abundant charge state) simulated with each of 5 different force fields.215 
Principal components are listed in descending order of variation explained and with 
eigenvector coefficients for each of the 7 structural features. 

PC Variance 
Explained 

% 
Change 
in # 
HBs 

% Δ in 
# 
Surface 
HBs 

% Δ in # 
Surface 
Residues 

% Δ in # 
Polar 
Contacts 
with 
Charged 
Side 
Chains 

% Δ in 
# SBs 

% Δ in 
α-
Helical 
Content 

% Δ in 
β-
Strand 
Content 

1 34.4% −0.5419 −0.5346 0.4095 0.0072 −0.1638 −0.4509 −0.1502 
2 22.5% −0.1641 −0.2538 −0.3413 0.6191 0.5531 0.0989 −0.3052 
3 14.7% 0.2118 −0.1478 0.0770 0.2746 0.2478 −0.3651 0.8107 
4 9.5% 0.1726 0.1334 0.4305 −0.3968 0.7278 −0.1699 −0.2262 
5 8.4% 0.3971 0.3401 0.3508 0.5501 −0.2514 −0.3481 −0.3413 
6 7.6% −0.0156 −0.1415 0.6284 0.2435 0.0039 0.7084 0.1539 
7 2.9% −0.6684 0.6888 0.0811 0.1479 0.1139 −0.0416 0.1888 
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Table S11. Separate principal component analyses of 7 structural features of set of 17 
native-like IM-MS calibrant protein simulated structures for each force field 
individually.215 Eigenvector coefficients and variation explained are listed for each force 
field for the first and second principal components only. 

First Principal Component Eigenvectors 
FF Var. 

Expl. 
% 
Change 
in # 
HBs 

% Δ in 
# 
Surface 
HBs 

% Δ in # 
Surface 
Residues 

% Δ in # 
Polar 
Contacts  

% Δ in 
# SBs 

% Δ in 
α-
Helical 
Content 

% Δ in 
β-
Strand 
Content 

GROMOS 
96 43a2 

34.8% −0.3995 −0.4782 0.4548 −0.2338 −0.3000 −0.5094 0.0279 

GROMOS 
96 54b7 

32.2% −0.5446 −0.5098 0.4382 −0.2211 −0.2126 −0.3942 −0.0450 

AMBER 94 35.7% 0.5114 0.5129 −0.3172 −0.0047 0.2644 0.4342 0.3412 
CHARMM 
27 

37.6% −0.5246 −0.4888 0.3895 −0.0956 −0.2209 −0.4510 −0.2699 

OPLS-
AA/L 

38.6% −0.4755 −0.4743 0.4630 0.0138 −0.1618 −0.5252 −0.1798 

Second Principal Component Eigenvectors 
FF Var. 

Expl. 
% 

Change 
in # 

HBs 

% Δ in 
# 

Surface 
HBs 

% Δ in # 
Surface 

Residues 

% Δ in # 
Polar 

Contacts  

% Δ in 
# SBs 

% Δ in 
α-

Helical 
Content 

% Δ in 
β-

Strand 
Content 

GROMOS 
96 43a2 

26.4% −0.3644 −0.3799 −0.2047 0.4935 0.4088 −0.0362 −0.5187 

GROMOS 
96 54b7 

20.9% −0.3415 −0.3646 −0.3394 0.5034 0.5556 0.0147 −0.2702 

AMBER 94 25.5% −0.2379 −0.2454 −0.4740 0.6142 0.5185 0.0025 −0.1117 
CHARMM 
27 

26.4% −0.0944 −0.2971 −0.2694 0.6077 0.4869 0.1074 −0.4607 

OPLS-
AA/L 

25.2% −0.1654 −0.3617 −0.3709 0.4765 0.5467 0.1309 −0.4014 
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Table S12. Dot products of first and second principal components for each pair of force 
fields. Dot products are duplicated on either side of the diagonal for easier comparison. 
Blank cells correspond to pairing of each force field with itself. 

Dot Products of First Principal Component Eigenvectors 
 GROMOS96 

43a2 
GROMOS96 
54b7 

AMBER94 CHARMM27 OPLS-
AA/L 

GROMOS96 
43a2 

 0.9756 −0.8836 0.9313 0.9352 

GROMOS96 
54b7 

0.9756  −0.9206 0.9636 0.9501 

AMBER94 −0.8836 −0.9206  −0.9884 −0.9655 
CHARMM27 0.9313 0.9636 −0.9884  0.9815 
OPLS-AA/L 0.9352 0.9501 −0.9655 0.9815  

Dot Products of Second Principal Component Eigenvectors 
 GROMOS96 

43a2 
GROMOS96 
54b7 

AMBER94 CHARMM27 OPLS-
AA/L 

GROMOS96 
43a2 

 0.9475 0.8498 0.9365 0.9357 

GROMOS96 
54b7 

0.9475  0.9590 0.9345 0.9683 

AMBER94 0.8498 0.9590  0.9005 0.9252 
CHARMM27 0.9365 0.9345 0.9005  0.9778 
OPLS-AA/L 0.9357 0.9683 0.9252 0.9778  
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