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Abstract 

New Zealand’s economy is mainly dependent on the farming sector and the sheep sector is 

one of the most important farming sectors, playing a backbone role to the agricultural 

industry and placing New Zealand among the top five sheep exporter countries in the world. 

International consumer trends show concerns over the well-being of animals before slaughter 

and research also indicates potential negative effects on meat quality of stressed animals. 

Indicators for sheep well-being have largely been limited to physical weight gain and visually 

observable behaviour and appearance.  There has been recent interest but little substantive 

research on sheep vocalisation as a means of monitoring sheep well-being. This assumes that 

sheep vocalisation can be classified as representing different states of well-being. Therefore, 

this thesis investigated the potential to be able to classify sheep vocalisations in a way that 

would enable  automated assessment of the well-being of New Zealand sheep using recorded 

vocalisations. 

A supervised machine learning approach was used to classify the sheep vocals into happy and 

unhappy classes. Sheep sounds were collected from a New Zealand Ryeland sheep stud farm 

and online databases. After collection, these sounds were labelled by an expert, pre-

processed to make them clean from unwanted background sound noises and features were 

extracted and selected for classification. Models were built and trained and tested. 

Model use in this research shows that sheep sounds were classified into happy and unhappy 

classes with an accuracy of 87.5%, for the sheep vocals used in this research. Through 

demonstrating the ability for automated classification of sheep vocalisations this research 

opens the door for further study on the well-being of sheep through their vocalisations.  

Future researchers could also  collect larger vocal data sets across different breeds to test 

for breed-related variance in vocalisations.  This may enable future sheep well-being 

certification systems to be established to assure consumers of the well-being of pre-

slaughter sheep life. 

Key Words:  Sheep well-being, farming, machine learning, vocals, economy, well-being, 

New Zealand. 
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Glossary of Terms 

Terms Definition 

Fisher score-based 

feature 

Fisher score is one of the most widely used 

supervised feature selection methods. Fisher score algorithm selects 

each feature independently in accordance with their scores. 

Multi-layer 

perceptron 

network. 

A multi-layer perceptron (MLP) has the same structure of a single 

layer perceptron with one or more hidden layers.  

Mel-frequency 

cepstral coefficient 

In sound processing, the mel-frequency cepstrum (MFC) is a 

representation of the short-term power spectrum of a sound, based 

on a linear cosine transform of a log power spectrum on a nonlinear 

mel-scale frequency. 

Single-layer 

perceptron 

network. 

A single layer perceptron (SLP) is a feed-forward network based on a 

threshold transfer function. SLP is the simplest type of artificial neural 

networks and can only classify linearly separable cases with a binary 

target (1, 0). 

Supervised Machine 

learning classifier 

Supervised learning, also known as supervised machine learning, is a 

subcategory of machine learning and artificial intelligence. It is 

defined by its use of labelled datasets to train algorithms to classify 

data or predict outcomes accurately.  

https://en.wikipedia.org/wiki/Sound_processing
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Chapter 1 

Introduction 

1.1 Introduction 

With the value of animals to the growing human population, the growing demand for animal 

protein, and growing concern in markets for animal welfare (Montossi et al., 2013), it is very 

important that animal well-being should be given priority in order to have healthy animal life 

cycle. Concerns over the welfare of animals grown in captivity for consumption was initially 

couched in terms of animal health while there were no international agreements on animal 

welfare. The need to fight animal diseases and ensure their better well-being led to an 

international agreement signed on January 25th, 1924 for the creation of the Office 

International des Epizooties which later changed to the world Organisation for Animal Health 

(but the acronym OIE was kept for the original name) in May 2003. OIE being an 

intergovernmental organisation is responsible for improving animal health worldwide and has 

a total of 182 Member Countries, indicative of the importance placed on animal welfare 

generally at an international level. In addition to the OIE, the Food and Agriculture 

Organisation of the United Nations (FAO) is also playing a pivotal role globally for the well-

being of animals. The presence of both these globally recognised bodies demonstrates the 

global intergovernmental interest in animal health and their well-being (Epizooties, 2020). 

Therefore, it is very important that animal health be taken seriously, and better well-being 

steps taken for their overall health. 

Domestic laws have also been promulgated addressing animal well-being. This reflects a rising 

concern for animal rights and more generally for animal well-being for example United 

Kingdom’s Animal Welfare Act 2006 and United States Animal Welfare Act 1966 (Government 
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of the United Kingdom Animal welfare Act 2006; United States Government Animal Welfare 

Act 1966). While people are happy to eat animal products, surveys have shown that there is 

an increasing interest in knowing that the animals lived in good conditions while being raised, 

before slaughter (Terlouw et al., 2008). Also, there is an increased environmental, social and 

consumer pressure on pastoral livestock production to reduce environmental impacts and to 

enhance animal welfare and biodiversity (Gregorini, Villalba, Chilibroste, & Provenza, 2017). 

From a taste perspective, research has also indicated that less stressed animals result in 

better tasting animal products (Thorslund, Sandøe, Aaslyng, & Lassen, 2016).  

A concurrent concern for the maintenance of healthy food chains and secure access to food 

to meet growing food demands has focussed attention on the animals’ health and 

productivity, which can be seen from the rise of certification systems provided by different 

organisations (e.g. global animal welfare certification by global animal partnership of the need 

to address the wide range of ethical issues and rising demand from retailers and the food 

industry for seeking higher animal welfare standards from the producers of food of animal 

origin. Montossi et al. (2013)  have suggested that precision agriculture enabling better 

measurement and monitoring of individual animals (e.g. sheep) promises a way to ensure 

multiple demands are met.  Precision agriculture relies on advanced technology assessment 

and monitoring and rapid information analysis to enable responses. It is within this context 

of an increasing interest in the well-being of an animal on the farm and advanced 

technological data analysis that the current research is situated.  

There are more than 1.2 billion sheep in the world (FAO, 2002) and understanding the 

behaviour and well-being of sheep is an interesting research prospect in itself. It might also 

have potential commercial value through consumer-friendly certification labelling.  This is 
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methods of monitoring their well-being.  If sheep are ‘happy’ it may be assumed that they are 

more likely to be enjoying reasonable well-being.  The concept of “happiness” might fit well 

with the consumer market.   

Indicators of sheep well-being have predominantly depended on visual or 

biophysical/biochemical observations by farmers and veterinarians. Sheep vocalisations offer 

a means of remote collection of another form of data, but the usefulness of vocalisation data 

for large numbers of sheep depends on our ability to accurately and meaningfully classify such 

data. Machine learning algorithms offer a means to achieve this, but until the current research 

there have been no reported attempts to apply machine learning to sheep vocalisations. 

Therefore, this research study aims to classify the sheep vocal data into ‘happy’ and ‘unhappy’ 

categories using machine learning.  

1.2 Study significance and research gap 

This study has chosen New Zealand as research context for characterising sheep vocals into 

happy and unhappy states, because New Zealand is one of the World’s top ten countries in 

sheep farming  (with 26.7 million sheep counted at 30 June 2019) and the sheep farming 

sector is one of the major contributing sectors to New Zealand’s economy with export 

revenues forecasted to be $3.4 billion for year 2019-2020 (Beef and Lamb, 2019). There are 

some challenges being faced by this sector and the well-being of sheep is one (Stafford, 2017) 

which needs to be addressed.  

This research project aims to design, implement, and classify sheep vocals into happy and 

unhappy. As the literature review shows lack of studies were found for charactersing sheep 

vocals into ‘happy’ and ‘unhappy’ states using machine learning.   
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1.3 Research Objective 

The research objective of this research study is to classify the vocalisations of sheep into 

states of happiness and unhappiness through vocalisation analysis using a machine learning 

approach. 

1.4 Thesis Organisation 

This thesis is organised into five chapters. Following this introductory chapter, Chapter 2 

provides a review of relevant literature on approaches used to classify animal well-being, and 

in particular sheep well-being, based on their vocal patterns.  This enables the nature of the 

gap in knowledge to be clearly identified and provides the theoretical context for the 

research. Chapter 3 provides the methods used, which comprises four parts. The first part 

discusses the process of data collection, data labelling, followed by feature extraction, feature 

selection and reduction in section 3.5 and the classification model used for sheep vocals in 

section 3.6. Chapter 4 presents the results analysis and discusses key findings of this research 

based on the classification models used for classifying sheep vocals. This is followed by the 

overall conclusion and recommendations for future researchers in Chapter 5. 
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Chapter 2 

Literature Review 

 

2.1 Well-Being 

The concept of well-being varies among academicians, policy makers, psychologists, or 

interior designers. It is an individual perception related to a specific state of mind in different 

contexts (White, 2008). Every individual has their own aims, wants/desires, aspirations, 

motivation levels and preferences so the experience of well-being also varies a lot from an 

individual to individual. For some it is the level of their own happiness and success, but for 

others it may be beyond their own individual interest and related to the welfare or the good 

of society. Therefore, to define the concept of well-being precisely on any uniform standard 

is extremely difficult (Dolan & Metcalfe, 2011). 

The relationship between humans and animals is centuries old and holds much importance in 

human civilisation in terms of getting various benefits from animals such as meat, milk and 

wool (Blood & Studdert, 1988). Terms well-being and welfare have been used increasingly by 

consumers, veterinarians, corporations and others (Hewson, 2003). Similarly, like 

measurement of well-being in humans, it is a quite difficult and challenging task to provide a 

uniform definition of animal well-being or welfare (Hewson, 2003). 

The various authors have attempted to define animal well-being. It is defined as the 

strengths/abilities of an animal to cope with physiochemical and social life environment in 

terms of physiology, behaviour, and cognitive aspects (Scott & MacAngus, 2004). Whereas 

C.R.W. Spedding (1965, p.3) defined animal welfare as: “Animal welfare is a State of well-

being, in which at least basic needs are met and suffering is minimised”. Similarly, D.M. Broom 
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(1991, p91) defined the welfare as: “The state of an individual in relation to its environment, 

and this can be measured. Both failures to cope with the environment and difficulty in coping 

are indicators of poor welfare”.  

The two terms animal well-being and animal welfare are used interchangeably in existing 

research (Broom, 1988). Despite this, Moberg (2013, p.2) defined well-being as: “The state of 

being happy, healthy or prosperous”. However, (Moberg, 1985) also argued that to 

understand and define well-being for a particular animal is too vague. 

In summary, animal well-being describes how an animal is coping with the conditions in which 

it lives. The conditions for animal well-being may be named as a good state of welfare if (as 

indicated by scientific data) it is healthy, happy, having proper food, safety, and able to 

express natural behaviour. An excellent state of well-being would mean that an animal is free 

of diseases, has good access to food, areas to shelter in and treatment available on becoming 

sick.  

2.2 Internationally Recognised Animal Welfare Standards 

As noted in the Introduction Chapter, animal welfare has gained attention around the globe  

and has led to an increased public interest (Fidler, 2004; Grandin, 2005). Most of the countries 

aim to achieve and implement the internationally recognised set of animal welfare standards 

as they are considered as foundation stones for modern animal welfare. These five standards 

laid out by Brambell (1965) are known as five freedoms and recommend:- 
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• Freedom from hunger and thirst:  availability of clean water and a well-balanced 

diet would keep animals in good health. Access to clean water and a well-balanced 

diet will keep animals healthy and strong. 

• Freedom from discomfort: living area of animals should be calm, spacious, and 

clean. As providing a neat and clean shelter and environment ensures the animal is 

healthy and happy.  

• Freedom from pain, injury or disease: proper care and immediate access to 

veterinary staff in situations like pain, injury or disease can greatly improve 

wellbeing and welfare level in animals. 

• Freedom to express normal behaviour: natural environment should be provided to 

animals including enough space for moving around and freedom to express their 

emotions. 

• Freedom from Fear and Distress: all animals deserve an environment free from fear 

and distress. Such an environment can help in minimising stress and anxiety and 

ultimately creates positive and contented feelings, which improves welfare and 

well-being in their lives.   

All these freedoms together ensure greater well-being life cycle of sheep and other animals, 

therefore it’s important to pay more attention towards these above five international animal 

welfare standards as they affect positively or negatively well-being life cycle of sheep. 

This research is for New Zealand sheep as it is an important sector for New Zealand economy, 

hence it is instructive to discuss some relevant provisions of New Zealand’s Animal Welfare 

Act 1999.  
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2.3 New Zealand’s Animal Welfare Act 1999  

The Animal Welfare Act 1999 provides detailed guidelines and standards to be followed for 

the well-being of animals (Farnworth, Campbell, & Adams, 2011; Mellor & Stafford, 2001). 

The Act is administered by the Ministry for Primary Industries (MPI) with an objective to 

create an awareness among New Zealanders about the welfare of animals and lays down 

overall guidelines for a good and humane treatment of animals for peaceful and healthy living. 

Section 4 of Animal Welfare Act 1999 defines physical, health, and behavioural needs in 

relation to an animal. It includes availability of healthy and abundant food, clean water, 

secure housing, freedom to exhibit natural behaviour and protection from injuries and 

disease.  Therefore, it is important to first understand the three broader categories of sheep 

well-being, being a key focus of this study.  Based on the existing literature, in the next section 

we will discuss three main categories of well-being in sheep. 

2.4 Three Broad categories of Well-being in Sheep 

As per the discussion of (Moberg, 1985), the International standards and the New Zealand 

Animal Welfare Act indicate three main factors are important in establishing the well-being 

of sheep.  These have also been considered as those factors internal to a sheep and those that 

are external to a sheep which play vital roles in determining an animal’s state of well-being 

such as physical stimuli, biological responses, heredities, environment (Villalba, Provenza, & 

Shaw, 2006). Based on these stated factors, well-being of sheep is mainly categorised into 

three categories, biological functioning, negative and positive experiences (Marai, El-

Darawany, Fadiel, & Abdel-Hafez, 2007).  
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2.4.1 High level of biological functioning  

Biological functioning can affect the level of well-being in animals either positively or 

negatively. Poor resistance to combat disease is an indicator of poor well-being and weak 

immune system (Broom & Fraser, 2015; Fraser, 1988). Similarly, Dawkins (1988), concludes 

that symptoms of disease, injury and malnutrition are the indicators of biological suffering, 

which is  broadly acknowledged by the researchers (Broom, 1998; Morton & Griffiths, 1985). 

Disease and injury are almost by definition indicative of a lack of health and associated well-

being. Less immediately apparent but also indicative of lack of well-being is stagnant or low 

growth. Biological functioning plays a vital role for maintaining well-being in an animal’s 

lifecycle. Presence of any disease directly affects the life of sheep. Sheep which are not 

meeting their biological needs are more likely to have weak immune systems.  

2.4.2 Freedom from negative sufferings 

Negative experiences like persistent pain, anxiety, discomfort, lack of food and water are the 

main reasons behind the poor well-being of animals (Rushen, 1986). Various researchers 

(Archer, 1988a, 1988b; Broom, 1991; Gendreau & Archer, 2005) performed experiment on 

animals experiencing negative conditions (such as hunger, thirst, insufficient food and living 

environment) and compared these animals free from those experiences. Their results show 

that animals experiencing negative conditions remain isolated and did not socialise with other 

sheep in the flock. Verstegen and Close (1994) found that one of the most likely negative 

experiences for animals including sheep is related to hunger and thirst. Also, conditions like 

fear and distress experienced by sheep may have potential impact on their well-being and 

needs to be minimised for their life cycle (Cresswell, 1960). 
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2.4.3 Feelings of positive experiences 

Positive feelings or experiences play an important role for the sheep well-being (Harrison, 

1964). Some of these positive feelings studied by Harrison for examining higher levels of well-

being are: comfort, contentment and free will to do activities for pleasure and happiness in 

their life.  Harrison (1964) experiments found that depriving animals of pleasure and wishes 

in an experiment by separating them from other animals and removing space for grazing were 

the main reasons for low levels of well-being in animals.  

In summary, animal well-being revolves around three main goals, which are: excellent 

biological functioning, eliminating, or minimising the negative experiences and feelings of 

positive experiences. 

2.5 Understanding animal and sheep communication  

Animals communicate with other animals through transferring of information. This 

information transfer will have a sender (animal transferring information) and a receiver (can 

be an animal or humans receiving that information). Usually, communication happens 

between animals within the same species, but can happen between different species as well. 

Common means of animal communication include: 

• Visual,  

• Auditory (sound-based), and 

• Body gestures. (Laidre, 2012) 

Touch-based communication helps animals in finding their mates, defending their territorial 

boundaries, coordinating for a group behaviour, establishing dominance, and for caring 

purposes (McGregor, 2005). 
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It is important to know about sheep behaviour and communication as the focus of this 

research is on studying sheep vocals for knowing their well-being state. Sheep behaviour 

(ethology) is little studied in New Zealand (Guadarrama‐Maillot & Waas, 2008) but is assumed 

to rely on communication(Dwyer, 2004). This assumes that sheep communicate their well-

being therefore some important sheep communication details are discussed below. 

There may be cases where an animal might not be transferring information for 

communication to other animals but making sounds to show their internal states through 

which they are passing.  Most of the sounds made by sheep include bleats, rumbles, snorts, 

and grunts (Van Compernolle, 2001; Welch, Leege, Wald, & Kellstedt, 1993). All these sounds 

have been found to have specific purposes for communication: Bleating is used mostly as a 

communication for contacting between ewes and lambs, occasionally between other flock 

members. Bleats of an individual sheep are unique, which enables a ewe and her lambs to 

recognise each other's vocalisations (Sebe, Aubin, Boue, & Poindron, 2008).  

Besides contact communication, bleats may be used for signalling distress, frustration or 

impatience and isolation. Pregnant ewes grunt, usually when they are in labour (McCune, 

Vihman, Roug-Hellichius, Delery, & Gogate, 1996). Rumbling sounds are made by rams during 

courting and by the ewes while with her neonate lambs (Dwyer et al., 1998). A snort is an 

explosive exhalation through the nostrils and signals aggression and warning (Baotic, Sicks, & 

Stoeger, 2015). These sounds/calls are often produced or prompted by startled or frightened 

sheep (Forkman, Boissy, Meunier-Salaün, Canali, & Jones, 2007). 

Acoustic utterances play an important role in communication between animals. These sounds 

can travel long distances and help other animals to keep in contact and share information 
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with them. Vocalisation is an expression of the inner state of an animal, that may occur 

spontaneously or as a result of some external event or happening (Gregory & Grandin, 1998). 

Vocalisations, therefore, are an important indicator of an animal’s state of welfare and also 

indicate the needs of an animal (Dawkins, 1988). Animal vocalisations are considered a useful 

tool in knowing well-being or stress in an individual animal (Weary & Fraser, 1995).  

2.6 Bioacoustics 

For the purpose of this research, auditory communication was the focus. This reflected the 

assumption that sheep sounds might be more readily able to be learnt and used by automata 

than visual and touch data. For instance, touch and body gesture communication might be 

too subtle to record unless a camera was sufficiently well targeted, from the right angle and 

provided sufficient scope to observe the respondent sheep. The field of bioacoustics is a result 

of multi-disciplinary research that deals with the study of vocalisations other than by human 

beings.  The main goal of bioacoustics revolves around studying and determining the role of 

animal vocalisations in the communication process (Manteuffel, Puppe, & Schön, 2004). It is 

therefore ideally suited to draw on for examining auditory communication of well-being of 

sheep (Bishop, Falzon, Trotter, Kwan, & Meek, 2017, 2019). Recently, the field has gained 

much importance, because of the availability of better scientific tools (e.g. sound analysis, 

bioacoustics, and software such as audacity and praat).  

Researchers from varying disciplines are contributing to this field (e.g., biologists, animal 

behaviourists, psychologists). More recently engineers from the signal processing field having 

communication expertise are also contributing to the field because of better recording 

technologies and ease in gathering accurate and real-time data related to an animal’s 

environment (Clemins, Johnson, Leong, & Savage, 2005). There is a considerable growth and 
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improvement in the analysis techniques of vocalisations but still there is a technology gap 

between animal and human vocalisation analysis techniques (Bardeli et al., 2010).  

2.7 Relationship between vocalisation and welfare in animals  

Social context plays a pivotal role in animal communication.  Since early 1970s there has been 

interest in the vocalisation of animals for instance: cattle vocalisation research (Kiley, 1972) 

and this has led to an increased interest in the field of animal well-being and vocalisations 

(Cordeiro, Nääs, Baracho, Jacob, & Moura, 2018; Manteuffel et al., 2004; Smith, Bruner, & 

Kendall, 2019). Vocalisations in cattle signal their physiological and emotional state (Watts & 

Stookey, 2000). For example, there is an increase in calling rate between cows and calves after 

separating from each other (Weary & Chua, 2000). These studies provide evidence that 

vocalisation in animals can be very useful in assessing their needs and stress levels and 

thereby providing a measure of welfare.  

Searby and Jouventin (2003) studied acoustic recognition between ewes and lambs by 

spectrographic analysis of their vocalisation. Results of their research revealed that ewes and 

lambs can recognise each other solely based on their calls.  

2.8 Review of Speech Recognition 

As the above review reveals, speech is a natural means of communication among mammals, 

not just humans. Speech recognition is an inter-disciplinary field, incorporating knowledge 

from linguistics, computer science, and electrical engineering. Speech recognition systems 

require training for translating speech to an understandable form, so systems that need 

training are known as speaker dependent systems, while systems that do not require training 

are called speaker independent systems (Graves, Mohamed, & Hinton, 2013). 
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Vocal patterns from one animal to another animal vary in pronunciation, delivery, nasality, 

tone, and swiftness. Background noise and echoes may distort or reduce the quality of vocal 

patterns during transmission. Therefore, interpreting vocal patterns becomes an even more 

complex problem because of the variations and distortions in sound patterns (Hirsch & 

Pearce, 2000). 

It is important to highlight difference between voice recognition and speech recognition. The 

term voice recognition refers to the identification of ‘who is saying’ regardless of what is being 

said. Whereas, the term speech recognition refers to the ‘recognition of what is said’ rather 

than ‘who is saying’ (Perrachione, Del Tufo, & Gabrieli, 2011). The focus of this research is on 

the speech recognition of sheep rather than voice recognition as the intent was to measure 

the well-being of sheep.  

2.9 Past approaches to speech recognition 

Automatic speech recognition started gaining popularity among researchers around the 

1950s. Past approaches like the template matching approach, knowledge based approach and 

statistical based modelling approaches were commonly used (Juang & Rabiner, 2005). 

 The expert-based template approach deals with templates having pre-recorded words, 

where speech is compared against this template to find the best possible match (Povey et al., 

2011). These modelling variations in speech help in differentiating speech but at the same 

time are challenging because of not easily available experts-based knowledge. Statistical 

models like Hidden Markov Models (HMMs) are used for bioacoustics analyses (Ranjard et al., 

2017).  Modern techniques of digital signal processing, power spectral density, linear 

predictive coding (LPC) and hidden Markov models (HMMs) were used to identify and 



22 
 

recognise two psychologically stressed conditions in cows – hungry before feeding and 

separating from her calf based on the voice signals (Ikeda & Ishii, 2008).  

Based on the successful models for human speech and recognition like the hidden Markov 

model, Clemins et al. (2005) used the features of Mel-frequency cepstral coefficients 

(MFCCs) features, which was proposed by Noll (1964) and plays a pivotal role in features 

extraction (explained in next chapter’s section 3.4) for classifying African elephant 

vocalisations. The success in doing so supports classification of vocalisations in nonhuman 

species.  

2.10 Feature extraction  

A feature set (audio attributes) is the main component of an audio-based classification 

(Bishop et al., 2017, 2019; Yongwha Chung et al., 2013; Jahns, 2008), various different 

features or combinations of multiple feature sets have been used in different animal studies 

(Ovaskainen, Moliterno de Camargo, & Somervuo, 2018; Schrader & Hammerschmidt, 1997; 

Souli & Lachiri, 2018; Weninger & Schuller, 2011).  

Lee, Chou, Han, and Huang (2006) identified animals from their sounds by using the averaged 

Mel-frequency cepstral coefficients (explained in next chapter’s section 3.4) technique for 

calculating vocalisations features and linear discriminant analysis (LDA) for classification in 

his experiment. As noted previously, vocal patterns from one animal to another animal vary 

in pronunciation, delivery, nasality, tone, and swiftness. Background noise and echoes may 

distort or reduce the quality of vocal patterns during transmission. Therefore, interpreting 

vocal patterns becomes even a more complex problem because of the variations and 

distortions in sound patterns (Hirsch & Pearce, 2000). 
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Bioacoustics analyses were restricted to the sonograms before the availability of digital signal 

processing with the discrete Fast-Fourier-Transformation techniques (Cooley & Tukey, 1965). 

Now,  numerical descriptions and statistical examinations  of vocal utterances of animals can 

be done with help of Digital Signal Processing (DSP) (Hopp, Owren, & Evans, 2012). Animal 

calls are complex, and extraction of useful features (sound characteristics) is still a problem 

today.  

Too few or too many features will lead to incorrect classifiers accuracy. Therefore, well-

defined, and widely used methods are required for the feature extraction, because the better 

the features we have, the more accurate classification results would be. Feature extraction 

from time domain is the most used available method, which entails extracting information 

about features such as duration, loudness of calls, means and standard deviation of energy.  

2.11 Feature Selection 

After feature extraction from data comes the next stage of analysis which is feature selection. 

This is required as extracted features are large in number and there are many that may be 

irrelevant and redundant which would increase time and computational needs and makes it 

difficult for interpreting the classification results. The most common used feature section 

method for supervised feature section is wrapper and filter-based feature selection methods. 

A filter-based method is used before classification as a pre-processing step and selects 

features with high-ranking score, which is used in this research (explained in glossary) method 

(Gu, Li, & Han, 2012; Guyon & Elisseeff, 2003; Yang & Pedersen, 1997).  
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2.12 Models, methods, and classification algorithms 

Modern statistical-based speech recognition algorithms have two important modelling pillars: 

acoustic modelling and language modelling. There are many models used for classification 

based on the research applicability and requirement. Some of the important ones are 

discussed below. 

The first computational based model known as binary threshold model was proposed by 

McCulloch and Pitts in 1943. This model has a binary output either 0 or 1. The model got much 

recognition and appreciation for further research especially for learning procedures that 

would automatically find the values of weights for a network McCulloch and Pitts (1943). 

Rosenblatt and Gaponoff (1984)  later discovered an interactive learning procedure for single-

layer perceptron networks.  

The following section will discuss the dynamic time wrapping (DTW) algorithm. DTW 

algorithm enables similarities to be found between two temporal time series sequences and 

can be used for speech recognition (Itakura, 1975, 1990; Sakoe & Chiba, 1978; Sakoe, Chiba, 

Waibel, & Lee, 1990; Vintsyuk, 1971).  

In late 1980s neural networks emerged as a great approach for acoustic modelling in 

automatic speech recognition and interest in the neural networks research area revived when 

Hopfield (1987) studied and proposed that a network can be analysed in terms of an energy 

function, prompting the development of the Boltzmann Machine in 1988 (Aarts & Korst, 

1989). Soon, after that researchers such as (Fodor & Pylyshyn, 1988; McClelland & Elman, 

1986; Usher & McClelland, 2001) proposed a much faster learning procedure called 

backpropagation, which could train a multi-layer perceptron. Neural networks become very 

popular because of backpropagation research. Their research work gave a hope and 
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motivation to researchers that the goal of achieving machine intelligence was now within 

their reach (Fogel, 2006).  

There is a growing interest among researchers to use Support Vector Machine (SVM) classifier 

approaches. A support vector machine is a supervised machine learning algorithm which 

works on the categorised and labelled data  for data classification purposes and provides 

greater flexibility and simplicity for  a range of classification problems and is used in research 

studies where data is scarce and not abundantly available (Pisner & Schnyer, 2020). Abbasi, 

Derakhshanfar, Abbasi, and Sarbaz (2013) used a SVM in their research for classifying normal 

and abnormal lung sounds and found that SVM are a very good classifier with classification 

accuracy about 93.51% for classification of lung sounds while (Bouril, Aleinikava, Guillem, & 

Mirsky, 2016)  classified normal and abnormal heart sounds of 3000 cardio recordings using 

a support vector machine and found the classification accuracy of 78.64 percent. Similarly in 

another study by Travieso, Yadav, Singh, and Dutta (2019) for classifying cardiac diseases 

using normal and abnormal heart diseases found support vector machine classified with an 

accuracy of 97.78 percent. Therefore, SVM has been used by various researchers for 

supervised machine learning classification of audio sounds across the varying areas of 

research work like classifying heart diseases based on heart sounds and bird species 

recognition (Abbasi et al., 2013; Choi & Jiang, 2010; Ko, Park, & Ko, 2018; Satapathy, Dehuri, 

Jagadev, & Mishra, 2019; Travieso et al., 2019). In this research SVM will be used for 

classification based on the prior available research and suitability in this research context. 

Linear discriminant analysis is a commonly used supervised classification technique and is 

used for classifying multi classes or category data. LDA is often used because of its robustness 

and interpretable classification results (Gaber, Tharwat, Ibrahim, & Hassanien, 2017). Linear 
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discriminant classifier has been used for varying classification purposes such as to detect 

cough sounds in pediatric wards (Amrulloh, Abeyratne, Swarnkar, Triasih, & Setyati, 2015) 

identifying respiratory diseases from lung sounds (Fraiwan et al., 2020).  

2.13 Chapter summary 

As per literature review, it is evident that animal well-being is an important research area 

which needs to be given more attention and vocals may provide an important, means of 

identifying the well-being of animals. From literature we can conclude that for vocal analysis 

of the animal sounds, their audio-based features need to be extracted and then used to train 

and then to test the machine leaning model for gauging the accuracy of the model.  

As described in the literature, linear discriminant and support vector machine models have 

been used to classify animal vocals (Cordeiro et al., 2018; Manteuffel et al., 2004; Smith et al., 

2019), but none of them have been used for studying sheep vocals. In this research study 

besides using a linear discriminant analysis model, a support vector machine classifier seems 

likely to aid the model’s suitability for binary classification of supervised data (i.e., happy, and 

unhappy sheep vocals).  

In summary, based on the available literature review support vector machine and linear 

discriminant analysis has been used for binary supervised classification in different areas of 

research. As per the literature review, the author has found no study which has been 

conducted which developed a model for classifying happy and unhappy sheep sounds using 

either a support vector machine or linear discriminant analysis classifier. Therefore, this 

research study is the first of its kind utilising machine learning algorithms (support vector 

machine and linear discriminant analysis) to attempt to classify sheep vocals into happy and 
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unhappy sheep sounds for the well-being purpose. In the next chapter the complete 

methodology steps used or this research study are discussed. 
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Chapter 3 

Research methodology and data collection 

 

This chapter describes the data collection process of sheep sounds in section 3.1 followed by 

pre-processing techniques used to clean the data and fit for training the model in section 3.2 

and 3.3. Classification system block diagram is presented in section 3.4, followed by feature 

extraction discussion in Section 3.5. Feature selection and reduction is discussed in section 

3.6 followed by classification models and software used to classify sheep vocals into happy 

and unhappy classes based on their vocals in section 3.7 and finally the overall performance 

evaluation of the model is discussed in section 3.8, followed by chapter summary in section 

3.9. 

3.1 Data Collection 

Data related to sheep vocals in different situation like hunger, panic etc. is not easily and 

amply available because sheep, in most cases, remain quiet, making calls very occasionally 

unless disturbed. Initially it was intended to use collars with recorders to capture individual 

sheep sounds, however the funding for this did not eventuate.  Similarly funding constraints 

meant that in field recorders such as those used by (Bishop et al., 2017, 2019) were also not 

obtainable. The methods used for sheep sounds data collection are discussed below. 

3.1.1 Farm data collection 

A university staff member was enlisted to record the sounds from his own flock of sheep.  The 

person selected was chosen on the basis that they were someone having enough sheep 

farming experience, expertise, availability, and willingness to record sheep sounds on the spot 

when the sound is produced. They also needed ready access to the sheep.  The staff member, 
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Associate Professor Hamish Rennie has sheep farming expertise and co-owns a sheep stud1.  

The sounds were recorded from the sheep farm during the time of late October and 

November, 2018. Recordings made were the recordings of ryeland sheep (rams, ewes and 

lambs) from the Eclectic Energy owned Eel Bend Ryeland Stud (Flock No.270 in NZ Flock Book) 

at Irwell, New Zealand, using a Samsung Galaxy J5 cell phone.  

Docility is a recognised trait of ryeland sheep and it was a small stud of less than 100 sheep, 

shown in figure 3.1. The owners treated the sheep as pets and were still building the stud 

flock, leasing rams rather than selling them, and had not sold any sheep. Consequently, he 

had a sufficiently close relationship with the sheep that he could move freely around the 

paddocks and approach close to the sheep (within 2m) on the farm without disturbing them.  

An opportunistic approach was adopted. When a sheep was vocalising he would start 

recording. Often this could be anticipated by observed behavioural characteristics, but on 

many occasions when the recorder was turned on in anticipation sheep bleats were likely 

nothing was recorded as they had either stopped or did not start when anticipated. A total of 

40 sound samples were collected from the farm in this way. 

 

 
1 Dr Rennie subsequently became a member of the supervision team during the closing stages of the research 
due to his familiarity with the research and the unavailability of one of the original supervisors. 
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Figure 3.1 Flock of sheep used for data recordings 

3.1.2 Online Acoustics Databases 

The internet was the second data source, online acoustic databases were searched for sheep 

audio calls and there were several where multiple sheep audio segments are freely available 

on audio databases as highlighted below. Online databases used for sheep vocals collection 

purposes were:  

http://soundbible.com 

https://www.zapsplat.com 

http://www.findsounds.com/ISAPI/search.dll?keywords=sheep 

http://www.soundarchive.online/lots-of-sheep-baa-ing-and-bleating-near-and-far-3-2-10036-mp3-

audio-sound-free-download-voices-mammal/ 

https://retired.sounddogs.com/results.asp?Type=&CategoryID=1003&SubcategoryID=52 

3.2 Data Cleaning and Categorising 

To address the aim of the research, the data needed to be cleaned, categorised and labelled 

in terms of the well-being of the sheep. In other words, identifying what a particular 

vocalisation indicated the sheep’s state of well-being might be at that point in time.  It was 

impractical to both record the sounds and assess the physical or biological functioning of a 

sheep in a sense of veterinary science for the field collected data. It was assumed that most 

of the sheep, being on a stud farm and treated largely as pets, had probably had better than 

bad life experiences and were well fed and watered, unlikely to be in distress. Such 

assumptions could not be made for the sounds collected from the online datasets although 

in some cases accompanying videos enabled a sense of the context within which sounds were 

http://soundbible.com/
https://www.zapsplat.com/
http://www.findsounds.com/ISAPI/search.dll?keywords=sheep
http://www.soundarchive.online/lots-of-sheep-baa-ing-and-bleating-near-and-far-3-2-10036-mp3-audio-sound-free-download-voices-mammal/
http://www.soundarchive.online/lots-of-sheep-baa-ing-and-bleating-near-and-far-3-2-10036-mp3-audio-sound-free-download-voices-mammal/
https://retired.sounddogs.com/results.asp?Type=&CategoryID=1003&SubcategoryID=52
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being made. Data cleaning from background noises e.g. winds, vehicles etc. was a problematic 

task. Therefore, it a considerable time and a lot of effort went into the cleaning process of the 

data, which highlights collecting good data is not an easy task e.g. at one instance while 

collecting a sheep sound sample that was happy grumbling sound while a sheep was grazing 

but it was unable to be distinguished from the background sound of the sheep biting the grass 

and masticating. Figures 3.2 and 3.3 represent sheep sound signal recorded with background 

noises and cleaned sheep sound signal from background noises. 

 

Figure 3.2 Sheep sound with background noises 

 

Figure 3.3 Cleaned sheep sound signal after removing background noises 

Labelled sheep vocals were not found in any repository or sounds database collection over 

the internet. So, after collecting the data from both sources – internet and from the farm, it 

was imperative to label those audio recordings using a supervised classification technique. Dr 
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Rennie who grew up on a sheep farm and has been involved with stud farming for eight years 

and is undertaking research on sheep sociology, farming and sheep rearing and was familiar 

with the data was used for the expert classification process.  

The categorising of the data involved his listening to the data he had collected and labelling 

the data based on his understanding of the meaning of the sounds.  This occurred some weeks 

after the data had been collected, the sound data samples were randomised in their 

presentation to him and were not connected with any information that would enable him to 

identify the sheep or circumstances of the recording. The labelling was done in two broad 

categories of animal well-being: happy and unhappy classes. Due to the data scarcity for 

machine learning classifiers, sheep audio sounds were labelled happy and unhappy sheep 

sounds. The total number of sound samples collected were 137 which includes 97 sounds 

collected from online databases.  

Sheep vocals were labelled once and then the same already labelled sheep vocals were 

represented to Dr Rennie for classification for data validity through the double-blind check 

and a total of 100 samples were finally selected from 103 sound samples, giving a data 

labelling margin of an error of 2.91 % and overall data labelling consistency to be 97.08 %. In 

total 100 labelled sheep vocal samples are used in this research study, which includes 49 

‘happy’ sheep sounds samples and remaining 51 ‘unhappy’ sheep sound samples. 35 happy 

sheep sound samples out of 49 total happy sheep samples were collected from farm and 

remaining 14 happy sheep sound samples were collected from online sound databases. 

Similarly, 46 unhappy sheep sound samples were collected from online databases out of 51 

total unhappy sheep sound samples and remaining 5 unhappy sheep samples were collected 

from farm. 
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3.3 Classification system 

The below figure shows the block diagram of classification system used for sheep vocals 

classification into happy and unhappy sounds, followed by explanation of how each block of 

diagram used in this research in next sections. 

 

Figure 3.4 Block diagram of the sheep classification system. 

3.4 Audio pre-processing 

An audio segment of each individual sheep was resampled to 44.10 kHz. Threshold plays a 

pivotal role in determining the start- and endpoint of an audio segment. Besides duration, 

other signal parameters (e.g., dominant frequency peak) strongly depend on the onset of a 

signal. To achieve frequency amplitudes, fast Fourier transform (FFT) was performed on each 

audio segment. Fourier components, whose absolute value was less than the threshold, were 

discarded. The remaining components were used to reconstruct the audio segment using the 

inverse Fourier transform (IFFT) technique.   
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3.5 Feature Extraction 

This is the first audio-based study conducted to classify happy and unhappy sheep in New 

Zealand (see discussion in 2.9 and 2.10). No audio feature has been reported with 100% 

accuracy at discriminating different classes. Multiple features (each of them described below) 

were extracted for higher classification accuracy from each frame of the audio segment and 

used for happy and unhappy sheep sound classification in this study, these features are given 

below. 

Zero-Crossing Rate 

Zero-crossing rate (ZCR) is rate of sign changes along a signal and is the weighted measure of 

the number of times a discretised time-domain signal represented by x[N] crossed a zero (i.e., 

changes sign) from positive to zero to negative or from negative to zero to positive, where 𝑁  

represents length of window. For a simple periodic signal, it is roughly related to the 

frequency of the signal. 

Zero crossing rate is defined by equation as 

𝑍𝐶𝑅 =
1

𝑁
∑|𝑠𝑖𝑔𝑛(𝑥[𝑖]) − 𝑠𝑖𝑔𝑛(𝑥[𝑖 − 1])|

𝑁

𝑖=1

. (0.1) 

𝑠𝑖𝑔𝑛 is 1 for positive argument and -1 for negative argument.  

Short-Time Energy 

Short-time energy is the sum of the squared time-domain signal 𝑥[𝑛], and is defined as 

𝑆𝑇𝐸 = ∑(𝑥[𝑖])2

𝑁

𝑖=1

. (0.2) 

This feature indicates how signal amplitude changes over time. 

Variance 
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Variance can be considered as centred signal power and is defined as 

𝑉𝑋 =
1

𝑁 − 1
∑(𝑥[𝑖] − 𝜇𝑋)2

𝑁

𝑖=1

, (0.3) 

where, 𝜇𝑋 is the mean of the signal. 

Entropy 

The concept of Entropy was introduced by Shannon Claude in 1948 and is defined as the 

measure of uncertainty in the signal.  Given the discrete variable X, the Equation used to 

define entropy of X is: 

𝐻(𝑋) = − ∑ 𝑃(𝑥𝑖) log 𝑃(𝑥𝑖)

𝑁

𝑖=1

, (0.4) 

Where Σ denotes the sum and 𝑃(𝑥𝑖) is the probability of discrete variable 𝑃(𝑥1),…..,P(𝑥n). 

Spectral Centroid 

The spectral centroid indicates the centre of mass of the spectrum. It is related to the 

brightness of the sound and is defined as 

𝑆𝐶 =
∑ 𝑓𝑘|𝑋(𝑘)|𝑘

∑ |𝑋(𝑘)|𝑘
. (0.5) 

𝑓𝑘 and 𝑋(𝑘) respectively represent centre frequency and weighted frequency value. Centre 

frequency is measured between upper and lower cut-off frequencies. 

Mel-Frequency Cepstral Coefficients 

Mel-frequency cepstral coefficients (MFCC) are calculated by windowing each segment 

followed by FFT. The frequency scale is then converted to a nonlinear log scale. Finally, the 

log mel-spectrum is converted back to the time domain using a discrete cosine transform 

(DCT). 
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3.6 Feature Selection and Reduction 

Features extracted were numerically unbalanced, therefore, to address the numerical 

unbalances among the training features and to avoid outliers, Z-score normalisation was 

used, as defined in equation (0.6) below. 

�̂� =
𝐹 − 𝜇

𝜎
 (0.6) 

where, �̂�, 𝜇, and 𝜎 respectively indicate normalised features, feature mean and standard 

deviation. 

The total number of features (i.e., dimensions) extracted were 16. The total 16 features 

include 11 MFCC based features and five other features such as zero-crossing rate, short-time 

energy, variance, entropy, spectral centroid (features discussed in section 3.4 above). The 

number of features have a direct impact on the complexity of a machine learning model. In 

addition, many features can computationally be expensive, i.e., require more memory, 

processing power and can substantially degrade classification performances. Feature 

selection and reduction techniques are discussed in below sections. 

3.6.1 Feature Selection  

Most of the supervised feature selection techniques depend on the relevance between the 

class label and the features. As such techniques require class labels and therefore are referred 

to as supervised (Saeys, Inza, & Larrañaga, 2007). A Fisher score-based filter (definition in 

glossary) was found to be the appropriate feature selection method for supervised feature 

selection (Guyon & Elisseeff, 2003; May, Dandy, & Maier, 2011). Features were then ranked 

per their Fisher scores and the best feature was selected.  
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The Fisher score 𝐹𝑠 of a feature set 𝑿 = [𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏] ∈ ℝ𝑑×𝑛 was computed as 

𝐹𝑠(𝒙
𝑗) =

∑ 𝑛𝑘(𝜇𝑘
𝑗

− 𝜇𝑗)
2

𝑐
𝑘=1

𝑣𝑗
, 

(0.7) 

where 𝒙𝑗 denotes the jth row of 𝑿. 𝜇𝑗 and 𝑣𝑗 are the mean and variance of the feature 𝑗, 𝜇𝑘
𝑗
 

is the mean of feature 𝑗 corresponding to the class 𝑘 and  𝑛𝑘 is the number of sample points 

belonging to class 𝑘 (Gu, Li, & Han, 2011). 

An LDA-based wrapper was used to sequentially select the ranked features. The area under 

the curve of the receiver operating characteristic (AUCROC), being robust under skewed-class 

distribution (Fawcett, 2006), was used as the objective function. 5-fold cross-validation with 

the top-ranked feature was performed and the resulting mean AUCROC was saved. The 

successive feature was then selected subject to the improvement in the combined mean 

AUCROC.  

3.6.2 Feature Reduction 

In contrast to feature selection, feature reduction or dimensionality reduction techniques do 

not require class labels and are referred to as unsupervised. In this study, principal component 

analysis (PCA) – a standard analysis tool for this type of data (Shlens, 2014) – was used to 

extract the relevant information and consequently, reduce the number of dimensions of the 

feature set or alternatively minimise the redundancy among different features while 

preserving structure/pattern in the data (Valletta, Torney, Kings, Thornton, & Madden, 2017). 
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3.7 Classification 

Due to the small size of the data set (number of sound samples), a linear and a nonlinear 

classifier were used to automatically discriminate happy and unhappy sheep. In this study, 

LDA was used as a base classifier and support vector machine (SVM) was used to achieve 

improved accuracies. 

3.7.1 Linear Discriminant Analysis 

LDA is a widely used classifier and assumes data of all the classes are normally distributed 

with a common covariance matrix ∑.  Generally, LDA, due to stable estimates and simple 

boundaries, works well even for data distributions that deviate from normal. LDA 

discriminates two classes by a hyperplane. It minimises the inter-class variance and maximises 

the distance between means of classes. The LDA function for 𝑘 classes with means 𝜇𝑘 and 

prior probabilities 𝜋𝑘 is defined as (Hastie, R., & J., 2008) 

𝐹𝑘(𝑥) = 𝑥𝑇∑−1𝜇𝑘 −
1

2
𝜇𝑘

𝑇∑−1𝜇𝑘 + log(𝜋𝑘). (0.8) 

LDA as a base classifier has been used in animal well-being studies  (Marais, Le Roux, 

Wolhuter, & Niesler, 2014). 

3.7.2 Support Vector Machine 

There can be a multitude of separating hyperplanes for linearly separable data. The linear 

SVM – a widely used classification algorithm – tries to find an optimal hyperplane that 

maximally separates the instances of two classes per their distances (margin) as shown in 

Figure 3.. Margin maximisation on training data leads to better generalisation capability, i.e., 



39 
 

better classification performance on test data (Hastie et al., 2008). The nonlinearly separable 

input data, however, is generally transformed into a high-dimensional feature space using a 

nonlinear transformation 𝜙. The nonlinear SVM classifier was constructed by using radial 

basis function (RBF) as the kernel, defined in equation (0.9). 

Κ(𝑋, 𝑌) = 𝑒
(
−|𝑋−𝑌|2

𝑐
)
, 

(0.9) 

where c is the kernel width. 

 

Figure 3.5 Circles and triangles are the instances of two classes (i.e., labels). (a) Linearly separable 

data. Illustration of margin and support vectors (i.e., instances on the boundary of the slab). (b) 

Nonlinearly separable classes. 

3.7.3 Software and relevant libraries used for data classification 

The implementation of the project is done in python programming language because of 

the different python libraries available for feature scaling and model training testing. The 

python libraries used in this research project are glob, Librosa, pandas and sklearn. For 

feature scaling and model training, various functions from scikit learn library and matplotlib 

were used for analysing and summarising the results. 

X1

X2

Optimal hyperplane Margin Support vectors

X1

X2

(a) (b)
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3.8 Performance Evaluation 

The overall performance metrics were the mean value of 10-fold cross-validation. The audio 

segment of each sheep was independent of another sheep. The 10-fold cross-validation 

helped to attain a generalised audio-based sheep classification system.  

 

Figure 3.6 Illustration of k-fold (10-fold) cross-validation.  

The coloured square in each iteration represents the test data. Various performance metrics, 

for binary classification, could be formulated from elements of a confusion matrix, shown in 

Table 3.1. Sensitivity (sn) (
𝑇𝑃

𝑇𝑃+𝐹𝑁
), specificity (sp) (

𝑇𝑁

𝑇𝑁+𝐹𝑃
), and prediction (pr) (

𝑇𝑃

𝑇𝑃+𝐹𝑃
) are 

three basic measures of performances. 

 
Predicted class 

Actual positive True positive (TP) False negative (FN) 

Actual negative False positive (FP) True negative (TN) 

 

Table 3.1 Confusion (contingency) matrix of a binary-class problem. 

 

Training folds Test fold

   

Iteration No 1

Iteration No 2

Iteration No 3

Iteration No 10
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3.9 Chapter summary 

This chapter described the data collection process and data labelling, the relevant audio-

based feature extraction issues and feature selection and reduction techniques. Classification 

models used for data classification purpose in this research study were then discussed in 

section 3.7. In the last section overall performance evaluation matrix and validation for sheep 

vocals classification system was discussed.  
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Chapter 4 

Results analysis and discussion 

 

This chapter describes the effectiveness of this research followed by technical testing and 

evaluation of the approach presented in the previous chapter. Previous chapters have 

discussed the details of the research objectives, audio data analysis and feature testing as 

well as modelling details within the scope of the study. Details of the implementation of 

technology by audio classification are described in this section by comparing the models 

used for this purpose. 

4.1 Modelling of data 

In the study, different classification models were based on a spectrogram produced from 

sheep’s noise and comparisons were made between models. The features extracted from 

audio files were converted into a dataset which was later used for training the model. 

In the first model, Linear Discriminant Analysis was used on the training and testing data 

followed Support vector machine (SVM) classification algorithm. After features selection 

and reduction step, data is split into the training and testing sets for classification. Data is 

split using built-in scikit learn library functions, which separates data randomly into training 

and testing sets. Nine (90%) of the ten parts were used for feature selection/reduction and 

training the classifier, remaining  one part (not involved in the training) is used for testing 

the overall accuracy at classifying (predicting) happy and unhappy sheep. The features that 

were extracted from the audio files were supplied to these two classical machine learning 

models. 
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4.2 Results and Discussion 

The majority of happy sheep sound samples (i.e. 35 out of total 49 happy sound) samples 

were collected from the farm and remaining 14 from online databases, whereas 45 

unhappy sound samples were captured from online and only 6 unhappy sound samples 

from the farm, which indicates that overall sheep on farm are happier than sheep sounds 

collected through online databases. The difficulty in cleaning the data was significant task 

as data collected was having background noises which were not required and needs to be 

cleaned from these background noises to have good and cleaned sheep sounds samples, 

this took a lot of time and effort and giving an overall sample of 100 samples used for 

machine learning classification purposes.  

The results obtained from training the model using different classifiers are shown in this 

section. Also, the steps needed to remove the embed features in an audio file (.wav) were 

also provided. To build a Sheep audio segmentation model with good accuracy a modern 

solution using machine learning methods is needed. The model was tested on 100 sheep 

vocals that belonged to two different classes (i.e., happy and unhappy) of sounds. The 

framework proposed in this study focused on using a machine learning model to classify 

the happy and unhappy vocals of sheep and classified sheep vocals into happy and unhappy 

categories and using linear discriminant analysis and support vector machine models for 

this purpose and chooses the one with best accuracy. Below are the results of each 

classifier model i.e., LDA and SVM used for classifying sheep vocals in into happy and 

unhappy classes. 

 



44 
 

Classifier Accuracy Log Loss 

Support Vector Machine 87.50% 0.52 

Linear Discriminant Analysis 81.25% 0.39 

Table 4.1 Accuracy of classification test models 

 
Predicted class (On Test Data)  

Actual Happy = 6 True happy (TH)  = 5 False unhappy (FUH) = 1 

Actual Unhappy = 10 False happy (FH)  = 1 True unhappy (TUN) = 9 

Table 4.2 Confusion Matrix Table of SVM Model 

 
Predicted class (On Test Data)  

Actual Happy = 6 True happy (TH)  = 5 False unhappy (FUH) = 1 

Actual Unhappy = 10 False happy (FH)  = 2 True unhappy (TUN) = 8 

Table 4.3 Confusion Matrix Table of LDA Model 

Performance Measure Support Vector Machine 

(SVM) 

Linear Discriminant Analysis 

(LDA) 

Sensitivity (sn) (
𝑇𝐻

𝑇𝐻+𝐹𝑈𝐻
) 83.33% 83.33% 

Specificity (sp) (
𝑇𝑈𝑁

𝑇𝑈𝑁+𝐹𝐻
) 90% 80% 

Prediction (pr) (
𝑇𝐻

𝑇𝐻+𝐹𝐻
) 83.33% 71.42% 

Table 4.4 Three Basic Measures of Performance 

 

As can be seen from the results shown in (Table 4.1) that proposed algorithm in this research 

study classified sheep sounds into happy and unhappy categories with 87.50% accuracy. The 
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sheep sounds data was extracted out from the background noises and cleaned using filter 

approach using Matlab software, where each audio segment of each individual sheep was 

resampled to 44.10 kHz and each Fourier components, whose absolute value was less than 

the threshold were discarded and remaining components were used to reconstruct the audio 

segment using the inverse Fourier transform (IFFT). The results of this research are difficult to 

compare with others research in the field, as there appear too few examples of automated 

animal vocalisation detection studies (Bishop et al., 2017; Y Chung et al., 2013; Yeo, Al-

Haddad, & Ng, 2012) but no example of automated sheep vocalisation based classification 

study found to know happy and unhappy state of sheep for well-being purpose. Therefore, it 

is difficult to make comparison of obtained results with previous research studies.  

In a previous sheep research study (Bishop et al., 2017, 2019) sheep behaviour was not 

directly observed and data was recorded through a statically placed song meter (sm3) 

recording unit and collected data was manually segmented and scanned to extract vocals data 

from the background noise. This may lead to incorrect labelling and researcher’s selection 

bias. In contrast, in my research automated segmentation of sounds is done and direct sheep 

behaviour was observed while collecting audio sounds from the farm, which helps in more 

accurately classifying and labelling data. Although sheep sounds collected from online 

databases were not observed while being recorded they are still auto segmented to minimise 

the chances of selection bias by missing any specific vocalisation part. 

4.3 Chapter summary 

The linear discriminant analysis classifier has achieved a classification accuracy of 81.25% 

regarding sheep sound classification into binary classes of happy and unhappy classes. 

However, the support vector machine model has showed high results as compared to LDA 
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classifier with an accuracy of 87.50% for classifying sheep sounds into happy and unhappy 

sounds classes as shown in Table. 4.1. Therefore, SVM-based comprehensive learning 

model does better classification job than LDA and provides best predictive results.   
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Chapter 5 

Conclusion 

 

This chapter describes and discusses the findings of this research study by drawing together 

the contents of this research thesis. This research aimed to develop a sound analysis 

method/process to distinguish the difference between happy sheep sounds and unhappy 

sheep sounds from their vocals using machine learning algorithm. In this chapter, a 

summary of the results findings, research contributions will be discussed. Also, the 

research limitations and future research suggestions will be offered.    

5.1 Summary of research findings 

Sheep vocalisation data was drawn from field data collected specifically for this research and 

online recordings.  This was achieved by initially categorising the data using a sheep expert 

and subsequently characterising using extracted acoustic features into the two main 

categories of happy and unhappy sheep vocals.  

The collected data confirmed that the initial assumption that the sheep on the farm were 

generally assessed as happier than the sheep whose sounds were collected from the online 

database. This is perhaps explained by the personal care of the sheep on the farm. We do not 

know the source of the sheep or the circumstances that they were recorded in online and so 

we do not know if they were being well-cared for or being recorded during a time of hardship, 

so the result is not unexpected. This does however, provide confidence in the distinction 

between the happy and unhappy sound categorisation.  
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Two models (an LDA and an SVM) were then built using suitable machine learning approach 

for classifying the sheep vocals. The model was tested and found to deliver higher 

classification accuracy results with SVM model having higher classification results as 

compared to LDA classification model.  

5.2 Implications 

The classification model predictability accuracy for classifying sheep vocals into happy and 

unhappy classes indicates that automated sheep monitoring of well-being based on their 

vocalisations is possible. This may assist sheep farmers objectively record and 

demonstrate, for instance through certification systems, the well-being of their farmed 

sheep. This research therefore contributes to the scientific body of knowledge on applied 

bioacoustics and provides a useful baseline and direction for future researchers to work on 

sheep well-being based on sheep vocals.  

There is a lack of literature and research available on sheep well-being studies based on 

their vocals. This is one of the first research studies for studying New Zealand sheep well-

being based on their vocals, which contributes to the body of knowledge and practically 

with laying out a process of studying sheep vocals for knowing their well-being state and 

using machine learning models for classifying the sheep vocals.  

5.3 Research limitations and future research work avenues 

As with any research, this research has limitations.  The small data sample reflects both the 

practical difficulties in collecting sheep sounds given financial and time resource limitations. 

Sheep vocals are not frequently produced because of the natural behaviour of sheep and that 

leads to data scarcity and indicates that a longer period and greater resources are needed to 
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collect different sheep sounds. Because of this data scarcity and resource issues for collecting 

varying types of sheep vocals, this research categorised sheep vocals into two major 

categories i.e., happy and unhappy sounds.  A wider range of categories might be able to be 

demonstrated with a larger sample size.  The initial categorisation was based on one expert 

and future researchers may wish to use multiple experts to ensure the accuracy of the sounds 

for indicating sheep well-being.   

Future researchers may also find it useful in studying sheep well-being based on their vocals 

by collecting a large sounds data sample with more categories over a longer period. 

Researchers can record sounds while lambs and mothers are bonding, while in stressed 

settings (e.g., in shearing shed) and other different conditions. Future researchers may collect 

sheep sounds from other farms and locations across New Zealand and this may change the 

classification performance of an algorithm but this is yet to be ascertained. Also, in this 

research sheep are not numbered to keep track which sheep made happy and which made 

unhappy sound, so in in future research sheep flock can be tracked using some collar mounted 

recording device to monitor the particular sheep making specific sounds. This research 

assumes that sheep sounds collected are not breed-specific and future researchers can study 

sheep well-being based on different breeds to compare and know more about specific breeds. 

Future researchers can also take a guide from this research study to do research on the well-

being of other New Zealand animals based on their vocals.   

Despite its limitations, this research has demonstrated that monitoring and analysis of sheep 

vocalisations using machine learning technology shows considerable promise as a means of 

certifying sheep well-being.   
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