
 
 

 
 
 
 
 
 

 
Lincoln University Digital Thesis 

 
 

Copyright Statement 

The digital copy of this thesis is protected by the Copyright Act 1994 (New Zealand). 

This thesis may be consulted by you, provided you comply with the provisions of the Act 
and the following conditions of use: 

 you will use the copy only for the purposes of research or private study  
 you will recognise the author's right to be identified as the author of the thesis and 

due acknowledgement will be made to the author where appropriate  
 you will obtain the author's permission before publishing any material from the 

thesis.  

 



     Autonomous self-repair systems 

A thesis 

submitted in partial fulfilment 

of the requirements for the Degree of 

Doctor of Philosophy 

at 

Lincoln University 

by 

Tran Nguyen Minh-Thai 

Lincoln University 

2021 



ii 

Abstract of a thesis submitted in partial fulfilment of the 

requirements for the Degree of Doctor of Philosophy 

Abstract 

Autonomous self-repair systems 

by 

Tran Nguyen Minh-Thai 

Regeneration is an important and wonderful phenomenon in nature and plays a key role in living 

organisms that are capable of recovery from trivial to serious injury to reclaim a fully functional state 

and pattern/anatomical homeostasis (equilibrium). Studying regeneration can help develop 

hypotheses for understanding regenerative mechanisms along with advancing synthetic biology for 

regenerative medicine and development of cancer and anti-ageing drugs. Further, it can contribute to 

nature-inspired computing for self-repair in other fields. However, despite decades of study, what 

possible mechanisms and algorithms are used in the regeneration process remain an open question. 

Therefore, the main goal of this thesis is to propose a comprehensive hypothetical conceptual 

framework with possible mechanisms and algorithms of biological regeneration that mimics the 

observed features of regeneration in living organisms and achieves body-wide immortality, similar to 

the planarian flatworm, about 20mm long and 3mm wide, living in both saltwater and freshwater.  This 

is a problem of collective decision making by the cells in an organism to achieve the high-level goal of 

returning to normality of both anatomical and functional homeostasis. To fulfil this goal, the proposed 

framework contains three sub-frameworks corresponding to three main objectives of the thesis: self-

regeneration or self-repair (anatomical homeostasis) of a simple in silico tissue and a whole organism 

consisting of these tissues based on simplified formats of cellular communication, and an extension to 

more realistic bioelectric communication for restoring both anatomical and bioelectric homeostasis.  

The first objective is to develop a simple tissue model that regenerates autonomously after damage.  

Accordingly, we present a computational framework for an autonomous self-repair system that allows 

for sensing, detecting and regenerating an artificial (in silico) circular tissue containing thousands of 

cells. This system consists of two sub-models: Global Sensing and Local Sensing that collaborate to 

sense and repair diverse damages. It is largely a neural system with a perceptron (binary) network 

performing tissue computations.  The results showed that the system is robust and efficient in damage 

detection and accurate regeneration. 
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The second objective is to extend the simple circular tissue model to other geometric shapes and 

assemble them into a small virtual organism that regenerates similar to the body-wide immortality of 

the planarian flatworm. Accordingly, we proposed a computational framework extending the tissue 

repair framework developed in Objective 1 to model whole organism regeneration that implemented 

algorithms and mechanisms to achieve accurate and complete regeneration in an (in silico) worm-like 

organism.  The system consists of two levels: tissue and organism levels that integrate to recognise 

and recover from any damage, even extreme damage cases. The tissue level consists of three tissue 

repair models for head, body and tail. The organism level connects the tissues together to form the 

worm. The two levels form an integrated neural feedback control system with perceptron (binary) for 

tissue computing and linear neural networks for organism-level computing. Our simulation results 

showed that the framework is very robust in returning the system to the normal state after any small 

or large scale damage. 

The last objective is to extend the whole organism regeneration framework developed in Objective 2 

by incorporating bioelectricity as the format of communication between cells to make the model 

better resemble living organisms and to restore not only anatomy but also basic functionality such as 

restoring body-wide bioelectric pattern needed for physiological functioning in living systems.  We 

greatly extended the second framework by conceptualising and modelling mechanisms and algorithms 

that mimicked both the pattern and function restoration observed in living organisms and 

implemented it on the same artificial (in silico) organism developed in Objective 2 but with greater 

realism of the anatomical structure. This proposed framework consists of three levels that collaborate 

to fully regenerate the anatomical pattern and maintain bioelectric homeostasis in the in silico worm-

like organism. These three levels represent tissue and organism models for regeneration and body-

wide bioelectric model for restoring bioelectric homeostasis, respectively.  They extend the previous 

neural feedback control system to integrate another (3rd) level, bioelectric homeostasis. Our 

simulations showed that the system maintains and restores bioelectric homeostasis accurately under 

random perturbations of bioelectric status under no damage conditions. It is also very robust and 

plastic in restoring the system to the normal anatomical pattern and bioelectric homeostasis after any 

type of damage. 

Our framework robustly achieves some observations of extreme regeneration of planaria like body-

wide immortality. It could also be helpful in engineering for building self-repair robots, biobots and 

artificial self-repair systems. 
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Chapter 1 

Introduction 

Regeneration is an essential phenomenon in nature. While it plays a crucial role in living organisms 

that are capable of recovering a fully functional state from diverse forms of injury, it is not entirely 

understood (Elliott & Sánchez Alvarado, 2013; Maden, 1992). Although molecular mechanisms 

required for regeneration are being discovered, the algorithms sufficient for the simulation of 

regeneration of complex anatomical structures represent a significant knowledge gap that holds back 

progress in evolutionary developmental biology and regenerative medicine. Currently, there is 

insufficient knowledge of regeneration in living organisms, making it essential to develop conceptual 

frameworks to promote understanding of regeneration and translate them into computational models 

of cell activity and communication dynamics that can implement complex repair of anatomical 

structures and restore functionality. It is especially important to explore connectionist (neural-like) 

models in the control of regeneration to begin to formulate rigorous formalisms for pattern memory 

and decision-making during anatomical remodelling. The overall goal of this research is to develop a 

conceptual framework for biological regeneration that enables recovery of the complete body pattern 

from any small or extreme damage anywhere in the system (aka body-wide immortality) and restores 

basic functionality.  The purpose of the framework is to promote the generation of hypotheses about 

the potential mechanisms and algorithms of regeneration that allow such extreme form of recovery. 

The developed framework is a multi-level modular neural feedback control system representing 

collective intelligent decision making in an organism consisting of multiple tissues containing a large 

number of cells.  A main consideration for the framework is to accomplish complete recovery with 

minimum information and computational burden on cells that interact and implement algorithms of 

regeneration.  The framework also contributes to nature-inspired computing for self-repair in other 

fields.  In order to formulate the research problem, this chapter provides an overview of regeneration, 

the importance of regeneration, planarian flatworm as an excellent model organism for studying 

regeneration and current knowledge gaps.  Then, the chapter presents the terminology used in the 

thesis. It then presents the research objectives and concludes with an overview of the thesis chapters 

and main contributions. 

1.1 What is regeneration? 

Regeneration in biology is a set of biological processes through which an organism replaces and 

regrows lost or amputated parts to the original state. In nature, all living organisms need to be resilient 

in order to survive. Animals can be injured at some point in their life; and their ability and rate of 
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regeneration will determine whether they survive or die. Regeneration process usually occurs through 

specialised cells (called adult stem cells) that are randomly distributed in an organism in numbers that 

vary by species. Stem cells are cells that can renew themselves and produce other types of cells in the 

body. Regeneration is one of the oldest fields of study and a fascinating phenomenon in biology, but 

this process is not completely known (Maden, 1992; Needham, 1961). Many biological organisms are 

able to regenerate some of their tissues and complex body organs after amputation (Birnbaum & 

Alvarado, 2008). Vertebrates such as amphibians and fish have high regenerative capacity while 

mammals have a limited ability to regenerate their body parts, such as cells, tissues, and organs. Each 

organism differs in its ability to regenerate body parts. Self-repairing or regeneration in different 

species can occur to varying extents: whole body, parts of the body, organs, tissues, and cells. For 

example, hydra (tiny aquatic animal) and planarian (free-living flatworms) can regenerate the whole 

body from a small part (Ivankovic et al., 2019; Lengfeld et al., 2009; Levin, Pietak, & Bischof, 2018), and 

mammals also can restore complex structures such as children’s fingertips (Illingworth, 1974), liver 

(Michalopoulos, 2007) and deer antlers (Li, 2012; Nieto-Diaz et al., 2012). Likewise, many plants have 

a great capacity for regeneration when they are damaged (Ikeuchi, Ogawa, Iwase, & Sugimoto, 2016). 

In fact, most natural systems and organisms are able to self-repair, which significantly contributes to 

their robustness and resilience. Understanding how to decipher the capability and mechanisms of 

regeneration of organs and body parts is a crucial need in regenerative medicine. Regeneration 

research has existed for close to a century, but the study of the mechanisms and algorithms of 

regeneration is still in its infancy. Therefore, this research proposes a conceptual and computational 

framework for the regeneration of multicellular artificial (in silico) tissues and organisms with the focus 

on computationally mimicking some observed regeneration patterns in living organisms. 

Nature has also inspired self-repair in other fields such as robotics, software, electronic, etc.  Multi-

robot systems have been designed with the ability to form patterns or configurations to achieve the 

desired goals and functions and detect and recover from faults or attacks (Arbuckle & Requicha, 2010; 

Edwards, 2016; Rubenstein, Sai, Chuong, & Shen, 2009). In software engineering, self-repair systems 

have been inspired by the ability to self-heal in natural materials and structures. It could be less 

challenging to build a self-healing software system than a self-repair robot or a mechanical system and 

the self-repair software systems often apply when working with agent-based systems or service-

oriented architectures, that is still the subject of intense research (Frei et al., 2013). Due to the extreme 

complexity of self-repair in natural systems, its technical adaptation is not an easy task, and building 

an engineering system similar to natural systems needs careful study of the biological system and an 

understanding its material structures and processes of regeneration.  In the literature, the term self-

repair in software tends to refer to automatic software repair that consists of automatically finding a 

solution to a software fault without human intervention.  Automatically repairing software is both 
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challenging and important because it is a difficult task and could bring value to society and humanity 

(Monperrus, 2018). The main task of automatic software repair is to develop systems with the capacity 

to maintain its intended function even when facing faults or errors. Self-repair is also one of the 

important aspects of self-management systems that are able to diagnose malfunction of the system 

and take repair actions to recover system function from any attack or damage. This is analogous to 

wound healing in living organisms. From the perspective of these artificial self-repair systems, the 

regeneration framework proposed in this research is analogous to self-repair in self-management 

systems (living organisms). It mimics some currently known fundamentally important biological 

regeneration processes at the cell level in order to produce an improved regeneration system that 

mimics in silico some extreme regeneration patterns observed in biology.  Therefore, as a software 

framework, it can be applied to software engineering systems or self-repairing robots. 

1.2 Why study regeneration? 

Regeneration of missing parts is an intriguing mystery in biology and happens in all species. 

Regeneration has been studied for centuries, and some aspects of regeneration have been uncovered 

as described in this thesis.  For example, snails can regrow their heads, axolotls (amphibian known as 

walking fish) can regenerate their limbs and zebrafish can reproduce new hearts (Rabinowitz et al., 

2017).  However, a full description of the regeneration processes is far from clear.  When we 

understand the natural regeneration processes, this information will be useful for regenerative 

medicine fields with applications to birth defects, traumatic injury, cancer, and degenerative diseases. 

The regenerative medicine aims to control pattern formation of tissues, organs and body parts that 

allow living organisms to detect and repair damage to complex forms. Computational frameworks and 

algorithms that mimic regeneration can aid a greater understanding of complete regeneration.  

Engineers are also seeking methods to create fault-tolerant and robust self-repair systems by 

mimicking biological regeneration (Bradley & Tyrrell, 2000; Bremner et al., 2013; Frei et al., 2013).  

In most animals and humans, many tissues and organs do not have a great capacity to regenerate, but 

scientists believe that they could unlock or induce regeneration processes to enable recovery from any 

damage. In some animals, stem cells can repair or replace damaged parts and prevent damage to other 

organs after an amputation. For example, zebrafish can repair its heart and axolotls can regenerate 

their limbs, even as adults (Major & Poss, 2007; Rabinowitz et al., 2017; Roy & Lévesque, 2006). In 

planaria, stem cells have special capabilities of regeneration and work as a repair mechanism for 

injured or damaged organs or the whole body  (Rink, 2013). However, what mechanisms and 

algorithms are used in regeneration and how stem cells can accurately regenerate amputated parts 

are still not clearly understood. Studying regeneration processes in other species may help us 

understand the fundamentals of regeneration and regeneration in humans and shed light on the 
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essential steps in the development of regenerative medicine and self-repair systems. This study, 

therefore, seeks to develop a conceptual basis for a full description of regeneration based on known 

regeneration principles and various new hypotheses, and transform it into a computational platform 

of regeneration and demonstrate its regenerative capacities on an artificial organism.  

1.3 Why planaria? 

The main reason for choosing planarian flatworms as the biological inspiration for our frameworks is 

that planarian is one of the simplest metazoans with powerful regenerative capabilities. Planaria are 

small flatworms about 3 to 20mm long and 2 to 3mm wide, living in both saltwater and freshwater 

(Lobo, Beane, & Levin, 2012; Reddien & Alvarado, 2004). T.H. Morgan was one of the first researchers 

to study planarian regeneration in the early 20th century (Morgan, 1900).  Morgan found that planaria 

had an amazing ability to restore lost parts or organs to the original form when amputated along any 

plane. As shown in Figure 1.1, after an injury, three different head, body and tail parts regrow quickly 

into the full worm.  Even more amazing is that a tiny piece as small as 1/279th of a planarian (Morgan, 

1898) or a piece with at least 10,000 cells could successfully regenerate a new planarian within several 

weeks (Montgomery & Coward, 1974). A 6 mm long planarian has approximately 6×105 million cells 

(Figure 1.1B)  (Takeda, Nishimura, & Agata, 2009).  

 

Figure 1.1. Planarian regeneration and stem cells distribution. (A) Regeneration of head (top), body 
(middle) and tail (bottom) parts. Red lines indicate the cutting planes. Days post-amputation (dpa) 
are observed time points. (B) The distribution of stem cells (yellow) in a cross-section of a planarian. 
Scale bar: 500 μm. (Sourced from  (Ivankovic et al., 2019) with permission) 
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Regeneration in planaria is a complex mechanism that involves interactions and communication 

between cells at the organismal level to maintain complex morphology (body pattern) after 

amputation (Reddien, 2018; Sheiman & Kreshchenko, 2015). Planaria produce new tissues from the 

unique stem cells known as neoblasts that can migrate through the whole organism to the damage 

site to regenerate missing parts by stem cell division (Wagner, Wang, & Reddien, 2011a).  Here, a stem 

cell makes an identical copy of itself and a new tissue cell (also called a differentiated or somatic cell) 

depending on the type of damaged tissue, and the process repeats over and over until the damage 

region has been restored to the original morphology.     

Apart from a tiny piece regenerating into the full form, another interesting aspect of planarian 

regeneration is that the tiny piece first grows into a small worm that grows into the full form by 

concurrent regeneration of body parts (Figure 1.1A) – planaria constantly remodel themselves to 

maintain proportion among body structures (Beane, Morokuma, Lemire, & Levin, 2013; Oviedo, 

Newmark, & Sanchez Alvarado, 2003). Another exciting fact is that a small trunk fragment of a 

planarian left after cutting away the head and the tail always regenerates the head and tail in the 

correct orientation as in the original planarian (Fig.1.1A). It indicates that the remaining tissue 

identifies the anterior-posterior (abbreviated as A/P) polarity that helps new parts to grow in the 

correct positions (Pietak, Bischof, LaPalme, Morokuma, & Levin, 2019; Yazawa, Umesono, Hayashi, 

Tarui, & Agata, 2009). A/P polarity in planarian is operationally similar to a bar magnet in that a new 

bar magnet after being cut transversely also restores the original North-South polarity (Lobo et al., 

2012).  

Despite the advances in the knowledge of stem cell division (Hill & Petersen, 2015; Kobayashi et al., 

2008; Lei et al., 2016; Nodono & Matsumoto, 2012; Salvetti et al., 2009; Sasidharan et al., 2013; 

Wagner, Wang, & Reddien, 2011b), many questions remain about how planaria control the anatomy 

(Levin et al., 2018). Planaria are thus an ideal test case for developing constructivist models that show 

the dynamics sufficient for complex pattern homeostasis (Cervera, Meseguer, Levin, & Mafe, 2019; 

Lobo & Levin, 2015; Stuckemann et al., 2017; Werner et al., 2015).  The amazing regenerative abilities 

of planaria largely inspired this research. The expectation is that knowledge of regeneration in these 

versatile organisms could one day help unlock the potential of regeneration in the human body. 

Conceptual frameworks can be an important bridge between what is known and what is possible in 

future. 

Recent studies show that communication mechanisms play a pivotal role in planarian regeneration 

(Lobo et al., 2012). The question of how old and new tissues communicate with each other or how old 

and new cells communicate and work with each other to perform complete regeneration is still 

unclear. After amputation, stem cells migrate to the wound site and divide to produce new cells and 
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form a blastema (an unpigmented structure) and then regenerate lost tissues until the exact pattern 

of the original anatomy is recovered (Elliott & Sánchez Alvarado, 2013; Montgomery & Coward, 1974). 

This requires stem cells to know where the damage is, what is missing, what structures to regenerate 

and to stop when regeneration is complete. This seems to be achieved through communication 

between stem cells and other tissue cells (aka somatic cells or differentiated cells) involved in the 

regeneration process (Oviedo & Levin, 2007).  

 

Gap junctions (GJ) between somatic cells play a vital role in cell communication within a tissue.  GJs 

are direct physical channels that allow cells to transfer ions (bioelectric currents) and small molecules 

directly into adjacent cells. It has been shown that bioelectric signalling can alter cell division patterns 

and migration of adult stem cells (Levin, 2007a, 2009; Sundelacruz, Levin, & Kaplan, 2009) indicating 

the role of bioelectricity in communication between stem cells and somatic cells.  All cells in the body 

produce and receive bioelectrical signals with changes in their cell membrane voltage (Vmem) due to ion 

fluxes moving through ion channels located on the cell membrane (Levin, 2007b; Levin & Stevenson, 

2012). Ion fluxes allow communication between cells by exchanging ions between intracellular and 

extracellular environments that create a voltage gradient that affects the activity of both neighbour 

cells and distant cells in the body (Barghouth, Thiruvalluvan, & Oviedo, 2015). These bioelectric signals 

can be transmitted from a cell to long-distances directly through GJ between neighbouring cells as well 

as indirectly through the extracellular environment and sensed by itself, adjacent cells or distant cells 

(Adams, 2008; Esser, Smith, Weaver, & Levin, 2006; Levin, 2009). The bioelectric signalling can carry 

A/P polarity and patterning information in the planarian regeneration (Beane, Morokuma, Adams, & 

Levin, 2011; Nogi, Yuan, Sorocco, Perez-Tomas, & Levin, 2005). However, how the remaining cells re-

establish the polarity in the process of regeneration is still unclear. These complex signals through GJs 

and ion fluxes are controlled by as yet unknown mechanisms that promote collaboration within the 

cell collective to maintain the correct geometry of planaria.   

 

The idea that bioelectricity can sense injuries and trigger some of the key factors in regeneration has 

driven regeneration research for decades to this day. Recently, Durant et al. (Durant et al., 2019) found 

that the membrane voltage changes very early in the regeneration stage before there is a difference 

in gene expression (that produces proteins required for cell signalling to initiate repair) and the early 

disruption of this membrane voltage affects polarisation information during regeneration. Based on 

endogenous (internally generated) electrical signals, cells communicate with each other and make 

decisions about what shape and size of what to recover and which genes need to be turned on (Durant 

et al., 2019) to do the repair.  This indicates that bioelectricity plays an important role not only in 

confirming polarisation after injury in planaria but also in providing the information needed for 
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regeneration of damaged or missing tissues and organs. However, the exact mechanisms of bioelectric 

mediated communication between cells to perform the coordinated activity at both the cell and 

organism level is not fully understood.  Also unknown is how the perturbed bioelectric homeostasis 

(equilibrium) due to injury is restored after recovery to resume the functionality of the organism.  

Therefore, hypothetical frameworks are useful tools to explore the potential role of body-wide voltage 

gradients in the maintenance and repair of mature tissues and restoration of voltage homeostasis after 

recovery.   

As fundamental regeneration mechanisms are generally similar among organisms, these model 

concepts can apply more widely to all organisms, including humans, either to invoke biological 

regeneration or to develop artificial organs or limbs.  Humans and planarians share some of the same 

organ systems such as a brain, eyes, musculature, intestine, epidermis, reproductive structures. 

However, unlike planaria, the regenerative capacity of humans is very limited. Researchers attempt to 

enhance the understanding of regeneration processes by studying simple life forms, like planaria. 

These findings could potentially reveal clues to affect human cells to behave similarly and improve the 

ability of regeneration in humans. 

1.4 Terminology 

In recent years, there has been an increasing interest in self-repair research, and various definitions of 

the term self-repair have come to existence. Literature has used the same term with different 

meanings, and conversely, many terms with the same meanings. 

• The term self-repair applies to a system that is capable of maintaining and repairing 

themselves (Frei et al., 2013). As an example, a broken fingernail in a hand can be filed to a 

suitable form by using the other hand. 

• The term self-healing applies to a system where parts of the system heal damage from the 

inside (Frei et al., 2013). For example, a broken fingernail can grow by itself and remove a 

damaged area. 

• The term regeneration applies to a biological system with genomes, cells, and organs that can 

renew, restore, and grow after a natural disturbance or damage (Carlson, 2007). A simple 

example is a tissue that grows by itself after fibrosis. 

In this research, these terms self-repair, self-healing and regeneration are used synonymously to refer 

to a system or an organism that has the capacity to maintain and regenerate itself after a part is 

amputated. Similarly, other terms tissue cells, somatic cells, and differentiated cells are used 
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synonymously to refer to a cell, which is not a stem cell. Figure 1.2 shows an example of the tissue 

where a stem cell (red dot) is at the centre and surrounded by tissue cells (blue dots). 

 

Figure 1.2. An example of the circular tissue with a stem cell (red dot) at the centre and surrounding 
tissue cells (blue dots) 

 

1.5 Objectives  

The primary focus of this thesis is on proposing a hypothetical conceptual framework for regeneration 

with an extensive repertoire of regeneration mechanisms and algorithms using planarian as an 

example. It contributes to generating new hypotheses to advance the understanding of regeneration 

by exploiting what is known to explore what is possible in future. Most of the previous regeneration 

studies have focused on questions related to genes, stem cells, molecular mechanisms, cell signalling 

mechanisms, and generating models to understand regeneration experiments.  While there are not 

that many computational models of regeneration, most of these require remembering too much 

information or processing too many computations during pattern discovery and regeneration. There 

is still a need, and a great scope, for fundamental knowledge from computational fields such as 

computer science and AI for sufficient and efficient methods to mimic the regeneration processes of 

living organisms. Therefore, the overall goal of this research is to propose a conceptual framework 

based on intelligent systems for regeneration in organisms that have the capacity to self-detect and 

self-repair any damage or fault by integrating observed features of regenerative biology, especially 

that of planarian regeneration.  The study intends to develop a comprehensive framework for 

computational (in silico) modelling of regenerative processes that approximates even some of the most 

extreme regenerative processes observed in biology.  The proposed framework is developed in stages 

starting with a simple tissue (computational tissue) as shown in Figure 1.2 and extending to multiple 
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tissues and then to a tissue system (organism) which in the final stage incorporates physiological 

attributes such as bioelectricity and related communication.  Accordingly, to fulfil the research goal, 

this study aims to achieve the following specific objectives. 

Objective 1: A Self Repair Model for Simple Computational Tissue. The first model framework 

represents an autonomous self-repair system that has the capacity to sense, detect and regenerate 

missing cells in an artificial (circular) tissue (Figure 1.2) under any damage condition, resembling some 

related processes in biological systems.   

Objective 2: A Comprehensive Conceptual Framework for Whole Organism Regeneration.  This 

develops the second model framework that extends the circular tissue model, with further 

enhancements, to more tissue shapes, such as rectangular and triangular shapes, and assemble these 

tissue models into a conceptual regeneration framework for an artificial organism that recovers from 

any damage in the system.  

Objective 3: Extended regeneration framework for a Model Organism (Computational Tissue System) 

with Physiological Attributes of Bioelectric Communication to Maintain both Pattern and Bioelectric 

Homeostasis. This model greatly extends the organism model proposed in objective 2 to incorporate 

more features of planarian biology and physiology with a large number of stem cells and bioelectric 

homeostasis. Bioelectricity is the predominant mode of communication between cells in an organism. 

This model not only maintains the bioelectric homeostasis under various random physiological 

perturbations under no damage conditions and efficiently and correctly recovers the full body pattern 

and bioelectric homeostasis after any damage anywhere in the system.    

1.6 Summary of the framework 

The proposed framework consists of three sub-frameworks corresponding to the three objectives. 

In the first sub-framework, we present a computational framework for modelling a system that allows 

for sensing itself, damage detection and regeneration in an artificial circular tissue of cells. We 

represent the tissue, which consists of a stem cell surrounded by more than two thousand tissue cells, 

as an Auto-Associative Neural Network (AANN) consisting of a single layer of perceptron neurons 

(representing tissue/somatic cells) with local feedback loops (local communications) that allows the 

system to recognise its state and geometry. Here the communication is local and binary indicating 

presence or absence of a cell.  The stem cell is free to move within the system. Signalling entropy is 

used as a collective or global property of communication between the stem cell and tissue cells and 

managed by the stem cell to sense any change in the whole tissue and detect the general damage 

region in the tissue.  Then the exact damage location in the detected region is quickly identified by the 

perceptron network through local communication. This system consists of two submodels - global 
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sensing and local sensing that collaborate to sense the change in the system state, detect general 

damage region, find the exact damage location, and then repair the damage. It can detect and repair 

multiple concurrent damages and any damage anywhere in the system as long as a single array of cells 

from the centre to perimeter is left in the damaged tissue to provide minimum pattern information.     

In the second sub-framework, we present a conceptual and computational framework for modelling a 

system that allows for sensing itself, damage detection and regeneration in a simple artificial organism 

consisting of multiple tissues. Here, we first extend the circular tissue model to other tissue shapes of 

rectangular and triangular tissues, each with a stem cell.  We also introduce a new concept of a virtual 

‘information field’ to the stem cell to store some minimal tissue pattern information to assist complete 

self-repair of its tissue thereby freeing the damaged tissue of the burden to carry minimum pattern 

information.  Then, we place one rectangular tissue between two triangular tissues to form a simplified 

worm-like organism with head, body and tail tissues, similar to the planarian.  We present two new 

concepts: at the tissue level, we enhance the stem cell capability with the virtual information field.  At 

the organism level, we introduce a stem cell network consisting of the stem cells in each tissue, which 

can identify and regenerate missing stem cells and large body parts. This two-level organisation of the 

model organism, with the stem cell network regulating organism wide large scale repair and local 

individual tissue repair models regulating tissue repair, allows complete regeneration from any 

damage anywhere in the organism.   

The third sub-framework not only more resemble planarian type regeneration where the artificial 

organism contains a large number of stem cells but also maintains and restores bioelectric 

homeostasis. This framework integrates three networks: individual tissue models, stem cell network, 

and a higher level nodal (global aggregate) network. The first two networks are tasked with pattern 

regeneration as conceptualised in models 1 and 2 above.  The latter high-level network divides the 

whole organism into 13 segments (i.e., global nodes each consisting of a group of stem cells and 

surrounding tissue) and assemble these global nodes into network represented by an Associative 

Memory neural Network (AMN).  This AMN remembers and recognises the body-wide bioelectric state 

of the nodes and restores it after any bioelectric perturbation under no damage conditions.  The three 

levels operate seamlessly in damage to restore anatomical pattern and bioelectric homeostasis.      
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1.7 Chapter overview and main contributions 

This thesis comprises six chapters as described below. 

Chapter 1: Introduction 

This chapter introduces biological regeneration and the planarian, which is one of the most popular 

model organisms used in the study of regeneration, and aspects of its incredible regeneration capacity.    

Then, we present the research problem with a brief overview of background research followed by the 

objectives of the study and chapter overview of the thesis. 

Chapter 2: Literature review 

In this chapter, we present a review of the current state of the art of self-repair/self-

healing/regeneration in biological and non-biological systems. We primarily focus on computational 

and algorithmic systems, which explain the processes used by cells or tissues in a biological system to 

regenerate a given anatomical pattern.  We also review nature inspired self-repair systems in other 

fields that satisfy at least few requirements of our framework that attempts to mimic biological 

regeneration on an in silico organism.   

Chapter 3: A Computational Framework for Autonomous Self-Repair Systems – A simple 

computational tissue of cells  

The third chapter addresses the first specific objective of the thesis. It presents a conceptual 

framework for a self-repair system that allows for sensing itself, damage detection and regeneration 

in an artificial circular tissue of cells (representing somatic cells in a living tissue).  The tissue structure 

consists of a stem cell at the centre of tissue of differentiated (somatic) cells. There are two types of 

communication in the tissue. Local direct communication between somatic cells that is implemented 

by representing the tissue as a single-layer perceptron network that is locally recurrent meaning only 

the nearest neighbours communicate with each other. This is a type of an Auto Associative Neural 

Network (AANN). Distant communication between the stem cell and differentiated cells describes 

global diffusion of information through the Extra Cellular Matrix (ECM). The stem cell uses signalling 

entropy as a collective or global property to sense the change in the whole tissue and detect the region 

in the tissue where the damage is, upon which the AANN in this region gets activated to find the exact 

location, size and shape/border of the damage. The stem cell then migrates to the damage border and 

repairs the damage.  The model recovers from many types of damage autonomously. The main 

contributions of our tissue model are that it introduces a computational tissue that: (1) recognise itself 

(both state and geometry), (2) accomplishes regeneration with limited communication and 

information, (3) involves limited computation and (4) restores the original pattern correctly and 
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completely.  This significantly extends past tissue models that involve a large amount of computation 

to achieve limited recovery from damage.   

Chapter 4: A comprehensive conceptual framework for an Autonomous Regeneration System for a 

simple virtual organism consisting of multiple tissues 

This chapter addresses the second objective of the thesis to extend the tissue model in chapter 3 with 

a number of new concepts to mimic some of the observed features of planarian regeneration, including 

body-wide immortality. The new system is able to regenerate itself from any tiny body fragment after 

damage which is achieved by using a high-level and flexible algorithm. Here we first extend the circular 

tissue model concept to other tissue shapes of rectangular and triangular tissues. We also introduce a 

new concept of a virtual ‘information field’ to the stem cell of tissue models to store some minimal 

pattern information extracted by the stem cell from its communication with tissue cells.  We then 

combine two triangular tissues and one rectangular tissue to form a simplified worm-like organism 

with the head, body and tail tissues.  Another new concept is a stem cell network corresponding to the 

whole organism that can identify and regenerate missing stem cells after damage to any stem cells.  

Stem cell network is represented by a fully connected neural network consisting of simple linear 

neurons that represent stem cells.  In this model organism, individual stem cells monitor the state of 

their corresponding tissue and regenerate the tissue as needed after damage as in the circular tissue 

model.  Additionally, the stem cells network monitors the state of the whole organism and regenerates 

missing stem cells due to damage in order to fully recover from large scale damages involving missing 

body parts - head, body or tail amputation.  In this case, the individual tissue models (AANN) and stem 

cell network model collaborate to maintain the normal state of the system under any damage 

condition, from small to large. The contributions of this chapter are that (1) it extended the circular 

tissue model to other tissue shapes, (2) enhanced stem cell capability with a new concept “virtual 

Information fields” to store minimal pattern information of the tissues, (3) a stem cell network that 

connects tissue stem cells to represent the whole organism, (4) stem cell network and individual tissue 

models that together regenerate the whole organism accurately, and (5) a simple algorithm with 

minimum computational burden, (6) a decision-making system that combines the stem cell network 

(linear neural network) and somatic cell networks (AANN) as a collective intelligence system, (7) stem 

cell network monitors and repairs missing stem cells and large scale damages and the tissue models 

recover from tissue damages with the help of their stem cell.   

Chapter 5: A Comprehensive Conceptual Framework for Autonomous Regeneration and 

maintenance of bioelectric homeostasis in a simple virtual organism consisting of multiple tissues  

The third objective is addressed in this chapter. The objective of this model is to capture more of 

planarian type regeneration where the organism contains a large number (about 4% of the total cells) 
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of stem cells.  Further, cells communicate through bioelectric signalling to replace communications of 

presence or absence in binary format in the previous models in chapters 2 and 3.  Moreover, the model 

also maintains and restores bioelectric homeostasis. The model in this chapter is a combination of 

three networks: individual tissues represented by tissue models (somatic cell networks) as described 

in the previous two chapters, Stem cell network represented by a locally recurrent perceptron network 

and an Associative Memory Network (AMN) of global nodes for maintaining and restoring bioelectric 

homeostasis. Both somatic cell networks and stem cell network use few perceptron motifs (patterns) 

that are trained to efficiently identify missing neighbours.  The AMN is a modified form of Hopfield 

network that enables learning and remembering the pattern of the body-wide bioelectric gradient. 

This AMN maintains the bioelectric equilibrium (homeostasis) under any perturbation to the body-

wide voltage pattern due to normal physiological activity and restores the bioelectric pattern after any 

damage. These three networks collaborate seamlessly as and when needed to robustly restore both 

the original body pattern and bioelectric pattern after any damage. The contributions of this chapter 

are that  it incorporates: (1) a large number stem cells and tissue cells collaborating to sense, identify 

and regenerate damage efficiently and effectively, and (2) bioelectric signalling that enables cells to 

communicate with each other and trigger the regeneration process more realistically, (3) AMN that 

robustly maintains and restores the bioelectric pattern, and (4) The Perceptron motifs with learning 

ability in stem cell and somatic cell networks to identify missing neighbours. 

Chapter 6: Summary, Conclusions and Future Directions 

This chapter presents an overview and the most important findings from achieving the objectives of 

the thesis. The chapter also provides the conclusions and future directions to extend the framework 

developed in this study to improve its bio realism and generate more hypotheses to understand even 

more the mechanisms of biological regeneration.      
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Chapter 2 

Literature Review 

Biological regeneration is a complex process involving biochemical, bioelectric and physical signals that 

can be respectively represented by gene and protein activity networks, bioelectrical circuit dynamics 

and mechanical models or and neural-like networks. Most research on planarian regeneration is 

associated with gene regulatory networks and protein interaction pathways. However, these networks 

do not explain mechanisms of form regulation to regenerate successfully. A few researchers have 

proposed algorithmic and computational models that determine what needs to be done in each step 

and explain what is required in order to restore correct sample geometries (in silico) from different 

initial conditions. What information is needed to assist decision-making, how is this information then 

shared and what computation is done on this information to realise collective intelligence mechanisms 

in the regeneration process? These are still open questions. The previous chapter described the 

objectives of this research. From these objectives, it specified the number of unique features of 

biological regeneration that the framework needs to embody.  Thus, it is useful to elaborate on these 

features as our system requirements and constraints before presenting related previous work. We 

intend to propose regeneration frameworks to design systems that achieve complete and accurate 

regeneration from any damage, similar to the body-wide immortality of planaria. This means that even 

a small body fragment can repair the whole pattern or organism. The systems can regenerate new cells 

on-demand in repair instead of carrying redundant tissue cells. Stem cells produce these new tissue 

cells and renew itself. Cells can communicate with neighbour cells and distant cells (short- and long-

distance communication). Both geometric (pattern) and bioelectric homeostasis are important goals 

in our final regeneration framework.  Accordingly, this chapter provides an overview of the relevant 

background information that fulfils some of these requirements. Section 2.1 starts with an introduction 

to the planarian regeneration process, as has been observed in planarian experiments. Next section 

provides an extensive review of the current state of the art in understanding biological regeneration, 

largely inspired by planarian regeneration.  We briefly review the history of planarian regeneration 

models, and then we focus on computational and algorithmic models proposed to explain and execute 

the processes carried out by cells or tissues to regenerate a given pattern. Section 2.3 provides a review 

of the current state of the art of self-repair in non-biological systems. We paid attention to self-repair 

models that satisfy at least some of the constraints of our proposed framework. Section 2.4 presents 

an overview summary of the existing models and presents research gaps that provided the scope for 

this research. 
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2.1 The planarian regeneration process 

We present the regeneration process observed in planarian experiments that can be considered as the 

basic or general process of planarian regeneration. Our frameworks follow this mechanism as a guide 

in proposing potential mechanisms underlying this regeneration process to develop computational 

regeneration systems. If we cut a planarian flatworm in two, cells proliferate at the wound site to form 

a blastemal that will recognise the missing parts and regenerate them to produce two new worms with 

the same geometry of the original worm.  The cells of the blastemal are stem cells (called neoblasts). 

The stem cells can move into the wound site from distant regions if there are no local stem cells. This 

way, a very small tissue fragment in planaria can regenerate back into normal body proportions over 

a few weeks. This type of regeneration is called epimorphosis; that means it regenerates amputated 

parts from stem cells (Agata, Saito, & Nakajima, 2007). 

2.2 The current state of the art in understanding planarian regeneration 

Here, we give a brief summary account of long research on planarian regeneration and then we provide 

a summary of the recent efforts in computationally modelling of regeneration that provided the 

platform for generating our frameworks that greatly extended the previous models in scope and 

content with respect to mechanisms and algorithms of regeneration and the type and intensity of 

damages that can be repaired.   

2.2.1 Overview of models of planarian regeneration 

In early stages of study of planarian regeneration, Morgan (Morgan, 1901; Morgan, 1904) proposed a 

descriptive model to explain planarian regeneration using the concept of morphogenetic gradients and 

was concerned about how polarity is re-established in the regeneration process. A trunk of a planarian 

after cutting head and tail can regenerate a head at the anterior and the tail at the posterior (Fig. 1.1A). 

However, the head regeneration rate reduces posteriorly to the tail (Sivickis, 1931). From this 

observation, Sivickis (Sivickis, 1931) proposed a concept of “head-frequency curve” and presented a 

graph of the regeneration rate relative to the location on the anterior/posterior (A/P) axis (head to 

tail) (BRØNDSTED, 1955). Child (Child, 1911) recognized the existence of a dynamic gradient along the 

A/P axis but Morgan showed that the polarity is identified by the structure or different substances 

along the A/P axis (Morgan, 1905). The head-to-tail gradient is considered due to a factor that is of 

high concentration in the head but low in the tail (Adell, Cebrià, & Saló, 2010). Recently, gradient 

models have also explained planarian regeneration with morphogen concentration gradients (Adell et 

al., 2010) and mitotic activity gradients (Oviedo & Levin, 2007). However, these descriptive models do 

not explain a mechanism for a tissue to identify where to regenerate a head or a tail.  When the worm 

is cut in the trunk, the cells at the cut have the same information about the gradient and position, but 

one side regenerates a head, and a tail is reproduced on the other. 
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The second type- mechanistic models- was first proposed in (Slack, 1980b). This model proposes an 

ordered set of areas along the A/P axis of the planarian where each area is represented by an ordered 

number. After damage, stem cells determine the missing area based on the difference between the 

sequence code for each region and the code at the wound site and then restore the pattern. By this 

way, the model is sufficient to regenerate the correct pattern of the worm by following this step-by-

step mechanism. Another similar model, an intercalary model (Agata, Tanaka, Kobayashi, Kato, & 

Saitoh, 2003), assumed that each region has a positional value which is used to identify the missing 

region. This model describes a mechanism for generating missing intermediate fragment by joining the 

remaining two fragments and then regenerating the missing fragment (Slack, 1980a). However, the 

location-based models are not consistent with specific experiments, as shown in (Morgan, 1898).  

In 1952, Turing (Turing, 1952) presented a system in which chemical substances (called morphogens) 

react with each other to form self-generated and self-regulated spatial patterns. Turing showed that 

two or more substances with different diffusion degrees that react with each other can explain the 

formation of spatial patterns. The other type of regeneration models is dynamical chemical systems 

inspired by Turing’s reaction and diffusion model. Meinhardt and Gierer (Gierer & Meinhardt, 1972; 

Meinhardt, 1978; Meinhardt & Gierer, 2000) have proposed some dynamical models which use Turing 

model to generate patterns based on local activation and long-range inhibition. These reaction-

diffusion dynamical models can reproduce most biological patterns (Meinhardt, 1982). They can 

explain the polarity maintenance, the correct regeneration, and the scaling ability of the planaria 

(Meinhardt, 2009b; Werner et al., 2015). Recently, a model of small molecule components such as 

cAMP and ATP diffusion through gap junctions based on the reaction-diffusion mechanism was 

proposed for planarian polarity (Schiffmann, 2011). In this model, a single reaction-diffusion gradient 

is used in which the head has a high concentration and tail has a low concentration. This model explains 

the transition of a single headed worm to double-headed worm by using GJ inhibition in which the 

gradient changes from a high-low to a high-low-high that occurred by the reduction of diffusion 

coefficient. However, these reaction-diffusion models do not explain other observed regeneration 

aspects such as the mechanism of migration and differentiation of stem cells (Meinhardt, 2009a), 

regeneration of dorsal-ventral (D/V) tissues by joining existing tissues (Kato, Orii, Watanabe, & Agata, 

1999) (D/V refers to the upper and the lower direction of the anatomy, which is orthogonal to A/P 

direction), and regeneration of independent A/P axes in the four-headed worm (Oviedo et al., 2010).  

Regeneration models based on bioelectrical signals, bioelectric-electrophoretic models, have also 

been proposed that have given explanations for long-range signal transmission which enables polarity 

controlling and patterning in the regeneration process (Lange & Steele, 1978). This model was inspired 

by the effect of external electric fields causing polarity reversals of the worm (Dimmitt & Marsh, 1952; 

Marsh & Beams, 1952). This model is based on a finding that the brain tissue in the planarian produced 
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continually negatively charged substances, which diffuse throughout the worm along bioelectrical A/P 

axis (negative in the head and positive in the tail) and inhibit or abolish brain regeneration of additional 

brains. The model describes the process of regeneration as follows: After cutting the head (as an 

example in Fig. 1A), the remaining region (body and tail) does not receive the charged inhibitory 

substance produced by the missing brain (from head tissue) while the bioelectrical field drives the 

substance towards the tail; therefore, the substance at the wound will be depleted and the 

concentration of substance falls below a threshold for inhibition of head regeneration. This triggers 

new brain tissue regeneration at the wound site. On the other hand, in the case of a tail missing while 

head and body remaining, the production of the charged substance is continual because the brain is 

retained as normal. Then, its high concentration at the wound side will inhibit head regeneration at 

the damage site, and then it regenerates a tail. This model can describe the regeneration of double-

headed worm or polarity reversal (reversal of the direction of the charged substance) by external 

electric fields (Marsh & Beams, 1947; Marsh & Beams, 1952). Other diffusion models have used 

bioelectric gradients for controlling serotonergic signals during regeneration (Esser et al., 2006; Zhang 

& Levin, 2009). However, this model cannot explain the patterning along the other axes because it only 

presents a single direction for one bioelectrical field. Further, there are no comprehensive 

physiological models that incorporate bioelectric gradients and long-range gap junctional 

communication. 

2.2.2 Recent computational regeneration models 

Some researchers have introduced in silico models of biological form (geometric pattern) regeneration 

inspired by planarian regeneration.  They have proposed algorithmic models focussing on signal 

communication between stem cells and tissue cells or between tissue cells only (Bessonov et al., 2015; 

De, Chakravarthy, & Levin, 2017; Ferreira, Smiley, Scheutz, & Levin, 2016; Ferreira, Scheutz, & Levin, 

2017b; Ferreira, Scheutz, & Levin, 2017c; Ferreira, Scheutz, & Levin, 2018; Gerlee, Basanta, & 

Anderson, 2011; Tosenberger et al., 2015). Specifically, Bessonov et al. (Bessonov et al., 2015) 

presented regeneration as an error minimisation problem. In this work, tissues of simple (rectangular) 

and some more complex shapes were modelled to regenerate damaged parts.  In this model, there are 

cells, which can divide to produce new cells, create and send signals to other cells and receive signals 

from other cells.  Each cell communicates with other tissue cells and keeps a record of the total 

distance to other cells. After damage, the tissue attempts to restore the total signal of each cell through 

error minimisation by adding new cells. The accuracy and completeness of regeneration depend on 

the distance between cells, the shape of the cell structure, and a communication function thus limiting 

the success to smaller and simpler shapes while still involving a significant amount of communication 

between cells and computation.    
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Tosenberger et al. (Tosenberger et al., 2015) developed a cellular dynamics model for describing 

morphogenesis and regeneration of complex patterns. This model contains two sub-models – a global 

model for stem cell communication as in the model in (Bessonov et al., 2015) and a local model for 

tissue growth around a stem cells. In the global model, they alter the position of stem cells and make 

them return to the initial positions, but the assumption in the global model is that stem cells do not 

get damaged and cannot produce new stem cells. They proposed different types of signal to restore 

the exact initial stem cell configuration which is successful in some cases and not in others. The local 

model described the development of a circular tissue from a stem cell. The stem cell continuously 

produces tissue cells, and those that are beyond the radius of the tissue are killed. Thus, a significant 

effort is expended in maintaining the tissue shape.   

An agent-based model is proposed in (Ferreira et al., 2016) to discover a 3D structure of only stem cells 

and self-repair from damage or cell death. Each cell creates, sends and receives messages (or 

information packets) from other cells. The information in the packets is used to recognise the pattern 

of the structure as well as to detect and repair any dead/missing cells.  In a later version, they improved 

the performance of the model by applying noise to the direction and distance travelled by packets 

(Ferreira, Scheutz, et al., 2017c). Another of their improvements is presented in (Ferreira, Scheutz, et 

al., 2017b) with the addition of tissue cells to the structure to reduce the number of stem cells and the 

number of packets. Packets are only produced by the stem cells while the tissue cells only relay such 

packets. However, a large number of packets need to be kept in the stem cells as well as a significant 

amount of communication between cells takes place when they maintain and regenerate the system.  

Another computational approach using interactions between a neural network (nervous system) and 

non-neural (tissue) cells to help an organism grow and recover its initial form from damage is 

presented in (De et al., 2017).  In this model, tissue cells communicate with the neural cells as well as 

each other in the neighbourhood to modulate four physiological variables while neural cells provide 

patterning cues to tissue cells in terms of A/P polarity based on bioelectric signals. This is by far the 

most bio-realistic model with a reasonable regeneration success (55-80%). Limitations of the model 

are that excessive pruning is required during regeneration and difficulty in regenerating the exact final 

form. 

A genetic algorithm model proposed in (Gerlee et al., 2011) evolves and maintains a 3D spherical 

cellular tissue structure. Cells communicate with neighbours based on the concentration of oxygen 

and a generic factor. The algorithm shows that one cell evolves into a network that is similar to cells 

organised in some of the tissues of the body. They perturbed the original shape to elliptical shape to 

verify that the system returns to the original pattern. This is only a growth model where the network 

needs a predefined area to grow into, and it does not include recovery from damage.  
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Regeneration mechanisms are extremely complex.  For this reason, despite the experimental efforts 

to understand the mechanisms of regeneration and recent computational and modelling studies to 

explain or mimic regeneration, essential questions about regeneration processes are still unclear.  

Some of the important questions awaiting answers include: How does the remaining tissue after 

damage sense and detect damage? What triggers stem cells to react to the damage and start 

regenerating? How do stem cells carry out the processes of regeneration? How does the system know 

what exactly is missing and what it needs to build or regenerate next? Where is the pattern memory 

stored?  How does the system know when to stop regenerating? Thus, the biggest knowledge gap 

concerns the dynamics of large-scale pattern homeostasis, which allows an organism to maintain or 

regenerate toward a normal or original geometric pattern.  Additionally, how the recovered organism 

restores bioelectric homeostasis is not known and not modelled; how the intact organism maintains 

bioelectric homeostasis under random physiological perturbations during regular functioning is not 

known either.    

The goal of this research is to produce a conceptual framework for large scale pattern regeneration 

that captures many of the observed processes and versatility of regeneration in planaria and conduct 

computational dynamics simulations on an artificial tissue system to demonstrate the efficacy and 

versatility of the framework. The framework attempts to closely follow the natural regeneration 

processes in planaria by exploring potential mechanisms and algorithms that mimic those used by cells 

and tissues to regenerate the morphology and stop recovery after attaining the correct form.  Further, 

it proposes mechanisms and algorithms for restoring bioelectric homeostasis under normal 

physiological conditions and after recovery from damage.         

2.3 The current state of the art of self-repair in non-biological systems 

Over the last few decades, the number of studies on nature-inspired self-repair has increased 

significantly in other fields. Here, we give an overview of self-repair/self-healing systems in these fields 

in relation to our constraints and requirements described earlier.  Some of these self-repair systems 

include nature-inspired self-repair and self-healing systems in robotics, software and electronics.  It is 

worth noting that there are two aspects to self-repair/regeneration: repair of the form (geometric or 

anatomical structure) and repair of function. In biological regeneration models, the focus has 

exclusively been on the repair of anatomical form. In contrast, the focus of self-repair models in other 

fields has almost exclusively been on the repair of function.  Most have been inspired by biology.  

2.3.1 Self-healing software 

In the software engineering field, software systems may consist of many entities and components such 

as agents and services that can communicate with each other to perform all functions of the systems. 



 20 

There is usually redundancy in a multi-agent system so that one agent can replace another to complete 

a task. These agents can collaborate or compete, depending on the desired goals. A software system 

cannot repair itself by rewriting codes or correcting codes itself when facing faults. Instead, the system 

can recover from failures and damages by restoring the codes from backup places.  

A series of approaches has been introduced to self-repair computer networks for the mutual repair of 

anti-virus software (Ishida, 2005, 2008; Ishida & Tanabe, 2010). These networks consist of nodes where 

each node can be a computer that communicates with others. Individual computers have a unique 

state at a given time where the normal state is a clean computer without viruses, while abnormal state 

describes a viral infection.  Self-repair in this network is detection, deletion of viruses and restoring 

anti-virus software that occurs in two cases: (1) a node repairs itself when it can detect and delete 

viruses; and (2) each node repairs its neighbour nodes with a certain probability when the neighbour 

nodes cannot self-repair themselves. Normal nodes and damaged nodes can repair other nodes with 

different probability of success. Multiple nodes can repair a node, and success is defined in two ways- 

either all repairs are successful (AND-repair), or at least one repair succeeds (OR-repair). Normal 

computers can successfully detect and delete viruses, while abnormal computers infected by viruses 

can repair successfully if the anti-virus program is keeping itself up-to-date and its functions are not 

infected by viruses. The repairs by abnormal nodes could contaminate other nodes because the repair 

process copies the content (anti-virus software) from repairing nodes to repaired nodes. In this system, 

each computer carries the antivirus software. This repair system fulfils some of our requirements like 

communication between nodes and collaboration to sense and repair damage. However, it only 

restores function, and if many nodes are abnormal, the remaining normal nodes may not repair 

successfully. 

Part el al. (Jeongmin, Giljong, & Eunseok, 2005; Park, Youn, & Lee, 2005) proposed multi-agent-based 

self-healing systems that can monitor and restore function (malfunction). The repair systems consist 

of six steps executed through six agents: Monitor agent, Component agent, System agent, Diagnosis 

agent, Decision agent, and Searching agent. Six agents cooperate to detect and repair problems in the 

system. In the case that systems cannot repair using local information within the system, the Searching 

agent can search for the required information on the Internet to assist repair. This system also utilises 

communication between agents that helps them detect malfunction and fix the issue. However, like 

the other systems above, these systems cannot create new agents or entities and only restores system 

function. 

Other self-healing systems can be found in fault-tolerant systems (Nelson, 1990), self-stabilising 

systems (Chernoy, Shalom, & Zaks, 2010), survivable systems (Linger, Mead, & Lipson, 1998), and 

autonomic computing (Kephart & Chess, 2003) where the goal is to maintain their function when the 
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system experiences faults. These systems operate based on the strategies for damage detection, 

identification, and recovery. 

2.3.2 Self-healing electronics 

In electronics, researchers have developed techniques to make electronics more reliable. One way is 

to make the electronics more fault-tolerant. For example, if a part breaks, the system will still work. 

Another is to make the systems self-repairing if something breaks. 

In (Bremner et al., 2013; Samie, Dragffy, Tyrrell, Pipe, & Bremner, 2013), inspired by bacteria, the 

authors in the two studies proposed similar artificial electronic systems that are fault-tolerant VLSI 

systems on silicon integrated circuits consisting of electronic cells for performing logical computations 

(with XOR gates). The systems consist of multilayer structures: cells, clusters, colonies, system, and 

Bus-Routing layers that collaborate to recover the functionality of cells. They implemented a Boolean 

difference approach to perform the computations with a total of 15 cells. Electronic cells are the 

bottom-level elements of the system where each holds genetic information and additional information 

to describe algebraic or logical functionality of cells and repair the system function. Cells with similar 

genetic information are grouped into a cluster to assist self-repair. These systems have four clusters 

and a fixed number of redundant cells attached to the circuit to replace faulty cells. The systems can 

repair soft errors (malfunction) by restoring the information borrowed from other cells and hard errors 

(damaged physical cells) by assigning the function of damaged cells to the spare cells. There is no 

movement of cells as all are fixed to the circuit.  The results show that these systems are fault-tolerant 

and continue operation when facing faults until they run out of spare cells. These systems satisfy some 

of our constraints such as short-range and long-range communication. However, the extent of their 

self-repair of physical damages is very limited and depends on the number of spare cells as they do not 

produce new cells. Second, information is stored in every cell that leads to a high level of redundancy 

as most of this data is never used.  Third, the systems cannot restore the information in cells when a 

cluster of these cells fail.    

Some other fault-tolerant systems have been proposed based on cellular automata models (Jones, 

McWilliam, & Purvis, 2010; Kawanaka, Tsunoyama, & Naito, 1994); when a fault is sensed, the system 

reconfigures to normal state by using redundant elements. Another system inspired by molecular 

biology, the BioWatch (Stauffer, Mange, Tempesti, & Teuscher, 2001), was developed with self-repair 

ability. The BioWatch is a bio-inspired electronic watch that consists of logic circuits, input entities 

(touch-sensitive buttons) and output entities (LED displays), namely reconfigurable computing tissue. 

The BioWatch displays the time as a normal digital watch and can receive input from human through 

touch-sensitive buttons. The tissue consists of a finite number of cells with identical physical structure 

and programme (called genome), a small processor and memory. Individual cells have the compete 
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blueprint of this system (genome) and realise a unique function (gene) depending on their locations. 

These cells communicate with others through outputs/inputs of individual cells. They collaborate to 

display the time. A fault or an error to a cell is created by pushing a button that makes the cell stop 

working and other cells receive wrong input values. The tissue needs to have spare cells in the system 

so that the watch can repair by replacing dead cells. To repair, a spare cell will be assigned the same 

function of the faulty cell before the damage. The watch stops working when the number of faults is 

higher than a predefined number.  

Another study on self-healing based on Field-Programmable Gate Array (FPGA-based) embryonic 

network used spare cells and information redundancy to recover the system if cells were faulty (Szász 

& Chindriş, 2010). Some other self-repair mechanisms used spare elements for recovering, for 

example, the motherboard of IBM POWER6 Microprocessor and Intel Itanium processors (Quach, 

2000; Reick et al., 2007), digital systems based on PrT (predicate/transition) net system (Shen & Shen, 

2002), and an automatic navigation system using Markov models (Kabuka, Harjadi, & Younis, 1990). 

However, the use of redundancy strategies leads to significantly increased costs in resources. 

2.3.3 Self-repair robotics 

In the field of robotics, a few to a few hundred robots (modules) can connect to each other to form a 

large geometric configuration or shape with a specific designed function. A self-repair system allows a 

robot to repair itself (Dai, Hinchey, Madhusoodan, Rash, & Zou, 2006; Timmis, Ismail, Bjerknes, & 

Winfield, 2016) and keep working which is a type of self-reconfiguration (White, Zykov, Bongard, & 

Lipson, 2005). The system usually includes the ability to self-modify and replace new parts to fix the 

damaged ones. Self-repair process usually consists of two steps: failure detection and then replacing 

the deficient module with extra modules which are attached to the system (spare modules) or received 

from outside. 

In (Arbuckle & Requicha, 2010; Murata, Yoshida, Kurokawa, Tomita, & Kokaji, 2001; Rubenstein et al., 

2009), a swarm of robots has been programmed to construct and self-repair a number of simple two-

dimensional pattern structures (triangular, star, key-like shapes).  Robots are identical and 

programmed to remember a set of rules – information pertaining to each pattern.  These robots are 

physically attached to and communicate with a maximum of four neighbour robots to build a structure. 

When a robot is faulty, it detaches from neighbours leaving a gap in the structure.  This gap is then 

filled by a new robot from the outside to restore the pattern. Physical connections between robots 

and their neighbourhood communications resemble biology.  However, every robot carrying all the 

pattern information can create information redundancy in the system, and these robots also cannot 

communicate long-distance with other robots. This system can recover the pattern structure but 

assumes an inexhaustible supply of robots to replace the faulty ones, which can be a burden in terms 
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of cost and space. In biological regeneration, there is no inventory of spare cells and they are generated 

on demand to optimise the mass and energy efficiency of the biological system.   

Inspired by biological stem cells, robots in (Rubenstein et al., 2009) are robotic stem cells that have the 

capacity to self-organise and self-heal a damaged structure. Robotic stem cells are each programmed 

to remember a copy of the whole structure. They reconstruct when the original structure is damaged, 

or there is a difference between the desired and the current shape. When robots suffer damage, the 

remaining robots reconfigure and reorganise the same pattern but on a smaller scale (smaller size) and 

continue to function. It cannot restore the original structure due to the lack of new robots. Similar 

robotic systems are the Swarmanoids (Dorigo et al., 2013; Ducatelle, Caro, & Gambardella, 2010) that 

consists of three basic types of robots: eye-bots, hand-bots and foot-bots. A main feature of this system 

is that a swarm of these heterogeneous smaller mobile robots self-organise into a larger 3D robotic 

structure with eyes, hands and feet to achieve a particular task. Inspired by ants, the system uses local 

and long-distance interactions between robots in this self-organisation.  However, these systems have 

no capacity to self-repair when a robot is faulty. 

2.3.4 Self-repair in mechanical systems, materials, and others 

Self-repairing mechanical systems can self-assemble and self-repair using spare elements. The idea is 

that the system requires component redundancy existing in the system, which can then be used to 

replace faulty components and re-establish the function with existing elements. Self-repair in 

mechanical systems is a basic ability of self-assembly systems; when a module or part of the system 

breaks, it can easily be replaced by another module or part of the system that already exists or can be 

received from the environment (Gross & Dorigo, 2008). Self-repair systems in these other the fields 

(e.g., mechanical systems, materials, etc.) have also received the attention of many researchers. 

However, these systems are less relevant to our requirements and constrains that we have mentioned 

above. 

2.4 An overview summary of biological and non-biological self-repair models 

In biological systems, past models of biological regeneration have covered some of our requirements 

for repair of different forms, including stem cell and tissue cell communications and sharing patterning 

information.  They repair damages to varying degrees of success and most require cells to store a 

significant amount of pattern information and/or carry out a large amount of communication between 

cells for regeneration. None of the previous models regenerates completely and accurately, and none 

can explain how a small tissue fragment can support all of the computations needed to regenerate a 

whole pattern while the tissue itself is being remodelled. These existing computational models have 

various limitations and above all they do not explain most of the important observations from 
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planarian regeneration experiments. There is still a need for conceptual and computational 

frameworks that can shed light on the mechanisms and algorithms by which planaria restore the 

correct morphology (size and shape) despite the severity of the damage. In this research, we closely 

follow the experimentally observed features of planarian regeneration as our system requirements 

and constraints for building conceptual and computational frameworks at tissue and organism levels. 

Thus, regeneration research can benefit from our proposed framework that conceptualises 

regeneration of a whole pattern from diverse damages and even from a small tissue fragment with the 

minimum computational burden. 

In non-biological self-repair systems, the commonality between the approaches is that they require 

spare parts or information, from inside and/or outside the system, to recover the system function 

and/or structure. The spare parts should exist in the system environment as neutral elements, which 

can be used to replace faulty parts by assigning to them the function of the faulty parts. Every part 

stores all the information required for function and repair (Mange, Sipper, Stauffer, & Tempesti, 2000) 

or every part stores specific information for restoring the function (Samie et al., 2013) by which they 

can maintain all necessary information for self-repair. However, most parts never use this information 

for repair. The use of spare parts is also a weakness in self-repair systems that recover the form. With 

limited spare parts, the system cannot repair large damages, or any damage after all spare parts are 

used up, leading to system malfunction or shutdown.  Additionally, too many spare parts make the 

systems bulky and increase the price of products.  Moreover, only a few systems restore the structure, 

but they need to get new entities from outside that is a stark departure from biological systems that 

regenerate everything from within. These self-repair models share some similarities with the few 

existing biological regeneration models, the most prominent being short- and long-range 

communication between entities.  In particular, long-range communication between robots via 

wireless signals can specifically represent long-distance communication between cells via bioelectric 

signals in biological regeneration models. Further, accessing information from an outside field 

(internet) is an efficient way to supplement information stored within a system; our framework uses a 

similar concept, virtual information fields, for enhancing regeneration capability of our framework. Our 

overall framework could be useful in engineering for building self-repairing biobots and artificial 

robots.   

In this research, we used the information presented in this chapter as the platform to ask some 

important fundamental questions of regeneration and propose a comprehensive conceptual and 

computational framework for explaining and simulating the mechanisms and algorithms of 

regeneration capable of mimicking extreme and versatile regeneration ability of planaria by regulating 

the interaction of cells, tissues, and the organisms. The proposed framework has the capacity to self-

detect and self-repair any damage anywhere, thus capturing the most extreme regeneration processes 
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observed in biology. Further, it restores bioelectric homeostasis after recovery as well as under any 

normal physiological fluctuations.  This proposed framework that exceeds the capacity of existing 

regeneration models provides better hypothetical explanations of the regeneration process in 

biological organisms, especially in planaria, as discussed in the rest of this thesis. This framework 

detects damage and regenerates the complete form and function of tissues and organisms using 

simpler and more efficient computations than the other models.    
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Chapter 3 

A Computational Framework for Autonomous Self-Repair Systems 

(A single tissue system) 

Abstract 

This chapter describes a new computational framework for damage detection and regeneration in 

multicellular structures resembling living systems.  The artificial model (in silico) organism consists of 

a stem cell and surrounding tissue of cells that is capable of regenerating after diverse forms of 

damage. We represent the tissue as an Auto-Associative Neural Network (AANN) consisting of a single 

layer of perceptron neurons (cells) with local feedback loops. This allows the system to recognise its 

state and geometry in the form of collective intelligence. Signalling entropy is used as a global 

(emergent) property of the system maintained by the stem cell. The model represents the case where 

the stem cell and the cell collective collaboratively detect damage of any size in any location and 

regenerate the structure. It has two submodels – global sensing and local sensing. In global sensing, 

the stem cell senses the change in the whole system state and detects the general damage region 

based on system entropy change. Then, local sensing is applied to find the exact damage locations 

using neighbourhood communications among perceptrons in the identified damage region of the 

AANN. Results show that the method allows robust and efficient damage detection and accurate 

regeneration from very small (even single cell) to very large damages. This kind of approach to 

regeneration would be helpful in biology for regenerative medicine and in engineering for building self-

repairing robots.  

3.1 Introduction 

Regeneration of tissues and organs happens in many living organisms. The capacity for regeneration 

varies greatly among animals. For example, Hydra and planaria can regenerate the whole animal from 

small tissue fragments (Birnbaum & Alvarado, 2008; Lengfeld et al., 2009; Sánchez Alvarado, 2012) 

while others, including humans, have limited regeneration ability (Baddour, Sousounis, & Tsonis, 2012; 

Sousounis, Baddour, & Tsonis, 2014). Although regeneration studies on the genetic networks and 

molecular mechanisms have increased significantly, the algorithm sufficient for the simulation of 

regeneration of complex shapes is lacking. There is a need for testable models explaining what 

methods maybe used in an organism to bring the morphology (anatomical size and shape) back to the 

correct state and stop when the correct morphology has been reached.   
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Mechanisms of regeneration in biology are complex and not totally understood. The dynamics of large-

scale remodelling of anatomy that allow organisms to maintain and regenerate toward a specific shape 

are still the biggest knowledge gap. Recent evidence suggests that these mechanisms classify into two 

groups: pattern formation (Badugu, Kraemer, Germann, Menshykau, & Iber, 2012; Meinhardt, 2008) 

and tissue memory (Kragl et al., 2009; Kragl et al., 2008). The pattern formation includes cell-cell 

communication and other processes (e.g., cell division) that use the currently available information 

(attained through evolution) while tissue memory means storing the information on the former state 

of the tissue for future use.  Recent studies show that communication mechanisms play a pivotal role 

in planarian regeneration (Lobo et al., 2012). The question of how old and new tissues communicate 

with each other or how old and new cells communicate and work with each other to perform complete 

regeneration is still unclear. After amputation, stem cells migrate to the wound site and divide to 

produce new cells and form a blastema (an unpigmented structure) and then regenerate lost tissues 

until the exact pattern of the original anatomy is recovered (Elliott & Sánchez Alvarado, 2013; 

Montgomery & Coward, 1974). This requires stem cells to know what is missing, where the damage is, 

what structures to regenerate and to stop when regeneration is complete. This seems to be achieved 

through communication between stem cells and other tissue cells (aka somatic cells, differentiated 

cells) through ion fluxes during the regeneration process (Oviedo & Levin, 2007). Ion fluxes allow 

communication between cells by exchanging ions between intracellular and extracellular 

environments that affect the activity of both neighbour cells and distant cells in the body (Barghouth 

et al., 2015). Moreover, gap junctions (GJs) between somatic cells also play a vital role in cell 

communication within a tissue.  GJs are direct physical channels which allow tissue cells to transfer 

ions and small molecules directly into adjacent cells. However, the exact nature of these signalling 

mechanisms that collaborate to maintain and regenerate the correct anatomical state of the organism 

are still unclear. Here, we present a conceptual framework and a computational model based on the 

assumption that regeneration uses both pattern formation (to recognise damage and repair the tissue) 

and tissue memory (to keep original pattern information). We develop an artificial computational self-

repair system that mimics some basic processes in biological self-repair systems in order to improve 

the capacity to recover the exact original form such as the one shown in Figure 3.1A&C from any 

damage to parts of it. 

3.2 Objectives 

In this chapter, we propose a concept for an autonomous self-repair system that has the improved 

capacity to sense, detect and regenerate a tissue of cells under any damage condition induced by an 

injury that in a simple way resembles some related regeneration processes in biological systems. When 

the damage of any size happens in any location in the tissue system, it needs to efficiently sense the 

change, detect the location and extent (size and shape) of damage and regenerate missing cells to 
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bring the system to its exact original state. The model is applied to an artificial circular tissue consisting 

of a regenerative stem cell surrounded by (non-regenerative) tissue (differentiated or somatic) cells 

Figure 3.1A&C. The main objective is to make the stem cell and cell collective collaborate robustly to 

maintain the normal state of the system under any damage condition. We conceptualise efficient 

communication mechanisms that facilitate optimum collective decision making (collective intelligence) 

with the minimum informational and computational burden on the system to achieve complete 

regeneration and stop when the exact pattern has been reached.   

3.3 Summary of the tissue repair system framework 

This chapter presents an efficient computational framework for damage detection and regeneration 

in an artificial (in silico) circular tissue resembling a living tissue. The circular tissue consists of a stem 

cell and surrounding tissue cells with two types of communication - local direct interaction between 

tissue cells and long-range communication between stem cell and tissue cells. The tissue is considered 

as an Auto-Associative Neural Network (AANN) represented by a single layer of perceptron neurons 

(tissue cells) with locally recurrent (bidirectional or feedback) interactions. A global system state is 

represented by signalling entropy that is kept by the stem cell. The system contains two submodels – 

Global Sensing (GS) and Local Sensing (LS). In GS, the stem cell uses system entropy to sense the change 

in the whole system state and detect the general damage regions. In LS, the threshold neurons in the 

AANN identify the exact damage locations in the damaged regions identified by the GS. Then, the stem 

cell moves to the damaged locations and regenerates missing cells. 

3.4 Methodology 

In this section, we propose the conceptual framework for Autonomous Self-Repair Systems that are 

capable of regenerating parts or the whole system after diverse forms of damage. This resembles the 

ability of a living organism to adjust its internal environment to maintain a defined stable equilibrium 

(anatomical homeostasis). Broadly speaking, homeostatic systems are control systems that can bring 

a system back to stable equilibrium after a change, including detecting and repairing damage, to 

sustain its form and function. Accordingly, we propose a control system for an artificial organism 

similar to a biological tissue that can sense and detect damages and take actions to rectify them in a 

self-stabilising manner. This framework addresses the first objective of this thesis and aims to develop 

a comprehensive self-repair system for a functioning tissue.   

We assume that an artificial (in silico) circular tissue pattern consists of a stem cell surrounded by more 

than 2000 differentiated cells in a 2-dimensional plane D as in Figure 3.1A&C. A cell in a plane is 

identified by a distance, radius, from a reference cell (stem cell) and an angle  from a polar axis (r,)  

(Figure 3.1A). The stem cell can renew itself through a process known as asymmetric cell division where 
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it produces a differentiated tissue cell while keeping a copy of itself. These differentiated cells surround 

the stem cell in our circular tissue pattern. The tissue structure is described by a network of cells 

embedded in a medium similar to Extra Cellular Matrix (ECM) in a living tissue where it plays a vital 

role in nutrient, information and energy transfer into cells. ECM is the space between cells and consists 

of a network of functional and structural proteins aggregated in a uniquely tissue-specific manner. 

 

Figure 3.1. Circular tissue pattern. A) A stem cell at the centre surrounded by differentiated cells with 

the location identified by polar coordinates (r,) B) Tissue pattern divided into n segments (e.g., 
n=24) and C) A close-up look at the tissue structure 

There are two types of communication in the tissue -- local direct communications between neighbour 

cells and global diffusion of information through the ECM -- the form of communication between a 

stem cell and differentiated cells. This diffusion means that longer the distance the information travels, 

the greater the uncertainty of its content, so we use the concept of entropy to encode this information 

(Section 3.4.1). Direct neighbourhood communication is facilitated by representing the tissue as an 

Auto-Associate Neural Network (AANN) consisting of a single layer of perceptrons (threshold neurons) 

that represent cells that are connected with local feedback loops (Figure 3.3a). AANN are networks 

where neurons influence themselves through feedback loops that typically give rise to emergent 

systemic properties.  Thus the tissue is represented as a locally recurrent dynamical system that 

collectively maintains tissue states. This also minimises the informational and computational burden 

on the tissue.  Further, in living tissues, cells dynamically exchange matter, energy and information 

with inherent stochasticity.  Our model considers stochasticity in cell position due to cell movement 

and is approximated by white noise 𝜖(𝜇, 𝜎) that adjusts cell position as (radius, ) 𝜖(𝜇, 𝜎). The 𝜖(𝜇, 𝜎) 

is assumed to be a Gaussian noise distribution with 0 mean (𝜇) and standard deviation (𝜎) with a value 

determined heuristically (e.g., 𝜇 =0 and 𝜎 =0.03) as explained later.  Our framework is designed to 

regenerate this system after damage. 
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Figure 3.2. The framework of the Self-repair system: (A) Schematic diagram showing  the 
components of the framework, and (B) Functional aspects of the framework 

Figure 3.2 presents the framework of the autonomous self-repair system. With the AANN 

representation with learning capabilities, our organism (normal system in Figure 3.2A) retains the 

memory of its state and geometry. Additionally, with entropy, we introduce the possibility of 

maintaining a global (emergent) system property as an indicator of the normal state of the whole 

system, similar in concept to maintaining a constant body temperature by an organism as an indicator 

of general whole-system health. In real biological systems, maintaining a relevant emergent property 

could constitute a higher-level goal of the system.  

Our repair system consists of two submodels - Global Sensing and Local Sensing. In global sensing, the 

stem cell can sense globally when the system changes from its original state.  We use entropy and 

change in entropy to represent changing states. In a real biological system, damage can spill 

electrolytes and signalling molecules into the ECM that can be sensed by the stem cell.  An analogous 

action in our model triggers the stem cell to sense a change that initiates an autonomous damage 

identification and recovery process where it first starts looking for the general region of damage from 

global entropy change; and then, it triggers the second type of communication - local neighbourhood 

communication - in the identified region to find the exact location, size and shape of the damage. Here, 

threshold neurons in the AANN communicate via local feedback loops to sense any missing neighbours. 

Neurons with missing neighbours make up the damage boundary. Finally, the stem cell migrates to the 

damaged location through ECM to regenerate missing cells by asymmetric cell division until complete 

and correct recovery of the original tissue pattern. 

3.4.1 Normal (undamaged) System 

The tissue system remembers its initial state and system boundary through local communications 

within the AANN where perceptrons repeatedly send and receive signals from neighbours and 

generate outputs until the whole system reaches equilibrium. This creates a state matrix that defines 

the memory of its normal or homeostasis state and tissue geometry. This information is distributed 

within the AANN in the form of collective intelligence enabling the tissue to know/recognise itself. In 
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this preliminary model, only the presence or absence of a cell is communicated. (But in the final 

framework under objective 3, bioelectric communication will be added to the model to increase 

biorealism and incorporate bioelectric homeostasis that would reveal a number of possible dynamical 

equilibrium states including fixed point or limit cycle attractors and other emergent properties). Figure 

3.3 shows an example of perceptron within AANN and its processing. Algorithm 1 (in the next section 

3.4.2) captures this processing in the whole system. We assume that each interior cell has four 

neighbours that communicate with it as in Figure 3.3A, and the cell thus receives four inputs from its 

neighbours. The perceptron computes the output from the received inputs and connection weights 

(Figure 3.3 b). Figure 3.3c presents a sample dataset showing that a perception responds with 1 only if 

all neighbours are present and 0 otherwise. A boundary cell has only 3 neighbours, and the 

corresponding perceptrons respond with 1 only if all three neighbours are present and 0 otherwise. 

This way, tissue border is identified. 

 

Figure 3.3. Single-layer perceptron in AANN - A) Two-way communication of a perceptron with its 
neighbours, B) Computation in a Perceptron C) Sample data showing perceptron response to inputs 
from neighbours and D) Output of a damaged segment of AANN 

A state of 1 is assigned to the cells in the original tissue and weights are also assigned 1.0 (fixed weights 

used in this model to test the overall model concept; learning will be introduced in the final framework 

under objective 3). A perceptron sums all the weighted inputs, and if the sum is equal to a threshold 

(e.g., threshold = 4 for interior cells), the neuron produces an output = 1 (Eq. 3.1). It means that all its 

neighbours are present. This allows the system to know its intact state and geometry. In contrast, if 

the sum is less than the threshold, the output is zero indicating the absence of the full set of 

neighbours, i.e., damage, which is used in the local sensing model. 

Interior cells: 𝑢 = ∑ 𝐶𝑖 ∗ 𝑤𝑖 

4

𝑖=1

;       𝑦 = {
1                  𝑖𝑓 𝑢 = 4
0             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 (3.1) 

Border cells:  𝑢 = ∑ 𝐶𝑖 ∗ 𝑤𝑖

3

𝑖=1

;            𝑦 = {
1                  𝑖𝑓 𝑢 = 3
0             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        



 32 

Further, cells in the tissue communicate with the stem cell through information diffusion through the 

ECM that allows it to sense their location. From these data, original system entropy is calculated (Eq. 

3.2). This forms a global measure of the state of the system that it tries to maintain. In our model, we 

divide the tissue into n equal segments, as depicted in Figure 3.1B. The stem cell scans the segments 

as it sweeps across the whole system and stores the entropy for each segment as the normal entropy 

in the homeostatic state. We briefly introduce entropy and our formulation here. 

The concept of information theory (entropy) was introduced by Claude Shannon et al. in 1948. The 

entropy of a system is a measure of uncertainty or the degree of randomness of the system. In systems 

biology, it has been used to identify signalling pathways, understand drug sensitivity profiles, and 

determine normal and cancer stem-cell phenotypes (Teschendorff & Enver, 2017; Teschendorff, 

Sollich, & Kuehn, 2014). In the context of a network of cells, signalling entropy is a measure of overall 

uncertainty in a desired state, such as strength of signal communication in the tissue. For example, the 

greater the entropy, the greater the uncertainty of communication between the stem cell and other 

cells; meaning that the longer the distance of information diffusion, the greater the entropy. In this 

sense, we assume distance to be a random variable.   

Assume that a stem cell 𝑆𝐶 has k number of differentiated cells with coordinates 

(𝑟1, 𝜃1), (𝑟2, 𝜃2), … , (𝑟𝑘 , 𝜃𝑘). (As mentioned previously, we added a small white noise to represent small 

cell movements around their position using a heuristic measure discussed later in this chapter).  Let dj 

be the distance between the stem cell SC and differentiated cell DCj. We first define a stochastic 

(probability) matrix 𝑃 with components p𝑗 and signalling entropy 𝐸 of the system defined as: 

𝑝𝑗 =
𝑑𝑗

∑ 𝑑𝑗
𝑘
𝑗=1

;  𝐸 = −𝛾 ∑ 𝑝𝑗 log 𝑝𝑗

𝑘

𝑗=1

;  𝛾 =
1

log 𝑘
(3.2) 

where ∑ 𝑑𝑗
𝑘
𝑗=1  denotes the total distance from the stem cell SC to all 𝑘 differentiated cells and 𝛾 is a 

positive constant. The stem cell estimates the entropy of the segments and stores this entropy vector 

as the original entropy.  

3.4.2 Global Sensing – damage region identification 

The idea of this submodel is that the stem cell can sense a change in the system due to damage 

anywhere within it and scans the system for entropy change in order to find the general area of 

damage. It scans the system by segments, and the difference between the current and original entropy 

informs the segment(s) that have received damage. A pseudo-code of the damaged segment detection 

is presented in Algorithm 2. First, it uses the original computed entropy for the normal state as input 

to the algorithm. Next, the entropy of each segment is calculated after sensing damage and compared 
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with the normal entropy. A damaged segment D is identified if there is a difference between the old 

and new entropy values. 

 
Algorithm 1. Normal System Recognition 

Data : A set of cells C  
Result : A state matrix S  

1  SØ;  
2  For each cell ci  C do  

3   S S  SLP(ci); // SLP(ci) is a single layer perceptron 

4  End  
5  Return S;  

 

Algorithm 2. Detecting damaged segments 

Data : Normal entropy values E and segments S  
Result : A set of damaged segments D  

1  DØ;  
2  For each segments si  S do  

3   If Entropy(si)  Ei then  

4   DD  si  

5   End   
6  End  
7  Return D;  

 

Algorithm 3. Detecting specific damage locations 

Data : A set of damaged segments D  
Result : A set of locations L  

1  LØ;  
2  For each cell ci  D do  

3   If SLP(isInside(ci))  4 or SLP(isOutside(ci))  3 then  

4   LL  ci # isInside() returns True if a cell is in interior. 

5   End  # isOutside() returns True if a cell is in border. 
6  End  
7  Return L;  

 

Algorithm 4. Regeneration of missing cells 

Data : A set of locations L (output=0)  
1  While L  0 do  

2   rmin mindist(sc, L); # find a minimum distance from the stem cell to L 
3   While rsc < rmin do  
4   rsc += 0.5 # the stem cell moves to the damaged location 
5   End  
6   For each cell ci  P do  

7   Addneighbours(ci) # adds missing neighbours of ci 
8   L  L - ci # Removes ci from L 
9   End   
10  End  

3.4.3 Local Sensing – exact damage location identification 

The main point of local sensing is for the stem cell to initiate a local search for the exact location of 

damage in the already identified general area of damage to be able to regenerate missing cells. This is 

to minimise extensive local search over the whole tissue and reduce the information and 
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computational burden on the system. Specifically, knowledge of the damaged segment(s) allows it to 

inform the cells in these segment(s) (corresponding part of the AANN) to process information through 

local feedback connections to assess any missing neighbours. As illustrated before, in our example, 

each interior cell has four neighbours that can communicate with it (Figure 3.3a), and the perceptron 

responds with 1 only if all neighbours are present and 0 otherwise (Figure 3.3c). The output of 1 means 

that all its neighbours are present. In contrast, if the sum is less than the threshold, the output is zero 

indicating the absence of the full set of neighbours due to damage. After damage, interior neurons 

surrounding damage have a maximum of 3 inputs. At the border of the original tissue, perceptrons 

have 3 inputs. After damage, border neurons near damage have a maximum of 2 inputs. From this, the 

system can identify the border of damage in the tissue interior or at the boundary that can be used to 

recognise when to stop growing. 

Algorithm 3 shows how to detect specific locations of damage. The output of each cell (perceptron) 

indicates the state of its neighbours. Figure 3.3d illustrates an example of AANN outcome for each cell 

in a damaged segment of the single layer of perceptrons. For example, there are eight dead cells in the 

middle (red colour) that are surrounded by a set of cells with output=0 (Blue colour). The zero values 

of the output indicate that at least one of their neighbours is dead whereas a cell with its four 

neighbours intact has an output equal to 1. 

3.4.4 Regeneration 

The single-layer perceptron outputs help the system identify the boundary of the damage. In order to 

regenerate, the stem cell migrates to the damage location and fills out the damaged area by 

asymmetric cell division. Algorithm 4 above shows how the stem cell moves along the shortest path to 

the damage location and then regenerates missing neighbours of each cell in the damaged area. In the 

case of damage extending to the original border, it adds new cells until they align with the existing 

border neurons. When a new cell is added next to a border cell, the new cell becomes the marker for 

the next border cell. Regeneration continues until the whole set of border cells is added and comes to 

completion with the renewal of the correct original form. 

3.5 Results and Discussion 

To determine the level of noise in the cell position the system can handle, we first perturbed the system 

(original location of all cells) by   ( 2%, 5% and 10%) and calculated entropy. Table 3.1 shows mean 

and standard deviation of change in entropy due to applied noise. The objective of perturbation was 

to invest our system with some characteristic noise as in a living tissue. Figure 3.4 shows how the 

average entropy of the 24 segments responds to the three levels of perturbation. The 0% indicates the 

static position of cells. Our intention was to make the system stochastic but still sensitive to changes 
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in entropy due to single missing cells. We observe only a relatively small increase in the absolute 

change in entropy for 2% and 5% perturbations but 10% introduces a significant change. Also, 

10% perturbation introduces disorder into the system producing random cell clusters. Further 

experimentation with entropy calculation with various cell deletions revealed that 5%  perturbation 

introduces enough noise into the system but still keeps it sensitive to single-cell deletions; therefore, 

5% perturbation was selected to represent stochasticity in the tissue. The corresponding noise 

distribution (0, 0.03) had 0 mean and 0.03 standard deviation (Table 3.1).    

Table 3.1. Mean and Standard Deviation of entropy change due to noise (perturbation) 

Perturbation level 

(%) 
Mean Standard Deviation 

2 0 0.013 

5 0 0.03 

10 0 0.06 

 

 

Figure 3.4. System entropy computed over the 24 segments for perturbations of   [0, 2, 5 and 10]% 

of the original cell positions.  10% causes large variations in entropy.   

 

To find the general damage region based on the proposed entropy change, we started with 5% 

perturbed cell system and calculated its entropy over all 24 segments as shown in Figure 3.5 (bottom 

graph - 0 cell deletions). Figure 3.5 (bottom part) presents six cases of randomly introduced damage 

all over the tissue with increasing damage intensity by randomly deleting one/five/ten cell(s) in each 

segment or deleting a large area (100 cells) near the stem cell or far from it. After sensing damage, the 

system recalculates entropy for the whole system, and the graphs in Figure 3.5A show the degree of 

entropy change in relation to the intensity of the damage. As can be seen, entropy undergoes change 

due to even single-cell deletions and the larger the number of cell deletions, the larger the change in 

entropy. The stem cell accurately determined damaged segments from these changes in entropy. 
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Figure 3.5. Entropy change with damage intensity. (A) System entropy over the 24 segments of tissue 
for: no damage, and random deletions of 1, 5 and 10 cells in each segment, and 100 cells far from 
the stem cell (SC) or near the stem cell.  (B) Tissues showing the six damage cases (labelled from a to 
f) indicated in (A). 

 

To identify the exact damage location after identifying the damaged segment(s), local sensing 

activated the perceptrons in the portion of the AANN corresponding to the affected segments using 

Algorithm 3 and found the exact location, size and the boundary of the damage. All damages and 

boundaries were identified correctly. Then using Algorithm 4, stem cell moved to the nearest location 

of the damage and moved forward filling missing cells. In the case where the damage extended to the 

boundary as in Figure 3.5B(e), regeneration continued until reaching a boundary cell at which point 

regeneration continued along the boundary line and stopped when the last missing cell on the 

boundary was filled as shown in Figure 3.6. 

 

Figure 3.6. Progression of damage repair until complete and correct pattern regeneration (from left 

to right for damage in Figure 3.5B(e)) showing migration of stem cell to the damage location and 

continuing repair guided by cells on the border of the damage 
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For discussion on the model performance, we compare our method with the relevant previous 

methods. In Tosenberger et al. (Tosenberger et al., 2015) model, stem cells continually divide and send 

live signals to the surrounding differentiated cells that die if the received signal is less than a threshold. 

However, this is not only biologically unrealistic but also computationally inefficient due to the need 

to keep dividing and killing unnecessary cells. In our model, the stem cell is activated only when 

damage happens and then detects damaged segments (global sensing) with one off calculation and 

determines specific location of damage (local sensing) focusing only on the region of damage and 

regenerate missing cells guided by the damage border avoiding overgrowth making the system more 

robust and efficient computationally. 

In Bessonov et al. (Bessonov et al., 2015) tissue regeneration model, all cells send signals to each other, 

which is not computationally efficient and effective due to a great number of communications 

between cells. In our model, only the stem cell communicates with all other cells in a limited fashion 

while differentiated cells only communicate with their (3 or 4) neighbours. Ferreira et al. (Ferreira et 

al., 2016; Ferreira, Scheutz, & Levin, 2017a; Ferreira, Scheutz, et al., 2017b) models developed to 

discover the structure and recover dead cells use information packets that travel extensively through 

the structure. Also, it produces a great number of packets that need to be kept for the purpose of 

regeneration. Our model not only depends on much less communication between cells but also keep 

minimal information - just the global entropy (of 24 segments) and state of neurons in the original 

system. In De et al. model (De et al., 2017), interacting neural skeleton and non-neural cells coordinate 

tissue growth using biologically realistic variables and concepts. However, this model does not 

recognise damage and generates and kills many cells before reaching a partially recovered form. In 

contrast, our model detects damage and recovers the complete form using simpler and efficient 

computations.  However, our model is at a preliminary stage, used simple geometry and relied only on 

the positional information.  Therefore, it can benefit from functional variables as used in (De et al., 

2017) to extend its biorealism while retaining its attractive features. 

3.6 Conclusions 

In this chapter, we describe a new model for damage detection and regeneration in multicellular tissue 

structures based on concepts and assumptions inspired by the biology of living tissues. It appears to 

be very robust with greater computational efficiency than previous models as it has much less 

information processing and correctly regenerates the complete form that none of the previous models 

has been able to do. This is achieved by enabling a cellular system to -  recognise itself (its state and 

geometry) resembling a form of collective intelligence, maintain a global emergent system property 

(entropy) as an indicator of normal system state (global sensing) and use it to identify general damage 

regions, activate local sensing to identify damage location, and finally facilitate stem cell migration to 
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repair the damage. Thus the model indicates the possibility for a biological system to autonomously 

sense, detect and repair damages correctly.  

The approach allows regeneration of large area damages - for the circular tissue the minimum 

requirement for repair is that only one single line of cells reaching the border from the stem cell must 

remain. This encapsulates a huge array of large and small damages anywhere in the tissue.  The model 

can also apply to other shapes such as oval, square, rectangular and triangular shapes. It alludes that 

noise beyond 5% may reduce the capacity to sense individual or small damages. In the next stage 

addressing objective 2, the model will be extended by investing the stem cell with greater functionality 

for improving cognition capabilities to enhance collective intelligence and decision making in terms of 

information processing, learning, memory and reasoning.  Further, the circular tissue repair model 

concept will be extended to different tissue shapes (triangular and rectangular), while enhancing its 

current strengths. Finally, a new conceptual framework will be developed for the regeneration of a 

whole system or organism consisting of multiple tissues. The aim will be to transform and extend the 

single tissue model into self-recognising, self-organising and self-stabilising multiple cell communities 

that are intelligent decision-making systems with an increasingly greater resemblance to living cell 

systems. 
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Chapter 4 

A comprehensive conceptual and computational dynamics 

framework for Autonomous Biological Regeneration Systems – 

Whole organism with multiple tissues 

Abstract 

This chapter offers a novel generic conceptual framework that hypothesises mechanisms and 

algorithms of biological regeneration to mimic observed regeneration phenomena.  It extends the 

single tissue regeneration system presented in the previous chapter to a regeneration framework for 

a multiple tissue system representing a simple virtual organism like the planarian.  Specifically, it 

addresses how cell collectives in an organism may internally represent and regenerate an in silico 

target anatomical pattern similar to living animals.  In biological regeneration, specialised cells called 

stem cells reach the damage location in a tissue and produce new tissue cells until the full recovery of 

the original form. Planarian flatworm has been a popular model organism to explore these 

regeneration processes in vivo and in silico due to their body-wide immortality - ability to recover the 

original form from even tiny body fragments. Past computational models proposed to capture some 

aspects of planarian regeneration in silico have achieved limited recovery on simple tissues involving a 

large amount of computation.  

This chapter proposes a hypothetical conceptual and computational dynamics framework for the top-

down representation of the mechanisms and information structures by which cellular networks may 

internally represent and regenerate a target morphology similar to living animals such as planarian 

flatworms. The framework consists of a two-level neural feedback control system with the minimum 

computational burden and algorithmic complexity that uniquely achieves complete and accurate 

regeneration from any damage, much like the body-wide immortality of planaria. The framework that 

models body-wide immortality of planarian regeneration integrates two levels. Level-1 consists of 

three 2D-tissues (head, body and tail), each consisting of a stem cell and a large number of tissue 

(differentiated) cells. Here, differentiated cells identify their tissue pattern through local 

communication via gap junctions. The stem cells communicate with differentiated cells to- (i) maintain 

individual tissue integrity, (ii) extract essential tissue pattern information and store it in a newly 

introduced abstract information field, and (iii) identify and restore damaged tissues. In Level-2, a stem 

cell network implements a collective information field that shares tissue-level pattern information, 

enabling recovery from any stem cell or large-scale damage collaborating with Level-1.  
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Both levels (tissue cells and stem cells) represent networks that perform simple neural computations 

and form a neural feedback control system. We report results from computer simulations of the 

framework to demonstrate its robustness in recovering the organism after any injury. This 

comprehensive hypothetical framework that significantly extends the existing biological regeneration 

models offers a new way to conceptualise the information-processing aspects of regeneration, which 

may also help design living and non-living self-repairing agents. 

4.1  Introduction 

Regeneration of complex biological structures (Birnbaum & Alvarado, 2008) is a remarkable example 

of the broader phenomenon known as anatomical homeostasis: the ability of cells in an organism to 

cooperate toward building a specific anatomical shape, which can be reached from a wide variety of 

starting or damage conditions and which stops when that target morphology (size and shape) has been 

achieved (Harris, 2018).  The question of how cells in an organism know what shapes to build and when 

to stop can be framed as a problem in collective decision-making, challenging the community to 

develop conceptual models of how information is processed by cellular networks to reliably achieve 

anatomical setpoints. Conceptual models are important because very little is understood about the 

computational aspects sufficient for anatomical homeostasis (Pezzulo & Levin, 2015, 2016)  due to the 

challenging complexity of the regeneration processes.   

Our goal is to propose a novel generic conceptual framework with mechanisms and algorithms of 

regeneration for modelling some functional aspects of regeneration in silico, which can be used to 

motivate hypotheses for advancing the understanding of biological regeneration. Specifically, our 

framework aims to mimic some essential aspects of complete pattern regeneration observed in the 

past in vivo studies on planarian flatworm, a small organism with extreme regeneration abilities 

(Cebrià, Adell, & Saló, 2018; Durant, Lobo, Hammelman, & Levin, 2016; Gentile, Cebria, & Bartscherer, 

2011; Lobo et al., 2012). As fundamental regeneration processes are generally similar among 

organisms, these generic model concepts can apply more widely to all organisms, including humans. 

Our framework significantly extends the mechanisms and capacity of regeneration of past in silico 

models of planarian regeneration that have achieved limited regeneration success on simple tissues 

requiring a large amount of computation (De et al., 2017; Ferreira et al., 2016; Ferreira et al., 2018).  In 

contrast to these previous works, our framework achieves complete and accurate regeneration of an 

in silico worm-like organism consisting of multiple-tissues, much like the body-wide immortality of 

planaria, with a minimum computational burden. The problem of how information is processed in 

regeneration, and therefore conceptual models of regeneration, are also of high importance for 

regenerative medicine and as a design strategy for synthetic biology.  Further, they are important for 

the efforts to use insights from biology to engineer self-repairing robots and synthetic living machines 
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(Doursat, 2013; Doursat & Sanchez, 2014; Doursat, Sayama, & Michel, 2012, 2013; Fernandez, Lobo, 

Martin, Doursat, & Vico, 2012; Kamm et al., 2018).  

The extreme regeneration capabilities of planaria raise a number of questions, which remain to 

addressed.  How do (even small) pieces of the body know the whole pattern? Is the process fully 

emergent, or is some amount of global target morphology or pattern information stored somewhere 

as a setpoint for pattern homeostasis and error reduction over time? Where could such information 

be stored, how is it retrieved, and what mechanisms are used to implement it during regeneration? 

What is the minimum size of the body fragment sufficient for complete regeneration? One benefit of 

algorithmic models and simulations is that they force one to be explicit in proposing hypotheses on 

these large-scale issues.  

 This research offers hypothetical answers to some of these questions in order to make 

improvements towards efficient regeneration systems that completely and correctly regenerate their 

form that in a broad sense, resemble biological systems. The novel contribution of our proposed 

framework is that it conceptualises the mechanisms and algorithms to simulate planarian regeneration 

(in silico) in some important functional aspects observed in-vivo: regeneration of the whole pattern 

from even a tiny fragment, concurrent regeneration of body parts (head, tail etc.) along with 

identification of A/P polarity, and complete and accurate regeneration that stops upon reaching the 

required form. In particular, our framework captures the observed processes of regeneration and 

proposes efficient information distribution, storage and access mechanisms for collective decision 

making by a community of cells with the minimum computational burden.    

In our previous chapter, we developed an in silico circular tissue regeneration model (chapter 3). We 

aim to extend this model, with further enhancements, into a conceptual regeneration framework for 

an in silico whole organism that recovers from any damage anywhere in the system. In the circular 

tissue model, tissue cells were represented by a 2-dimensional perceptron neural network.  The stem 

cell and tissue cells collaborate to identify and recover from damages with two simple communication 

processes:  The tissue cells communicate with their local neighbourhood to establish neighbourhood 

rules that define the tissue pattern while the stem cell communicates with tissue cells to maintain the 

pattern and restore damaged tissues in collaboration with them.  A novelty of the whole organism 

regeneration framework proposed in this chapter is that we extend this circular tissue model to other 

shapes- triangular and rectangular.  Further, the circular model recovered from all but total perimeter 

damages. In the new framework, we make another contribution by enhancing the capability of the 

stem cell to extract the tissue plan (essential pattern information) from its communication with tissue 

cells and retain it in its memory in a newly introduced information field to overcome this limitation 

and extend the recovery to any damage anywhere.  Another contribution of the framework is forming 
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an organism by combining individual tissue models and conceptualising a stem cell network for the 

whole organism for regenerating missing stem cells and large-scale recovery.  Finally, a significant 

contribution of the work is that the whole framework is embedded in a simple neural computing 

paradigm that greatly reduces the algorithmic complexity compared to previous models.   

When damage happens, our new framework efficiently senses the nature of the damage, whether a 

tissue or stem cell damage, detects the damage location and regenerates the missing individual cells, 

stem cells, tissue parts or whole tissues to bring the system to its exact original state. The regeneration 

framework dynamically maintains pattern homeostasis regardless of the extent of the damage, akin to 

the body-wide immortality of the planarian. The framework consists of two levels: (1) Tissue level 

consisting of two-dimensional tissues (head, body and tail), each consisting of a stem cell and a large 

number of tissue cells. The tissue cells identify their tissue pattern through local communication while 

the stem cell communicates with tissue cells to- (i) maintain individual tissue integrity, (ii) extract 

essential tissue pattern information, and (iii) identify and restore a damaged tissue as long as the stem 

cell is intact; (2) Organism level where the three stem cells form a network, represented by a linear 

neural network,  that enables recovery from any stem cell or large scale (multiple tissues) damage in 

collaboration with the tissue level. We present the development of the framework and demonstrate 

its operation through simulation experiments to show that our simple in silico organism maintains 

body-wide anatomical homeostasis under any damage.   

Our framework is essentially a conceptual tool, encompassing (limited) available knowledge of 

regeneration and some proposed new concepts, for motivating hypotheses for advancing the 

understanding of regeneration.  The in silico implementation on a simple worm-like structure shows 

that it mimics some important observations of planarian regeneration, including body-wide 

immortality.  Due to the challenges in understanding the essential processes of regeneration, the 

current biological regeneration models remain at a conceptual level, as does our framework. Scientists 

can design experiments to explore these concepts.  As more knowledge is thus gained in future, there 

will be a greater possibility to validate our framework.  Concepts proposed could more readily motivate 

self-repair in artificial systems.   

4.2 Objectives 

In this chapter, we extend our previous tissue self-repair model (see chapter 3) to other tissue shapes 

and organise them into a conceptual regeneration system for a whole organism where stem cells 

detect tissue as well as stem cell damage and regenerate new stem cells and tissues to recover the 

whole organism after damage. When damage happens anywhere in the organism, it efficiently senses 

the nature of the damage, whether a tissue or stem cell damage, detects the location and regenerates 

the missing stem cells, whole tissues, or tissue parts to bring the system to its exact original state.  
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4.3 Regeneration as a biological computing process 

In the previous chapter, we presented an autonomous tissue self-repair system for damage detection 

and regeneration inspired by biological regeneration. The model considers a circular tissue consisting 

of a stem cell surrounded by thousands of differentiated cells. The tissue is considered as a system that 

is aware of its own pattern integrity (self-aware) and reacts to damages to efficiently restore it. To 

achieve this, the tissue is represented as a self-aware neural network system. Specifically, it is a bi-

directional graph in the form of an Auto-Associative Neural Network (AANN) consisting of neurons 

(differentiated cells) that communicate with their immediate neighbours. Further, the stem cell 

communicates with the neurons to maintain tissue integrity and direct the repair process after damage 

and the AANN assists the stem cell to restore the pattern. The system fully recovers from a wide variety 

of damages as long as at least one string of cells from the stem cell to the border remains to provide 

pattern information during regeneration. Although this covers a broad spectrum of damages that the 

system can handle, having to retain pattern information in the tissue, that is not possible for extreme 

damages where the whole outer region of the tissue goes missing, is still a limitation of this model. 

Also, it has only been applied to a simple tissue of circular shape. 

Many important advantages of our system described above over the existing methods provide the 

scope for improving it to address its limitations and extending it to other tissue patterns and multiple 

tissue systems to represent regeneration in simple organisms.  This is the aim of the current chapter. 

This brings out some additional fundamental questions about the mechanism of planarian 

regeneration and provides the opportunity to offer hypothetical solutions. For example, there are two 

basic mechanisms of regeneration in planaria: when a local tissue is damaged, stem cells sense and 

migrate to the damaged area to correctly repair the damage (our previous model has covered this). 

When any part with stem cells is cut off, the remaining stem cells sense the damage, move to the 

blastema, produce new stem cells and regenerate the missing tissues concurrently; we aim to 

incorporate this into our model. The additional questions related to these two mechanisms are: how 

does a system know the pattern of its various tissues (head, body, tail etc.)?; how are various tissue 

systems in an organism maintained and coordinated concurrently in regeneration? How do stem cells 

communicate with each other? How do stem cells and tissue cells in a multiple tissue system 

collectively implement regeneration?  Specifically, what communications and computational 

algorithms could be involved during regeneration?  These questions allow great scope for models that 

are not only biologically realistic but also computationally efficient. This research attempts to offer 

hypotheses to answer these questions in order to propose, for the first time, a conceptual framework 

for efficient whole regeneration systems that completely and correctly regenerate their form that in a 

broad sense resembles biological systems. 
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4.4 A new conceptual and computational dynamics framework for whole 
system regeneration  

In this section, we introduce the overall generic conceptual framework with mechanisms and 

algorithms of regeneration that mimics the body-wide immortality of planarian on an in silico worm-

like organism consisting of multiple tissues.  The questions raised in the previous paragraph in relation 

to whole system regeneration penetrate into the fundamental issue of regeneration well-articulated 

by Neuhof et al. (Neuhof, Levin, & Rechavi, 2016): although stem cells are thought to drive 

regeneration in collaboration with differentiated (tissue) cells, it is unclear precisely which aspects of 

patterning information are intrinsic to the stem cell and which are computed through this 

collaboration; and that if tissue cells influence the stem cell during regeneration, tissue cells may play 

a role in determining the phenotype of the new individual. Our framework aims to address the 

fundamental issue raised by Neuhof et al. (Neuhof et al., 2016)  by providing hypothetical answers to 

the questions raised above, inspired by planarian regeneration. Some previous regeneration models 

reported in Section 2.1 have attempted to address aspects of these fundamental issues of regeneration 

by proposing hypothetical mechanisms exploiting the observations of: stem cell production of tissue 

cells, stem cell migration to the wound site to initiate repair (as explained in the Introduction and 

Literature Review) as well as stem cell and tissue cell collaborations. However, conceptual frameworks 

for computation modelling of whole system regeneration are currently lacking. The above 

fundamental issues and past work, including our tissue model presented in the previous chapter, 

formed the basis for the conceptualisation of new mechanisms of our framework to achieve a greater 

level of capacity for accurately and completely regenerating more complex forms. 

We hypothesise that a system that is able to regenerate its original pattern from any tiny fragment 

anywhere in the body after damage must be extremely versatile and robust, and therefore, it possibly 

uses a high-level and flexible control algorithm, as opposed to extensive micromanagement, to 

regenerate itself. Further, such an algorithm may seek efficient processing with the minimum 

computational burden and algorithmic complexity. Also, since a very tiny fragment can regenerate the 

whole pattern, we hypothesise that the whole pattern information must either be stored everywhere 

in the organism or be accessed by any part of the organism from an as yet unknown space. Both are 

exciting avenues for exploration.  The first avenue indicates that all cells carry all necessary information 

on the body pattern.  Although this seems to be the easiest option to implement and has been 

exploited in some nature-inspired self-repair systems in other fields, it could create information 

overload or redundancy in the biological system.  Further, currently there is no scientific evidence that 

cells carry any patterning information. However, it has been known for some time of the existence of 

bioelectric fields and morphogenic fields surrounding biological organisms. It has been shown that 
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bioelectric fields interact with regeneration processes in important ways to even completely alter the 

final anatomical pattern achieved (Beisson, 2008; Pezzulo & Levin, 2015). However, the exact 

mechanism of these interactions have so far been elusive and it is currently an actively topic of 

research. We, therefore, explore the second avenue and propose the existence of cellular memory 

space – an information field – from which pattern information can be accessed from anywhere in the 

organism. We hypothesise that this field belongs to stem cells and exists as part of them. In our 

proposed framework, stem cells extract minimum geometric pattern information required to rebuild 

the anatomy from communications with their respective tissue cells. We propose that the information 

field holds this minimum pattern information of the organism and stem cells share and access this 

information from anywhere in the organism in the regeneration of extreme damages incurring the loss 

of stem cells and outer perimeter.  As stated earlier, recovering from the total loss of the outer 

perimeter is a challenge for our circular tissue model. 

In our circular tissue model, most damages are recovered by extracting patterning cues left in the 

damaged tissue.  However, the model fails to recover correctly from whole perimeter damage (i.e., 

small tissue fragment with the stem cell cannot correctly recover the full form).  This is not a trivial 

problem for biology or modelling.  The proposed information field enhances the capability of stem cells 

and allows recovery from all possible damages, thus releasing the damaged tissue of the burden of 

retaining pattern information. This can open up possibilities for science to investigate the potential of 

bioelectric or morphogenic fields to hold patterning and other information. 

There is value in sharing and accessing high-level information as it can afford greater simplicity in the 

effective management of large dynamical systems by reducing information overload on system 

elements. This is especially true for evolving dynamical systems with high-level goals, such as biological 

systems that need to survive and stay robust.  Meadows (Meadows, 2008) states that as complexity 

increases, evolving dynamical systems tend to self-organise into hierarchies with specialised 

subsystems as hierarchy offers greater resilience for further experimentation and evolution. This is 

especially relevant to biological organisms.  This hierarchy with some centralised information does not 

necessary imply central control as in a properly functioning hierarchical system, the goals of the 

subsystems and the whole system are aligned in a way that subsystems serve the goal of the whole 

system (global optimisation) while the hierarchy serves the subsystems (local optimisation) and 

provides overall coordination. This offers an interesting blend of distributed and centralised 

information arrangements.  Our proposed framework is largely a distributed system spread across 

thousands of tissue cells, with a small central repository of minimum pattern information accessed 

only by specialised (stem) cells.     
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In our framework we introduce two new concepts: (i) a number of tissue models (rectangular and 

triangular) that are similar in operation to the circular tissue model but with stem cells that contain a 

virtual information field that carry minimum pattern information, extracted by stem cells from the 

corresponding head, body and tail tissues (tissue memory), so that any damaged tissue can be repaired 

at the tissue level. (These tissue shapes are idealised patterns for simplicity and proof of concept). (ii) 

tissue patterns combine to form an organism where the stem cells from a stem cell network, 

corresponding to the whole organism and creates a shared information field (collective memory) of 

stem cells. Here, two triangular and one rectangular tissue combine to form an in silico worm-like 

pattern. The stem cells are represented as linear neurons and stem cell network as a fully connected 

neural network. The stem cell network monitors the state of the whole organism and detects and 

regenerate any missing stem cells, which in turn can regenerate the whole organism from any small- 

or large-scale damage. The stem cells thus act as the Global Sensing systems in repair at the tissue level 

and regenerators of missing stem cells and tissues at the organism level (in severe damage) with access 

to the information field for tissue pattern.   

In this new framework, the stem cell network repair model and individual tissue repair models 

collaborate seamlessly to maintain the integrity of the system under any damage condition by 

autonomously regenerating missing stem cells and damaged tissues. In most cases of tissue damage, 

it would regenerate tissues without tapping into their information fields.  However, in extreme cases 

of tissue damage that create open-ended boundaries, a stem cell accesses minimum pattern 

information from the field, thereby making it possible to recover from any tissue damage. The 

combined system mimics some of the main features of planarian regeneration, including regeneration 

of the whole pattern from any tiny fragment as long as at least one stem cell (regardless of which 

tissue) remains after damage; and complete and accurate regeneration from minor damages to severe 

damages incurring the loss of whole-body parts (head, body or tail). Thus, the proposed framework is 

robust, versatile and flexible with complete regeneration ability achieved with minimum computation. 

Below we describe the framework starting with the extension of the original circular tissue repair 

model to triangular and rectangular shapes with stem cells and virtual fields (sections 4.5.1) and finally 

the assembly of the worm-like organism (section 4.5.2).  The framework with all its functional aspects 

is described in section 4.5.3 and implementation of the framework on the in-silico worm in Section 4.6.  

4.4.1 Extension of the circular tissue (base) model: A Regeneration system with 
enhanced stem cell capability and an information field and application to develop 
new triangular and rectangular tissue self-repair models 

In the new framework, we extend the capability of the stem cell by investing it with extra capabilities. 

Specifically, we hypothesise that a stem cell remembers minimum pattern information of the 

corresponding tissue, that is stored in an information field surrounding the stem cell and shared as 
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needed with other stem cells through the collective field. The information field is a mathematical 

abstraction over traditional components of tissues.  

A. Self-repair circular tissue model with enhanced stem cell capability 

Figure 4.1 shows the stem cell and information field for the circular tissue. The red and blue dots are 

stem cells and tissue cells, respectively. Here, the same neighbourhood rules (Eq. 3.1) and perceptron 

network (AANN) for the circular tissue presented in Chapter 3 prevail. The novelty is that in addition 

determining entropy from the communication with tissue cells to maintain tissue integrity, the stem 

cell uses this communication to recognise the specific tissue pattern by extracting minimum pattern 

information required to regenerate the anatomy.  Specifically, from the distance dj to the tissue cells, 

the stem cell determines the geometry of the tissue and keeps radius d in the information field that 

allows it to regenerate the pattern from any damage, thus releasing it from the previous constraint of 

having to retain minimum information in the damaged tissue. It is important to note that in most cases 

of damage, the system would regenerate without tapping into the field.  The stored information will 

be used only in extreme cases where the whole outer boundary is lost to damage. This is not unlike 

the situation where, in most cases of damage to a building, a structural engineer would repair it by 

taking cues from the undamaged part of the structure; however, when the damage is severe to the 

extent that it creates open-ended boundaries, they refer to the original plan to repair the damage. We 

extend this model concept to triangular and rectangular tissue models that are then combined into an 

artificial organism with a stem cell network and a collective virtual field to form the autonomous whole 

system regeneration model. Below we present the triangular and rectangular tissue models and 

example cases of regeneration.  
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Figure 4.1. Individual tissue repair model – A circular tissue with a computational stem cell and 
surrounding information field 

B. Development of self-repair triangular tissue model with enhanced stem cell capability   

The triangular tissue model is similar to the circular tissue model, but different neighbourhood rules 

apply to the AANN and the stem cell (Figure 4.2). The neighbourhood rules are: the number of 

neighbours of interior cells, border cells and corner cells are four, three and two, respectively. From 

these rules, perceptrons in the AANN (Eq. 4.1) can collectively establish its original pattern and border 

of damage anywhere in the tissue. The stem cell extracts the tissue plan (minimum shape information) 

into the information field from its communication with the tissue cells (from its distance to the tissue 

cells, dj): the length of the sides (d) (e.g., based on the number of cells, d=10 in our examples), Aspect 

Ratio (AR) which is the height to length ratio (considered equal to 1 in our examples), number of 

corners (n=3) (Figure 4.2A).  The tissue is divided into four segments for monitoring its pattern integrity 

through entropy by the stem cell (Figure 4.2A).  As stated before, the number of segments is arbitrary 

and is a trade-off between performance (damage detection) and information efficiency. The larger the 

number of segments, the more accurate the performance but the larger the information burden on 

the stem cell as it has to carry a larger amount of information on entropy relevant to the segments.  

Here we use a much smaller number of segments than in the circular tissue model to further improve 

information efficiency as we found from the circular tissue that the entropy is sensitive to even single 

missing cells.   Further experiments revealed that this sensitivity is retained with even larger segments. 

As in the circular tissue model, entropy is a property of the stem cell, and neighbour rules are 

properties of the tissue. As before, entropy is used to detect the general damage region from the 

affected segment(s) (Global Sensing), and the tissue AANN in the affected region gets activated to 

detect and locate the border of damage (Local Sensing) upon which the stem cell repairs the damage.  
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This way, the stem cell achieves complete regeneration with the help of the tissue AANN. The novelty 

is that in the most extreme damage cases, the stem cell taps into the information field to extract 

minimum pattern information to regenerate the pattern.     
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Figure 4.2. Triangular tissue repair model. A) triangular tissue with a computational stem cell and 
surrounding information field; B and C) Two cases of damage in the triangular tissue. Stem cells and 
differentiated cells are denoted with red and blue colours respectively. 

Two cases of regeneration of triangular tissue 

We demonstrate how the system recovers from two types of damage shown in Figure 4.2B, C. In the 

first case, a part of the tissue is missing, and in the other, it incurs severe damage leaving a small 

fragment with the stem cell.  

a. Recovery from partial tissue damage   

For the first damage case, Figure 4.3 shows the repair process. Figure 4.3A, B are the original 

and damaged tissues, respectively. Global Sensing based on entropy allows the stem cell to identify 
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the damage regions of 3 and 4 from the entropy of the four segments, activate the corresponding 

region of the tissue AANN that identifies the exact damage location and damage border (Figure 4.3C) 

using rules for interior and border cells shown in Figure 4.3A. Then, the stem cell moves to this location 

and produces new cells row by row along the damaged border to regenerate the pattern without 

tapping into the field as it can use the existing pattern information in the damaged tissue. Specifically, 

new border cells are added, guided by current border cells of the structure and neighbourhood rules 

for the border. When a border cell aligns with two border edges, and it does not satisfy the border 

rules, then this border cell becomes a corner cell that stops regeneration (Figure 4.3D). The rest of the 

figures in the bottom row show the restoration of tissue entropy to the original state during 

regeneration. The x-axis in Figure 4.3 (bottom row) refers to quadrants.  The lines connecting the four 

data points are to emphasise the difference between the entropy for normal and damaged tissue. Lines 

are simply for visual clarity for the readers to easily see the difference between the two cases. 

 

Figure 4.3. Regeneration steps after partial tissue damage. A) Original tissue; B) partly damaged 
tissue; C) damage border identified by the model (Entropy (GS), (AANN) (LS) and neighbour rules) 
and D) regenerated tissue. x and y are coordinates 

b. Recovery from severe damage leaving a tissue fragment with the stem cell  

Figure 4.4 illustrates the progression of regeneration to restore the original form from the severe 

damage shown in Figure 4.4C. Damage identification is the same as before, with Global Sensing and 

Local Sensing. The first image in the second row of Figure 4.4 shows entropy before and after damage 

(Normal and Current Entropy, respectively), which indicates that all 4 segments have received damage. 

As this is extreme damage to tissue exterior, the system taps into the information field. The stem cell 

initially produces new cells to form a new small triangular tissue (Figure 4.4B) that then it incrementally 

grows until completion (Figure 4.4C&D) according to the above neighbour rules and minimum 

geometry information in the information field (d, AR=1, n=3). The rest of the figures in the second row 

show the restoration of tissue entropy to the original state during regeneration.   
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Figure 4.4. Regeneration of a triangular tissue from a small remaining fragment with intact stem cell. 
The first row shows stages of regeneration of the pattern until complete recovery. From a small 
damaged tissue, it first recovers a scaled version of the correct triangular form and then 
incrementally grows it until completion according to neighbour rules and pattern information (d, 
AR=1, n=3). The second row shows the corresponding tissue entropy for each stage.  

 

C. Development of self-repair rectangular tissue model with enhanced stem cell capability   

 

The rectangular tissue model is similar to the triangular tissue model, but different neighbourhood 

rules apply to the AANN and different pattern information applies to information field (Figure 4.5). The 

neighbourhood rules are: the number of neighbours of interior cells, border cells and corner cells are 

four, three and three, respectively. From these rules, perceptrons in the AANN (Eq. 4.2) can collectively 

establish its original pattern and border of damage anywhere in the tissue. The stem cell extracts 

relevant minimum shape information into the information field from its communication with the tissue 

cells: the length of the sides (d) (e.g., based on number of cells, d=10 in our examples), Aspect Ratio 

(AR= height to length ratio=3 in this case), number of corners (n=4).  Figure 4.5 also shows the four 

segments used for entropy-based damage region identification.  In this tissue, the system can recover 

from any damage without tapping into the field as long as one whole side or whole exterior does not 

receive damage. For only such damage to the exterior, it taps into the field for pattern information.    
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Figure 4.5.Rectangular tissue repair model. Tissue model consists of a stem cell and information field 
and tissue cells (AANN and neighbourhood rules); Tissue is divided into four regions (1, 2, 3 and 4) 
for entropy 
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Two cases of regeneration of rectangular tissue 

We apply the tissue repair model to 2 cases of damage; damage where the tissue loses one side (Figure 

4.6A), and severe damage where the whole exterior region is lost leaving only a tiny fragment with the 

stem cell (Figure 4.6B). 

 

Figure 4.6. Two cases of rectangular tissue damage - (A) damage to one side and (B) severe damage 
leaving a small tissue fragment with the stem cell 
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As in the triangular case, the system identifies the damage region with Global Sensing using entropy 

and finds the location and size of damage through Local Sensing of missing neighbours in the AANN 

and regenerates completely with the above neighbour rules and pattern information. As a side has 

received damage, the system taps into the field for required pattern information. Figure 4.7 shows the 

damaged tissue, segmented tissue and entropy before and after damage, as well as AANN detected 

damage border and the regenerated tissue for the first damage case.  

 

Figure 4.7. Rectangular tissue regeneration after damage: (A) Damaged tissue as in Figure 4.6A, (B) 
Segmented tissue and identification of damaged region by Global Sensing based on entropy, (C) 
Identification of damage border by AANN and rules, (D) Regenerated tissue 

Figure 4.8 shows the stages of progression of regeneration until complete recovery for the second 

damage case shown in Figure 4.6B. As the whole exterior has received damage, pattern information is 

accessed from the field. Starting from regenerating a scaled version of the tissue (Figure 4.8B), it is 

grown until complete recovery (Figure 4.8C-D).    
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Figure 4.8. Regeneration of a rectangular tissue from a small fragment left after damage as in Fig. 
4.6B. A) Damaged tissue, B-C) incremental tissue regeneration guided by the shape information d, 
AR and n, and D) Regenerated tissue 

 

4.4.2 Creating a virtual organism from individual tissues and its core operation  

 We assemble two triangular and one rectangular tissue representing head, body and tail to form a 

simple planarian-like worm as shown in Figure 4.9A. It shows the shared information field (with the 

information presented in vector form) as applicable to the three tissues. The shared field enables 

regeneration from any stem cell or tissue damage anywhere in the system as long as one (any) stem 

cell remains.  Figure 4.9B shows the stem cell network consisting of head (C1), body (C2) and tail (C3) 

stem cells and network connections representing a flow of information weighted according to stem 

cell location identifiers (1, 2 or 3). (As will be presented later, these location identifiers help stem cells 

establish A/P polarity of the organism). Each stem cell is represented as a neuron with a linear transfer 

function (Figure 4.9C) and the three stem cells together form a fully connected neural network that 

produces a numerical output (Figure 4.10 & Eq. 4.3-4.5) depending on the activation signal each stem 

cell receives. This helps decide the extent of the damage, whether one or more stem cells have been 

damaged. 



 55 

 

 

Figure 4.9. The whole system regeneration model. A) Form of the virtual organism with head, body 
and tail tissues and shared collective information field containing pattern information- n, d, AR; and 
B) Stem cell network of head (C1) body (C2) and tail (C3) stem cells. Stem cell connections represent 
the flow of signals weighted according to stem cell location identifiers (1, 2 or 3). (C) Linear Neuron 
model of a stem cell. 

Head stem cell Body stem cell Tail stem cell 

 

𝑦 = {

𝑏𝑜𝑑𝑦 & 𝑡𝑎𝑖𝑙 𝑖𝑓 𝑢 = 0
𝑡𝑎𝑖𝑙 𝑖𝑓 𝑢 = 2
𝑏𝑜𝑑𝑦 𝑖𝑓 𝑢 = 3
𝑛𝑜𝑟𝑚𝑎𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (4.3) 

 

𝑦 = {

ℎ𝑒𝑎𝑑 & 𝑡𝑎𝑖𝑙 𝑖𝑓 𝑢 = 0
𝑡𝑎𝑖𝑙 𝑖𝑓 𝑢 = 1
ℎ𝑒𝑎𝑑 𝑖𝑓 𝑢 = 3
𝑛𝑜𝑟𝑚𝑎𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (4.4) 

 

𝑦 = {

𝑏𝑜𝑑𝑦 & ℎ𝑒𝑎𝑑 𝑖𝑓 𝑢 = 0
𝑏𝑜𝑑𝑦 𝑖𝑓 𝑢 = 1
ℎ𝑒𝑎𝑑 𝑖𝑓 𝑢 =  2
𝑛𝑜𝑟𝑚𝑎𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (4.5) 

 

 

Figure 4.10. Neural network output of individual stem cells: (a) head, (b) body and (c) tail. From the 
output, each neuron (stem cell) identifies the extent of stem cell damage that can be either 
individual or combined stem cell damage using Eqs. 4.3 -4.5. 

 

4.4.3 Algorithmic assembly of the conceptual framework for whole system 
regeneration  

The overall framework, with its operational flowchart, is shown in Figure 4.11. It operates as a tissue-

wise modular, largely distributed memory, intelligent neural feedback control system that achieves 

complete regeneration through two levels of operation:    

Level 1: This level represents individual (triangular and rectangular) tissue self-repair models and gets 

activated in cases where stem cells are intact, and only the tissues receive partial damage (blue box in 
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Figure 4.11). Algorithmically, it encompasses Global Sensing (through entropy) and Local Sensing 

(through AANN with perceptrons and neighbourhood rules) for damage identification. The 

communication involved is that between stem cell and tissue cells to obtain the distance to tissue cells, 

from which the stem cell extracts tissue plan (only once in the life of the organism) and computes 

entropy for the tissue segments and compares with stored entropy pattern in damage.  The other 

communication involved is that between tissues cells in their local neighbourhood to identify the exact 

damage location and border.  

Level 2: This represents the stem cell network with overlapping information fields for recovering from 

the loss of stem cells and whole tissues (head, body or tail) (purple region Figure 4.11). Algorithmically, 

it encompasses the neural network shown in Figure 4.9B with outputs shown in Figure 4.10 and Eq.4.3-

4.5 to identify and regenerate missing stem cells and whole tissues. Amount of communication in the 

network is only that among the three stem cells. Another communication at this level is stem cells 

accessing the information field only in extreme damage cases. 

The idea of the framework is that the two levels operate in three ways to accomplish complete and 

correct recovery:  

(i)  When there is only partial tissue damage leaving stem cells intact, only Level 1 of the model is 

activated where the stem cell senses the damage through entropy change, detects the general damage 

region and triggers the AANN to find the exact damage location.  Then the stem cell migrates to the 

damage region and repairs it with the help of the AANN as shown previously for individual tissues (red 

arrows in Figure 4.11).  This system taps into the information field only when the whole outer boundary 

receives tissue damage.  

(ii) For any damage involving loss of stem cells and whole tissues, Level 2 is activated where stem cells 

communicate with each other through the stem cell network, and senses missing stem cell(s) and 

regenerate them using the information in the shared information field (green arrows in Figure 4.11). 

The shared information (e.g., minimum pattern information for all tissues) can be accessed by all stem 

cells. This idea is used in the production of new stem cells. Specifically, a lost stem cell is replaced with 

a new stem cell with similar characteristics as before by the neighbour stem cell that transfers the 

shape information from the shared field into the new stem cell.  The new stem cell then carries out 

complete regeneration of the damaged tissue using the received pattern information, and a new tissue 

AANN is re-established along with neighbour rules.  The stem cell also restores tissue entropy.  When 

more than one stem cell is lost, new stem cells are produced by the remaining stem cell using the 

pattern information in the field for concurrent and seamless regeneration of the missing parts and the 

whole organism.  
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(iii) The two levels collaborate in the case of partial tissue damage with lost stem cells, as shown by the 

green arrows flowing through both Levels in Figure 4.11, where after replacing the missing stem cell(s) 

in Level 2, the corresponding tissue AANN model(s) in Level 1 is activated where entropy-based global 

sensing (GS) and AANN based local sensing (LS) detect damage and its border and the stem cell 

executes full regeneration of the damaged tissue.     

 

 

Figure 4.11. A conceptual framework with algorithms for autonomous whole system regeneration 
after tissue and/or stem cell damage; Level 1 (blue region and red arrows) represents individual 
tissues with a stem cell self-repair models for the cases where tissues receive partial damage leaving 
the stem cell intact. Level 2 (the purple region with green arrows) represents the stem cell network 
for recovering lost stem cells and whole tissues. 

4.5 Implementation of the regeneration framework  

In this section, we demonstrate the efficacy of the whole system regeneration framework in recovering 

from any damage by implementing it on the simple in silico worm-like organism assembled in the 

previous section.  We present results from major damages that invoke most repair capabilities of the 

framework. 

4.5.1 Only tissue damage with intact stem cells: system regenerates completely  

This type of damage is simple in that only a part of the organism is missing, but stem cells are intact. 

An example is where a group of differentiated cells in a tissue is cut off while the stem cell of this tissue 

remains as in Figure 4.12 (Recall that (x, y) are coordinates and red and blue dots are stem cells and 

differentiated (tissue) cells, respectively). In this case, the damaged organism with intact stem cells 

regenerates the head fully and accurately. The small part of the tissue that was separated from the 

head tissue does not contain a stem cell so it cannot regenerate.   
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Figure 4.12. Virtual worm with a missing fragment of the head 

 

This damage case does not require accessing pattern information from the field and regeneration 

proceeds as follows using only Level 1 of the framework that operates only the relevant tissue models. 

In this example, the damaged cells in the head tissue cease sending signals to the nearest stem cell 

that senses the resulting entropy change and activates the head tissue repair model (the blue part with 

red arrows in Figure 4.11) to initiate repair using the following steps: (i) calculate entropy change, (ii) 

activate AANN of the head tissue, (iii) identify damage borders and (iv) repair damage.  The first step 

is that the stem cell compares the stored and new value of entropy of each segment to identify general 

damage region. The entropy graph in Figure 4.13b shows that the damage occurred in two segments 

3 and 4 (i.e., at the front of the head). Then, the stem cell activates the part of the AANN of the head 

tissue corresponding to these segments to identify the border of the damage (Figure 4.13c) using 

perceptron rules. The last step is that the stem cell migrates to the damaged border and regenerates 

missing cells using rules for the border. The regeneration proceeds until the damaged part is 

regenerated returning the worm to the original form, as shown in Figure 4.13d. 

 

Figure 4.13. Regeneration after damage to head tissue: a) Damaged worm, b) Segmented tissue and 
entropy, c) Identification of damage border, and d) Regenerated worm. (x and y are coordinates) 
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4.5.2 Organism receives both tissue and stem cell damage 

The main idea for this case is that the stem cells can be amputated with the surrounding tissue. We 

consider two damage situations for this case with an organism fragmenting into two parts: (i) along a 

tissue boundary; and (ii) encompassing tissue and stem cell damage in the body interior.  

A. Organism fragments into two parts along a tissue boundary  

Here we consider damage along the head-body boundary that fragments the organism into two parts, 

as shown in Figure 4.14. The main question is: how does each part regenerate into a whole organism 

as the original one, resulting in two identical worms? We explain the process of regeneration below. 

 

Figure 4.14. Virtual worm damaged along the head-body boundary (x and y are coordinates) 

As the damage has left an open-ended boundary, the system taps into the field for minimum pattern 

information.  Both parts regenerate by activating Level 2 of the framework as follows (follow the green 

arrows in Figure 4.11): After amputation, stem cells in both parts check for any local damage as 

described in the case above for tissue damage. If there is no local damage, as is the case in this example, 

it activates the stem cell repair model (the purple part with green arrows) in Figure 4.11 (Level 2) and 

follow three steps: (i) identify missing stem cell(s), (ii) replace missing stem cell(s), and (iii) regenerate 

missing tissues concurrently and re-establish AANN. We explain the regeneration of each missing part 

below. 

a. Head regenerates body and tail 

(i) Identify missing stem cells (Level 2) 

Here, the loss of stem cell activates the stem cell neural network to detect missing stem cells.  From 

the operation of the stem cell network, the head should recognise that the body and tail stem cells are 

missing in the organism. Specifically, as head stem cell receives no signal from body and tail stem cells 

(C2 and C3), the output y of the model is 0 (Figure 4.10 & Eq. 4.3) indicating that body and tail stem 

cells are missing.  
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(ii) Replace missing stem cells (Level 2) 

After identifying missing stem cells, the head stem cell produces a new body stem cell and a new tail 

stem cell and transfers the required information to each new cell from the shared information field 

(Figure 4.15b). It means that the newly formed stem cells now have the shape information of the 

representative tissues.   

(iii) Regenerate missing tissues (Level 2) 

The new body stem cell produces a new rectangular body tissue while the new tail stem cell produces 

a new triangular tail tissue. The regeneration proceeds from a small body and tail shape attached to 

the head and the two new tissues grow concurrently, as shown in Figure 4.15b&c, maintaining the 

overall shape guided by the shape information d, AR and n (number of corners) accessed from the 

field.  After regeneration, the two levels of the self-repair system return to normal in that each stem 

cell returns to normal operation and maintains tissue entropy, the newly regenerated tissues establish 

neighbourhood relations (as in Figure 4.2A and Figure 4.5) and recognise themselves and the stem cell 

network gets reestablished and resumes its normal operation where each stem cell receives the 

correct signals from the other stem cells.  

 

Figure 4.15. Progression of regeneration of body and tail from the head 

 

b. Separated part containing body and tail regenerates head 

 

Steps involved in head regeneration are similar to those in body and tail regeneration.  Body and Tail 

recognize the missing head stem cell from the stem cell network output using the same process as 

above. Body stem cell output y=3 (Eq. 4.4) and tail stem cell output y=2 (Eq. 4.5) indicate that head 

stem cell is missing.  The body stem cell regenerates a new head stem cell and transfers the required 

shape information. Then, the new head stem cell starts producing new triangular tissue, and the 
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regeneration continues until the sides become equal to d (as in Figure 4.16). In this regeneration, 

pattern information for the triangular tissue (d, AR, n) is applied and the AANN and the neighbour 

relations get re-established. After regeneration, the two levels of the system return to normal 

operation.  

  

 

Figure 4.16. Progression of regeneration of head from the separated part containing body and tail 

 

B. Organism fragments into two parts encompassing damage to the interior  

In this case, the organism fragments into two parts - one small fragment of the body tissue containing 

the body stem cell is removed from the worm leaving 2 damaged parts as in Figure 4.17. Both parts 

will regenerate by activating the repair framework differently. 

 

Figure 4.17. Interior damage to the worm removes a fragment of tissue with stem cell leaving two 
damaged parts 

 

a. The organism with the missing stem cell regenerates the original form 

Regeneration of the larger part (with missing stem cell and a small tissue fragment) (Figure 4.17) 

requires communication between both repair levels (Levels 1 and 2) as there is both partial tissue 

damage and missing stem cell.  Damage signals activate the stem cell repair network (Level 2). The 

process is as follows: (i) identify the missing stem cell (ii) replace the missing stem cell, (these two steps 

belong to Level 2), (iii) activate AANN model to identify the damage border; (iv) regenerate the missing 



 62 

tissue fragment (latter two steps belong to Level 1).  As the damage is interior, the new stem cell repairs 

the damage without tapping into the information field as it finds cues from the remaining tissue for 

regeneration.  The repair process is described below. 

i. Identify missing stem cells (Level 2) 

Here, the loss of stem cell activates the stem cell neural network to detect missing stem cells.  From 

the operation of the stem cell network, the head should recognise that the body stem cell is missing in 

the organism. Specifically, as head stem cell receives a signal from a tail stem cell (C3) and not from a 

body stem cell (C2), the output y of the model is 3 (Figure 4.10 & Eq. 4.3) indicating that body stem cell 

is missing.  Similar to the head stem cell, the tail stem cell receives a signal from a head stem cell (C1) 

only, producing an output y of 1 (Figure 4.10 & Eq. 4.5), which also indicates that the body stem cell is 

missing. 

ii. Replace missing stem cells (Level 2) 

After identifying missing stem cells, either the head or tail stem cell reproduces a new body stem cell 

(Figure 4.18B). 

iii. Activate body tissue repair model (Level 1)  

As a large part of the body tissue remains in the organism, the new body stem cell does not need to 

regenerate the whole body tissue.  Instead, it only needs to identify the border of the damage and 

repair the damage. It activates the AANN model of the body tissue to find the damage border. This 

case does not require tapping into the information field for pattern information. 

iv. Regenerate missing tissues (Level 1) 

After identifying the damage border, the new body stem cell migrates to the damage site (Figure 4.18C) 

to regenerate the missing tissue until full recovery (Figure 4.18D). After regeneration, the two levels 

of the framework in the worm resume normal operation.   
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Figure 4.18. Process of regeneration of missing interior tissue and stem cell. A) Damage to Body 
tissue interior; B) Regeneration of a new Body stem cell by the stem cell repair network; C) Damage 
border identified by AANN Body tissue repair model, and D) Fully recovered organism 

 

b. Small tissue fragment with body stem cell regenerates into a full organism 

This is major damage involving loss of stem cells and the whole outer regions (tissue loss) of the 

organism. Here only the Level 2 of the framework applies.  In this case, the damage signals activate the 

stem cell repair network, and the process is as follows: (i) identify missing stem cells, (ii) replace missing 

stem cells, (iii) regenerate missing tissues concurrently. As this damage leaves an open-ended 

boundary, the system accesses pattern information from the collective information field.  

The first and second steps are similar to the case in the previous section. The separated tissue fragment 

with the body stem cell identifies and replaces the head and tail stem cells and transfers the required 

shape information to each new stem cell. Following the shape information, the head stem cell 

produces a new triangular head tissue while the tail stem cell produces a new triangular tail tissue on 

the corresponding sides of the body tissue. However, how do new stem cells know the direction to 

regenerate the head and tail tissues? Here, we assume that the stem cell network polarises each stem 

cell (+,-) depending on their relative position indicated by the cell identifier (1, 2, and 3 in our example) 

where “+” and “-” show the direction of the head and tail, respectively, as shown in Figure 4.19A. A 

stem cell with a smaller identifier relative to a neighbour cell indicates “+” direction.   This property of 

the stem cells helps them identify and grow in the correct direction as in the original. (Recall that these 

identifiers were used as weights in the stem cell neural network). The three stem cells then self-

organise to become a new small worm (Figure 4.19B), and then the three parts grow concurrently 

while maintaining the overall shape. Regeneration continues, as shown in Figure 4.19C-D until the sides 

of the head and body become equal to d, and the body reaches Aspect Ratio of 3. After regeneration, 

the two-levels in the organism resume normal operation. 
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Figure 4.19. Regeneration of the whole worm from the fractured tiny ‘interior fragment with the 
body stem cell’. A) Identification of stem cell polarities; “+” and “-” show the direction of the head 
and tail, respectively. B) Initiation of new tissue regeneration with new head and tail stem cells; (C-
D) Stages of concurrent regeneration of the tissues into a complete organism 

 

4.6   Discussion 

This study developed a conceptual framework with mechanisms and algorithms of regeneration that 

mimic some essential aspects of planarian regeneration. The framework is based on the collective 

operation of tissue and stem cell regeneration models to completely and accurately recover from any 

damage anywhere in an in silico planarian-like organism as long as just one stem cell remains in the 

damaged tissue. We demonstrated its efficacy in recovering from small and severe damages to tissues 

and stem cells, mimicking the extreme regeneration capabilities of planaria, including body-wide 

immortality. 

Our model makes a number of conceptual and algorithmic contributions to advancing the capability of 

regeneration models and offers a hypothetical framework for generating new ideas for improving the 

understanding of regeneration. From a conceptual perspective, our framework introduces new 

concepts of tissue and stem cell collaboration to mimic observed regeneration in planaria. From an 

algorithmic perspective, it introduces new but simple algorithms with the minimum computational 

burden.  Specifically, it extended our previous circular tissue self-repair model to multiple tissues and 

integrated them into a modular regeneration framework. Additionally, we introduced an information 

field to stem cells where minimum pattern information collected from the tissue by the respective 

stem cell is stored for use in the case of complete loss of tissues or exterior borders.  The other novelty 

is the stem cell network, represented by a neural network, that monitors the stem cell state and 

produces new stem cells after stem cell loss to regenerate new tissues.  These tissue and stem cell 

network models formed a 2-Level regeneration framework for efficient pattern restoration after any 

damage. These advancements have made the capability of our framework far exceed that of past 

biological regeneration models.    
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To highlight and contrast the novel aspects of our framework, we make the following comparison to 

previous models of regeneration. Researchers in (Bessonov et al., 2015), assumed that all cells in a 

single tissue communicate with each other through signals that decay with distance. Each cell 

remembers the total signal it receives, and after amputation, remaining cells compute the difference 

between the current signal and old signal to stimulate regeneration of a correct cell structure using 

some rules of regeneration. There is a high computational burden due to extensive communications 

between cells to maintain the pattern and to calculate the total signal received by each cell. In our 

model, only the stem cell communicates with all tissue cells in a limited fashion to calculate entropy 

to monitor the system while tissue cells only communicate with their (≤ 4) neighbours.  The tissue 

network (AANN) and stem cell network do limited computation as and when needed and, importantly, 

only the required region of the AANN is activated where the damage is as guided by the stem cell, thus 

keeping computation to a minimum. 

In Tosenberger et al. model (Tosenberger et al., 2015), a circular tissue is regenerated by stem cells 

that do not get damaged. In our model, stem cells can get damaged, and the stem cell network replaces 

missing stem cells.  In our model, the regeneration of individual tissues is different from their tissue 

model in some aspects. We use entropy to detect general damage region, AANN to detect the exact 

location and border of damage and neighbourhood rules for regeneration while they assumed that a 

stem cell could produce and maintain a circular tissue based on the assumption that the stem cell has 

a survival region.  A newly produced tissue cell located beyond this region dies as it receives a signal 

smaller than a threshold. This also implies killing cells to achieve the required shape, which our system 

avoids. Moreover, their local model only applied to a simple circular tissue while our model works 

successfully on other shapes such as triangular and rectangular shapes and a multiple tissue system. 

The model of De et al. (De et al., 2017) involves interactions between a neural network representing 

the nervous system of an organism and non-neural cells representing a tissue to coordinate tissue 

growth using physiological variables, and it has achieved reasonable regeneration success (55-80%).  

Limitations of this model are that it does not recognise damage and generates and kills many cells 

before reaching a partially recovered form.  Our framework detects damage and recovers the complete 

form using simpler and more efficient computations.  A stem cell monitors the integrity of its tissue 

through entropy, and the tissue maintains neighbourhood and border rules. Minimum pattern 

information is stored in the stem cell information fields that are accessed only in extreme damage 

cases; for the majority of damages, it uses cues from the remaining part for regeneration. As long as a 

single stem cell exists, it can regenerate the whole organism correctly, while in De et al. (De et al., 

2017) model, the percentage of accuracy of regeneration decreases with the severity of the injury.   
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The agent-based models of (Ferreira et al., 2016; Ferreira, Scheutz, et al., 2017b; Ferreira, Scheutz, et 

al., 2017c) need to store a lot of information (paths of packets) in stem cells and require a lot of 

communication between cells in discovering cell states. The information our model carries for 

regeneration is high-level and generic - minimum information on shape, entropy and neighbourhood 

rules; therefore, it achieves efficient regeneration with minimum computation. These agent-based 

models are also limited when it comes to regenerating larger sized organisms due to the inability of 

the packets to go too far or signals decaying with distance. In contrast, our model allows correct 

regeneration of an organism of any size. Further, as our system can sense the changing entropy due to 

even a single missing cell, it can autonomously regenerate even dead or aged (senesced) cells to 

maintain pattern integrity. 

Not many nature-inspired form self-repair systems exist due to the challenge in producing spare parts 

on demand.  Most carry few spare parts which define the limit of repair capability of these systems. In 

biological regeneration, stem cells produce new cells on demand, and our framework has captured 

this feature to represent perpetual regeneration.  Moreover, the 2-level framework where stem cells 

and tissues together maintain whole pattern homeostasis could be among the most robust and 

efficient self-repair systems, in general, considering the range of functionality that the framework 

achieves with limited information and communication.  Our framework received inspiration from 

function repair in non-biological fields, especially with regard to accessing the internet for complex 

repairs in software systems (Park et al., 2005).     

4.7 Conclusions 

In this study, we developed a comprehensive conceptual framework for autonomous whole organism 

regeneration and modelled its computational dynamics that enable regeneration in a simulated 

biological system. It is a flexible, high-level, modular, distributed memory, neural intelligent feedback 

control system for dynamic morphological homeostasis under ageing and damage conditions similar 

to body-wide immortality in planaria.  The proposed framework is very robust in returning the system 

to the normal state after any damage. Importantly, our model is consistent with many observations of 

planarian regeneration, including complete and accurate regeneration of any part or whole organism 

from any damage. The minimum requirement for regeneration is that only a single stem cell remains 

after damage. These novel features of the framework make its regeneration capability far exceed that 

of existing biological regeneration models that have achieved limited regeneration success on simple 

tissues with much greater information or computational burden. Our framework also provides a 

perspective on the role of local (short-range) interactions (between tissue cells), long-range 

interactions (between stem cells as well as between tissue and stem cells) and potential information 

fields (encoding minimal pattern map) in regeneration that presents a novel hypothetical paradigm for 
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understanding the regeneration processes. It would be of interest if biological experiments could 

reveal these short and long-range communications and the possibility for bioelectric or morphogenic 

fields to carry patterning information.  The success of the model suggests the possibility for a biological 

system to autonomously sense, detect and repair damages completely. Our work was inspired by the 

body-wide immortality of planaria which is an extreme example of regeneration. As fundamental 

regeneration processes are generally conserved in diverse organisms, our framework could inspire 

potential avenues in bioengineering for regenerating damaged organs or limbs in humans and in 

synthetic biology for designing bio-engineered robots.  Further, our framework contributes to nature-

inspired computing that could advance artificial self-repair systems and robots.  Considering the 

versatility and extent of the framework, it could be one of the most advanced and comprehensive 

nature-inspired self-repair frameworks that closely mimic a repertoire of biological regeneration 

processes within a single framework.     

Although our model covers some important aspects of regeneration in biology, it still has limitations 

that need to be considered. First, there are only three stem cells in the proposed model that seem 

unrealistic for an organism. In the next stage, we plan to increase the number of stem cells to about 

20% of the total cells (like in planaria).  Also, AANN tissue models are perceptrons that identify the 

presence or absence of neighbours.  In the next stage, the model will be extended by investing the 

neurons in the AANN with greater functionality in terms of further information processing to enhance 

collective intelligence and decision-making; and incorporating properties of living cells such as 

bioelectric signals for communication. In particular, communication within the AANN will be bioelectric 

via Gap-junctions. In the current format of the AANN, weights are fixed; however, with bioelectric 

communication, these can be trained to represent Gap junctional properties.  Similarly, the stem cell 

network has fixed weights, and these may also be trained to represent features of long-range 

bioelectric communications, including A/P polarity.  Further, the information field could either be 

formed by the bioelectric signalling within the tissue or inform a body-wide bioelectric pattern. These 

new features will be incorporated into the framework in the next chapter to make it more resemble 

the communication and regeneration processes in living systems and transform it into a framework 

that enables restoration of both anatomical and bioelectric homeostasis in regeneration.   The aim will 

be to exploit the new modelling framework to provide insights into general self-recognising, self-

organising and self-stabilising cell communities that are intelligent decision-making systems with an 

increasingly greater resemblance to living cell systems. 
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Chapter 5 

A Comprehensive Conceptual and Computational Framework for 

Autonomous Regeneration and Bioelectric Homeostasis in 

Biological Systems 

Abstract  

Regeneration is a collective process whereby cells in an organism communicate to achieve an 

anatomical set point (target pattern of organ, body etc.). Another important aspect of regeneration is 

the restoration of the original function in the regenerated tissue or the organism.  In this regard, 

restoration of body-wide bioelectric homeostasis required for regular physiological functioning of cells 

is an important functional requirement of regeneration. Moreover, bioelectricity is also the 

predominant means of cellular communication in regeneration.  In the previous chapter, we proposed 

a conceptual framework and algorithmic structures that mimic the observed structure and capacity of 

regeneration in living organisms and achieves body-wide immortality, much like the planarian, and 

implemented it on a synthetic (in silico) organism.  

In this chapter, we extend the framework developed in chapter 4 to enable it to fully restore bioelectric 

homeostasis along with anatomical homeostasis (form and function) during regeneration in a system 

that even more resembles planarian anatomy than our previous worm-like organism.  To achieve this 

goal, we extend our framework in a number of ways:  increasing the number of stem cells to 4% of 

total cells to better reflect planarian anatomy; introducing bioelectricity as the format of 

communication between cells; modifying the stem cell network and its operation to accommodate the 

increased number of stem cells; and introducing a high-level network that maintains bioelectric 

homeostasis.  Accordingly, the proposed framework consists of three levels that cooperate to fully 

recover the anatomical pattern and bioelectric homeostasis in a simple simulated worm with three 

tissues (head, body and tail) and a greater number of stem cells (4% stem cells distributed among tissue 

(somatic) cells).  The first level of the framework consists of three tissue models where thousands of 

somatic cells in individual tissues collaborate to identify its own pattern and tissue damage. Here 

individual tissues are represented as locally recurrent networks of perceptrons as in our previous 

framework but they communicate through bioelectricity. The second level is a body-wide stem cell 

network which is also a locally recurrent perceptron network with bioelectric communication. Due to 

the larger number of stem cells, this network is overlaid and distributed across tissue models, and it 

communicates with the tissue models to repair and maintain the whole anatomical pattern under any 

damage condition.  The third level is a body-wide macro-level network that connects larger segments 
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(i.e., groups of stem cells and somatic cells) of the whole organism to restore and maintain body-wide 

bioelectric homeostasis. It is in the form of an Associative Memory (AM) neural network that learns 

the bioelectric gradient and stores the body-wide homeostatic bioelectric pattern in its attractor. The 

AM network uses this information to not only automatically restore bioelectric homeostasis from 

perturbations due to regular/normal physiological functioning but also be activated by the stem cell 

network under conditions of damage to restore bioelectric homeostasis upon full recovery from 

damage.   

Using a number of perturbed bioelectric states we show that the AM accurately restores bioelectric 

homeostasis under normal function.  Using a number of example damage cases ranging from small to 

medium and extreme, we show that the proposed framework is very robust in returning the system to 

the normal anatomical and bioelectric homeostasis after any damage.  Specifically, our model is 

consistent with observations of planarian regeneration, including complete and accurate regeneration 

of any part or whole organism from any damage (body-wide immortality) and restoration of body-wide 

bioelectric homeostasis. Apart from the above-mentioned implications for biology, this framework 

could also be useful in engineering for building self-repairing and self-sustaining biobots and artificial 

robots. 
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5.1 Introduction 

Regeneration in biology primarily refers to morphological processes that characterise the plasticity of 

the phenotype of traits that allow multi-cellular organisms to self-repair and maintain the integrity of 

their physiological state (function) and their morphology (form or anatomical pattern). Hydra and 

planarian flatworms have long been models of regeneration for their highly adaptive regenerative 

abilities that make them body-wide immortal (Alvarado, 2000). After being injured, their cells are 

activated to restore organs to their pre-existing state of anatomy and physiology. Regeneration of 

organs is widespread in animals such as snails, axolotls, zebrafish (Rabinowitz et al., 2017). In a related 

context, several animals can reproduce asexually through fragmentation (e.g., starfish, some worms, 

fungi, plants, lichens), budding (e.g., Yeast, Hydra) or fission (e.g., Bacteria, Protists, Unicellular Fungi) 

(Brockes & Kumar, 2008). For example, a planarian mother will narrow, split in the middle, and each 

half creates a new head or tail to form two copies of the original. The rationale of how animals are able 

to reproduce and maintain their physiological state (e.g., bioelectric) and morphology (pattern) 

remains an open question. There is a need for testable models to explain what methods are used to 

maintain the correct physiological state and morphology of the organisms. 

A 6 mm long planarian (as shown in Figure 5.1) has approximately 0.6 million cells (Takeda et al., 2009) 

where adult stem cells comprise about 20 to 30% of all cells and are distributed throughout the 

planarian body (Ivankovic et al., 2019). A single stem cell introduced after damage can reproduce new 

stem cells that regenerate the whole pattern in an irradiated animal where no stem cells were 

remaining without the possibility of regeneration (Wagner et al., 2011a). With such amazing 

observations, the discovery of the mechanisms and algorithms of regeneration in organisms has 

attracted the interest of many researchers, but many questions about regeneration still await answers.   

 

Figure 5.1. Planarian stem cell system. The distribution of stem cells (yellow). Scale bar: 500 μm. 
(Sourced from (Ivankovic et al., 2019) with permission) 

Repair of damaged organs or even replacement of missing limbs in humans may benefit from the 

understanding of how regeneration happens in other species. In particular, understanding complete 

mechanisms and algorithms of regeneration are very important because it is not enough to produce 

new cells only, but it is necessary to restore the correct anatomy (size, shape) and function of the 

organs and the whole organism. For example, many physiological functions in an organism are 
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supported or coordinated by bioelectricity (McLaughlin & Levin, 2018). Therefore, maintaining body-

wide bioelectric states after regeneration is important.  However, we do not yet understand the 

mechanisms that coordinate cells into tissue and organ organisation in regeneration and how 

bioelectricity modulates these responses as well as how bioelectric equilibrium (homeostasis) is 

restored by an organism after regeneration. This work aims to propose a high-level conceptual 

framework for the regeneration of a simple organism where stem cells and tissue cells communicate 

with each other through bioelectric signals in restoring both anatomical and bioelectric homeostasis.  

Currently, no computational models of bioelectric maintenance and restoration exist. 

As shown in Chapter 1, planaria are also capable of identifying anterior-posterior (A/P) (along the body) 

and dorsal-ventral (D/V) (across the body) polarity so that a small piece of planaria can locate the new 

head and tail correctly as in the normal planarian (Figure 1.1A)  (Lobo et al., 2012).   It has been shown 

that bioelectric signalling can carry anterior-posterior polarity and patterning information in planarian 

regeneration (Beane et al., 2011; Nogi et al., 2005). However, how the remaining cells, in a worm split 

into two segments, for example, re-establish polarity in the two segments in the process of 

regeneration is still unclear. It is plausible that bioelectric signals communicated through GJs and ion 

fluxes are controlled by as yet unknown mechanisms that promote collaboration within the cell 

collective to maintain the correct polarity, geometry and bioelectric pattern of the planaria.   

In the previous chapter, we raised some fundamental questions about regeneration and provided 

hypothetical answers to them.  These questions included: How do stem cells and tissue cells corporate 

to repair local damage? How do stem cells work together in large-scale repair? How do stem cells know 

what to recover and when to stop? Where is such morphological information stored? How do stem 

cells share morphological (pattern) information? And importantly, how does a small body fragment 

regenerate into a fully formed organism with correct polarity?  In our previous chapter, we provided a 

framework to address all these issues as a collective intelligence problem in achieving complete and 

accurate regeneration of the anatomical structure. This framework was based on simple binary 

communication between cells indicating their presence or absence and a simple stem cell arrangement 

where there was only one stem cell per tissue.  Further, it was not designed to restore the original 

function after regeneration.  In this chapter, we address the issue of making the framework more 

biologically realistic with respect to planarian anatomy with a larger number of stem cells, bioelectricity 

as the form of communication between cells, and restoration of bioelectric homeostasis. This raises 

some new questions:  how does a large number of stem cells dispersed through a tissue (as in Figure 

5.1) accomplish regeneration in collaboration with tissue cells? What communication structures are 

involved in this process? How does a cell collective maintain bioelectric homeostasis in the form of a 

body-wide voltage gradient? And how does the body restore bioelectric homeostasis under normal 

perturbations due to physiological functioning as well as in regeneration?   
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In order to progress towards a holistic understanding of regeneration, this study aims to develop a 

conceptual framework for an autonomous regeneration system- incorporating what is known and 

what is required - that recovers from any damage to accurately restore the original anatomical pattern 

(pattern homeostasis) and body-wide bioelectric pattern (bioelectric homeostasis) to support the 

continuation of physiological functioning- resembling the body-wide immortality in planaria even more 

fully than our previous framework.  In the new framework, developed to capture some essential 

aspects of planarian regeneration including body-wide immortality, a change in the bioelectric state 

due to either normal physiological functioning or damage triggers appropriately mechanisms of 

regeneration as well as mechanisms that restore bioelectric homeostasis, as demonstrated on a simple 

artificial (in silico) worm-like organism. The framework could serve as a platform for advancing 

hypotheses to better understand the mechanisms and algorithms of regeneration. It could also 

promote advancements in regenerative medicine in solving biomedical problems such as congenital 

disabilities, injury from trauma, cancer and ageing (Levin, 2011). Further, it could contribute to 

bioinspired computing for engineering self-repairing biobots, artificial robots and synthetic living 

machines (Doursat, 2013; Doursat & Sanchez, 2014; Doursat et al., 2012, 2013; Fernandez et al., 2012; 

Kamm et al., 2018).  

A novel aspect of our proposed framework is concerned with the maintenance of the endogenous 

body-wide voltage gradients (bioelectric homeostasis) under normal perturbations of Vmem due to 

physiological functioning as well as its restoration after physical damage. The other part of the 

framework is concerned with the mechanisms of cell communications through bioelectric signalling to 

recover the exact original geometric pattern (pattern homeostasis). In the current research, our 

previous framework is brought even closer to the cellular makeup and organisation of planaria and 

integrated with the new aspect of bioelectric homeostasis so that the integrated framework 

autonomously maintains pattern and bioelectric homeostasis under any small or large disturbance.      

5.2 Objectives 

The aim of this chapter is to present a new conceptual framework that greatly extends the previous 

framework in chapter 3 to provide a basis for both pattern and bioelectric homeostasis in regeneration 

for an organism containing a larger number of stem cells.  Specifically, the new framework addresses 

all the above questions and proposes some new mechanisms and algorithms to mimic planarian 

regeneration involving communication between a large number of stem cells and their local tissue cells 

using bioelectric signals to maintain both pattern and bioelectric homeostasis under any perturbation 

or damage. 
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5.3 Summary of the framework 

The new framework consists of three levels that cooperate to fully recover the anatomical pattern and 

bioelectric homeostasis in a simple simulated (in silico) worm-like shape with three tissues (head, body 

and tail).  Stem cells, which account for 4% of total cells, produce tissue cells in damage recovery. The 

first level consists of three tissue models where a large number of somatic cells in individual tissues 

collaborate locally to identify their own tissue pattern and damage. The second level is a body-wide 

stem cell network. Both tissues and stem cells are represented as locally recurrent networks of 

perceptrons that communicate through bioelectricity.  These two networks collaborate to repair and 

maintain the whole anatomical pattern under any damage condition. The third level is a body-wide 

macro-level network that connects segments (i.e., groups of stem cells and somatic cells) of the whole 

organism to restore and maintain body-wide bioelectric homeostasis. It is in the form of an Associative 

Memory Network (AMN) that learns the bioelectric gradient and stores the body-wide homeostatic 

bioelectric (voltage) pattern in its attractor. AMN uses this information to automatically restore 

bioelectric homeostasis from perturbations and after full recovery from damage.   

In the next section, we describe the new conceptual framework followed by its computational 

structures in the subsequent two sections. We then present the implementation of the framework for 

bioelectric restoration and pattern regeneration in a simple worm-like structure under small to large 

damage conditions.  The last two sections are devoted to a discussion and conclusions. 

5.4 Conceptual framework for a regeneration system that maintains both 
pattern and bioelectric homeostasis 

In this work, we extend the previous framework with several new features to greatly enhance its 

capabilities for collective decision making in autonomous regeneration as in planaria. As in the previous 

work, we hypothesise that the system is capable of maintenance and regeneration of the whole 

pattern. Damage can occur anywhere and be of any size from a few cells or tissues to the almost entire 

organism leaving only a small fragment. In the new framework, however, with a large number of stem 

cells, regeneration requires an even more flexible framework and effective algorithms to recover from 

any damage. Besides the pattern regeneration in this new condition, the system is also able to self-

regulate the bioelectric state of homeostasis. Our aim is to propose a conceptual and computational 

framework for regenerating the entire pattern even from a small fragment and subsequent restoration 

of bioelectric homeostasis that more closely mimic regeneration in living planaria in nature. 

Our new system contains the following new extensions.  First, we assume that the organism maintains 

a longitudinal bioelectric gradient from head to tail and a transverse bioelectric gradient across the 

body. Briefly refer to Figure 5.5 for a view of the bioelectric (voltage) pattern across our model 
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organism where colours indicate the magnitude of the membrane voltage of the corresponding tissue 

cells. Bioelectric pattern refers to this distribution of membrane voltage of tissue cells across the whole 

organism and living planaria continuously restore this bioelectric pattern as it is vital to the proper 

continuation of functions that sustain its life.  Second, the organism consists of a larger number of stem 

cells (4% of total) distributed throughout the body.  Figure 5.1 shows the distribution of stem cells in a 

living planarian. Third, all communication is according to the body-wide bioelectric gradient. Three 

simple communication formats exist in the framework, as shown in Figure 5.2 that demonstrates an 

example local neighbourhood of stem cells (we discuss this figure in detail later in this section).  

Specifically, tissue cells communicate with each other locally and directly through physical Gap 

junctions (GJ).  Stem cells communicate with (neighbour) somatic cells through ion fluxes released to 

the environment.  This is because there are no fixed GJs between somatic cells that are mobile and 

migrate on demand to various damage sites in the tissue.  Stem cells communicate with each other 

long-range and indirectly through intermediate somatic cells that carry through their GJs ion fluxes 

released to the environment by one stem cell and released into the environment of the receiving stem 

cell.  Importantly, due to the prevalence of stem cells in a tissue, communication of stem cells with 

tissue cells, in general, is limited to the local neighbourhood (i.e., signals travel through only a few 

somatic cells via GJs before a stem cell receives this information through ion fluxes released from its 

neighbour somatic cell). Therefore, in the new framework, stem cells do not employ the concept of 

entropy to maintain tissue integrity. However, they do employ the information field.   

 

Figure 5.2. Three types of communication between cells (red and white cells are stem cell and 
somatic cells, respectively): Communication between somatic cells through GJs; between stem cell 
and somatic cell through ion fluxes; between stem cells through GJs of intermediate somatic cells 
and ion fluxes. 

We present the framework in two parts: conceptual basis and Functional description (Figure 5.3). In 

part one (in Section 5.4.1), we elaborate on the conceptual basis of the framework shown in Figure 

Figure 5.3A. Main elements of the framework are presented in Table 2 and they are shown in full view 

in Figure 5.4 and described in detail in this section.  In part 2 (section 5.4.2), we elaborate on the 
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functional description of the framework shown in Figure 5.3B with algorithmic/computational 

structures as it applies to a simple synthetic worm containing head, body and tail tissues. 

5.4.1 Conceptual basis and organisational view of the framework  

To accommodate the above forms of communication and maintain bioelectric homeostasis, we 

introduce three new concepts in the framework: somatic cell network, stem cell network and an 

Associative Memory Network (AMN) - that communicate through bioelectricity as an integrated whole  

(Figure 5.3A).  These are expanded in Figure 5.4 to show the networks in detail and elaborated in Table 

2, showing the configuration, properties and activities of these networks. Specifically, it proposes a 

high-level (macro-level) body-wide associative memory neural network as a mechanism for 

maintaining and restoring voltage homeostasis (Level 3 in Figure 5.4). This is a neural network trained 

to retain the body-wide bioelectric gradient in its attractor state.  Purpose of AMN is to: (1) produce a 

simple model that maintains the body-wide bioelectric pattern; (2) be a flexible and fault-tolerant 

system, without excessive micromanagement of bioelectric state. Since the total number of cells is 

very large (about 3750 cells), an effective way to represent them in a flexible and fault-tolerant way is 

to group the cells into clusters, each consisting of a group of stem cells and surrounding somatic tissue 

cells, and use clusters as nodes of the AMN (Figure 5.4E).   

 

Figure 5.3. Overview of the framework for anatomical and bioelectric homeostasis. (A) Conceptual 
basis involving the organisation of three networks. (B) Functional aspects of the framework. 

 

For pattern regeneration, the framework employs somatic cell networks (one for each tissue) and a 

stem cell network.  Stem cell network is the driver or engine of regeneration.  Specifically, we design 

regeneration mechanisms through bioelectric communication between a large number of stem cells 
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and somatic tissue cells.  In particular, stem cells in this new framework form an extensive network 

distributed throughout the organism (Figure 5.4B). Both stem cell and somatic cell networks (Figure 

5.4C) are represented by perceptron networks with only local neighbourhood communication (Table 

2 column 2&3). This drastically reduces the amount of computation carried by the system in self-repair. 

Further, as the voltage varies along and across the organism but there are only a few patterns of 

perceptron communication (interior, border etc.), we introduce motifs (repeating patterns) for 

communication within the somatic cell networks and stem cell network (Table 2 bottom of columns 

2&3). These motifs, presented in detail in the next section, further reduces the computational burden.  

As can be seen, we retain the configuration of the somatic cell network (Figure 5.4C) as in the previous 

framework, but communication now is through bioelectricity. The configuration of the stem cell 

network is new; in the previous framework, there were only three stem cells, and they formed a fully 

connected network of linear neurons. The new stem cell configuration is a network of a large number 

of only locally communicating perceptrons.   

 

Figure 5.4. Detailed view of the framework for anatomical and bioelectric pattern homeostasis. (A) 
Three levels of the framework: Level 1- somatic cells structure (bottom – colours indicate voltage 
and there are about 150 stem cells (red dots) distributed through the organism and 3750 somatic 
cells surrounding stem cells (tiny dots filling the whole organism)). Level 2- stem cell structure 
(middle) with information field and Level 3- global nodal structure of AMN (top), that communicate 
together to restore pattern and bioelectric homeostasis. All three levels form computational 
networks. (B) Stem cell network showing connections between stem cells. (C) Somatic cell network 
in a segment of a tissue consisting of a stem cell surrounded by somatic cells. These segments repeat 
to form the head, body and tail tissues that make up the whole pattern. (D) Two nodes of the AMN 
with a connection that represents four gap junctions connecting the somatic cells in respective 
nodes. (E) Detailed view of an AMN node that comprises a segment of a tissue (square blocks) with 
about 300 cells- stem cells (red dots) and somatic cells (white dots). Stem cells communicate with 
their neighbours by indirect interactions through GJs of somatic cells  
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We keep some additional features of our previous framework presented in Chapter 3. First, somatic 

cells store neighbourhood rules which help them assist the stem cells in regeneration. These 

neighbourhood rules refer to local neighbourhood geometry and are the number of neighbours of 

interior cells, border cells, and corner cells. In the current model, we assume that stem cells also keep 

simple neighbourhood rules similar to somatic cells (i.e., rules for border, corner and interior cells).  

Second, stem cells store some minimum pattern information for the tissues in the information field for 

the case where all exterior boundaries are gone without leaving any traces of the original pattern 

boundary. For the example case of our simple worm, the stored pattern information contains 

information for the 3 tissues: length of the body tissue (d), aspect ratio (AR) (length to width ratio) of 

the head, body and tail (AR=1, 3, 1), and the number of corners of the head, body and tail (n=3, 4, 3).  
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Table 5.1. The three cell networks in the framework and their structure, properties and activities  

 Somatic Cell Network Stem Cell Network AMN 

Network 
Structure 

 

 

 

Network Type 

Perceptron network with 
local communication  

Perceptron network with 
local communication 

Auto-Associative  
(Associative Memory) 
network with local 
communication  

 
Communication 

Somatic – somatic cell 
(bioelectric, directly 
through GJs) 
 
 

Stem – stem cell  
(bioelectric, indirectly 
through somatic cell GJs 
and ion fluxes released to 
the environment.  
(i.e., stem cell i ->fluxes-> 
GJs -> fluxes -> stem cell j) 
 
Stem – somatic cell 
(bioelectric, through 
somatic cell GJs and ion 
fluxes released to the 
environment  
(i.e., somatic cell i -> GJs     
-> fluxes -> stem cell j)  

Node – Node (directly 
through node 
connections  

 

 

 
 

Variables 
 
 

Cell Status (damaged or not) Node Voltage 

Cell Voltage Network Weights  

Properties 

Three neighbourhood rules for cell location (interior – 4 
neighbours, border – 3 neighbours, corner – 2/3 
neighbours) 

-Whole Bioelectric 
pattern 
-Communication through 
Network Weights Three perceptron communication Motifs (for 2, 3, or 4 

neighbours) trained to represent the three 
neighbourhood rules for identifying the presence or 
absence of neighbours (i.e., damage). Solid circles 
represent one motif and the other two are obtained by 
adding dashed circles one by one.  wi represent weights 
of the motifs. 

 
Information 

field 
 Minimum tissue pattern 

information (d, AR, n) 
Bioelectric pattern stored 
in the attractor 
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5.4.2 Functional overview of the framework  

The three neural networks operate collectively in sensing damage, detecting where the damage is and 

what is missing, and repairing the damage and finally restoring bioelectric state as presented in the 

high-level view of the system in Figure 5.3B. The logic of the framework is highlighted in five States 

that operate in two modes.  The first mode is about restoring bioelectric homeostasis under normal 

physiological fluctuations in the undamaged organism where the system monitors (State 1), detects 

bioelectric (membrane voltage) changes (state 2) and if the change is smaller than a threshold (10%) 

that is indicative of no damage, then restores bioelectric state using AMN (State 5).  The second mode 

is about damage repair followed by restoration of bioelectric homeostasis. If the voltage change is 

greater than the threshold, this indicates damage and the framework activates stem cell network for 

damage identification (State 3) upon which stem cell and somatic cell networks together repair the 

damage (State 4) and subsequently, the bioelectric pattern is restored by the AMN (State 5).   

In order to prepare the framework to perform the above functions, the components in it need to be 

invested with the capability to do so as follows. The somatic cell network recognises the intact pattern 

of individual tissues of the organism through local bioelectric communication (using neighbourhood 

rules for the border, corner, and interior cells). The AMN gets trained to store the bioelectric 

homeostasis pattern in the attractor.  The stem cell network also recognises its pattern using 

neighbourhood rules for the border, corner, and interior cells, similar to somatic cell networks.  Details 

of the preparation and the operation of the three networks are presented in Section 5.5. At the end of 

this, the system monitors its pattern and bioelectric state (State 1). When there is a voltage change, it 

is first sensed by the somatic cells, and the information quickly reaches the neighbouring stem cells 

due to the close proximity of somatic cells to stem cells. The nodes of the affected AMN thus also sense 

the change as the voltage of an AMN node is the average voltage of all the cells that constitute it. This 

way, all three networks of the system sense the local changes in the bioelectric state triggers one or 

the other of the two modes of operation described above. Next, we elaborate on the operation of the 

network through the 5 States after sensing bioelectric changes.   

a) Bioelectric restoration under the normal physiological function 

When there is a perturbation in the bioelectric state, the first task of the system is to check if the 

voltage change is due to variations under normal physiological functioning or damage (State 2). This 

decision is made by the stem cell network as the engine of regeneration. For damage cases, the change 

in voltage in somatic cells which are nearest to the damage can be above 10%. We assumed an increase 

of 10% in normal operation as in (Reid, Song, McCaig, & Zhao, 2005). In State 2, the somatic cells that 

have experienced a change in their voltage send this information to other cells through GJ and the 
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surrounding environment (ion fluxes). The action of sending information to the outside of a cell 

corresponds to the release of ion and chemicals into the environment. The stem cells receive this 

information and decide whether the change is due to damage or not based on the threshold. Using the 

stated threshold voltage level (set at ±10%), stem cells determine whether the change is due to 

damage or not.  If there is no damage, the stem cell network informs the normal state to the AMN 

when the voltage changes are below 10%. Then, the AMN works autonomously to restore the 

bioelectric homeostasis pattern in the organism by iteratively reaching the stored attractor pattern 

(State 5).    

b) Anatomical pattern and bioelectric restoration under damage 

When there is damage (indicated by >10% voltage change), the stem cell network informs the presence 

of the damage to the AMN. The AMN holds on while the stem cell network identifies whether stem 

cells also have received damage (State 3). The stem cell network with the knowledge of its pattern 

checks for and detect any stem cell damage and restores the lost stem cells.  The somatic cell networks 

with the knowledge of their tissue patterns check for and detect the damage location and boundary 

and assist neighbouring stem cells that migrate to the damage location to regenerate the exact 

pattern. This way, somatic cells and stem cells corporate with each other to maintain the whole pattern 

from any damage (Step 4). For extreme damages involving the loss of all exterior perimeters of 

tissue(s), stem cells access the information field and get the basic pattern information to recover the 

original pattern. After regenerating, the AMN is reactivated by the stem cell network to update the 

voltage in cells in the restored region and restore the bioelectric pattern of the organism (State 5) upon 

which the organism returns to the normal anatomical and bioelectric homeostasis (State 1). With the 

AMN, we introduce the possibility of maintaining the bioelectric state as a global system property that 

represents the normal physiological or functional state of the organism.   

This framework presents a system that mimics planarian regeneration from various damages from 

simple (single-cell damage) to complex large scale tissue damages and regenerates from even a tiny 

fragment with a single stem cell left after damage. Further, the proposed framework is robust with 

high flexibility, adaptability and fault tolerance as in real planaria. In the next section, we present the 

functional details of the framework.      

5.5 Computational (algorithmic) structures of the framework for 
regeneration and bioelectric homeostasis 

In this section, we present the algorithmic structures that constitute the functional aspect of the 

framework.  It presents the model organism and its innate bioelectric state, somatic cell networks 

(tissues) and their operation, organisation of stem cells and stem cell network operation, and the 
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structure and training of the AMN for restoring bioelectric state. Finally, how these 3 levels are 

combined into an integrated framework is presented.       

5.5.1 The model worm and its original geometric pattern and bioelectric state 

The model artificial organism is a simple worm with head, body and tail tissues consisting of stem cells 

and somatic cells (Figure 5.5A).  There are about 150 stem cells (red dots) distributed through the 

organism and 3750 somatic cells surrounding stem cells (tiny dots filling the whole organism) (shown 

with details in Figure 5.4). The organism consists of repeated patterns (square blocks) of stem cell-

centred somatic cell neighbourhoods of size 5 × 5 (Figure 5.4C) (24 somatic cells per stem cell).  Arrows 

in Figure 5. 4C show the closest neighbours of the stem cell. The colours in Figure 5.5A show the body-

wide bioelectric gradient indicating a decreasing cell membrane voltage from head to tail and from 

mid-body to border regions. A/P and D/V indicate the two main axes, Anterior-Posterior and Dorsal-

Ventral, respectively (Figure 5.5B).  

 

Figure 5.5. Planarian structure, innate bioelectric pattern and body axes. (A) Structure of the artificial 
model organism in the form of a simple worm – stem cells are denoted by red dots distributed 
throughout the organism; others are somatic cells (tiny dots filling the whole organism) with 
different colours indicating their membrane voltages. Colours indicate the voltage gradient along 
the length and across the body.  Voltage increases from tail to head and decreases from mid-body 
to exterior regions. (B) The two main axes of the planarian structure: Anterior-Posterior (A/P) and 
Dorsal-Ventral (D/V).  

 

5.5.2 Structural and functional integration of the framework 

The proposed conceptual framework integrates three structural levels of the organism - somatic cell 

structure, stem cell structure and the global cluster/node structure of the Associative Memory 

Network (Figure 5.4A)- and their mechanisms of interaction to restore anatomical pattern and 

bioelectric homeostasis. It represents these structures and mechanisms within a neural computing 

paradigm as follows:   
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At the bottom level (bottom image of Figure 5.3A and Figure 5.4C), somatic cells form a 
network with local neighbourhood communications.  It is represented by a perceptron neural 
network with local interactions for all three tissues of the organism.  Each cell only 
communicates with adjacent cells that form a distributed memory of the location and 
bioelectric state in a local sense.  
 
In the middle level (middle image of  Figure 5.3A & Figure 5.4B), the stem cell network – the 
engine of regeneration- also forms a distributed memory network and is represented by a 
perceptron neural network with local interactions and spanning the whole organism. This 
network combines individual stem cells into a network for identifying and regenerating both 
missing stem cells/whole tissues and somatic cells.  
 
At the top level (top image of Figure 5.3A and Figure 5.4D&E), global (aggregated) nodes form 
a network represented by an Associative Memory neural Network (AMN) that recognises the 
body-wide bioelectric state of the nodes. 
 
The information field surrounds the organism and is accessed by the stem cells and AMN. 

 

The high-level view of the framework with five major states was depicted in Figure 5.3 in the previous 

section. Here we present the operational aspects of the framework corresponding to these five states 

in terms of how it achieves complete regeneration and bioelectric restoration through the operation 

of the three networks: stem cell network, somatic cell network and AMN.  

5.5.3 Algorithms of regeneration in the framework  

In this section, we discuss the specific algorithms of computation in the three levels of the framework.  

We start with the somatic (tissue) cell networks (Level 1) followed by the stem cell network (Level 2) 

and identification of tissue and stem cell damages by these networks.  Then we present the global level 

(Level 3) where the Associative memory network maintains bioelectric homeostasis.   

 

A. Level 1: Somatic cell network (Perceptron network with local communication) 

 

The somatic cells form a network with local neighbourhood communications (as shown in Figure 5.4C, 

extracted from Figure 5.4C and presented below for clarity). Table 2 also presented this format of the 

network). As stated before, it is represented by a perceptron neural network with local interactions 

for all three tissues of the organism. Each cell only communicates with adjacent cells that form a 

distributed memory of its location (interior, border etc.) and bioelectric state in a local sense. In our 

framework, cells communicate through bioelectricity, for which voltage is used as a proxy (Figure 5.2). 

It means somatic cells communicate directly with adjacent somatic cells through electrical synapses 

(GJs through which ions flow between adjacent cells) and they communicate with stem cells through 

ion fluxes released to the environment by the somatic cells adjacent to stem cells.  
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Figure 5.4C Somatic cell network (extracted from Figure 5.4) 

The somatic cell network recognises its structure (and the damaged state) through structural motifs 

(Figure 5.6).  Each somatic cell has either 2, 3 or 4 neighbours depending on its location in the stem 

cell network (interior, border or corner) as in our previous framework. It means that a somatic cell 

receives 2, 3 or 4 inputs from its neighbours. This results in three communication motifs in the somatic 

cell network, as shown in Figure 5.6 and described below with the respective Eqns 5.1 to 5.3.  Table 2 

also provided the format of these motifs.  We call these motifs because they can be applied to all 

(corner, border, interior, respectively) somatic cells regardless of where they are in the organism. As 

voltage varies throughout the body, only the inputs need to be standardised to 0 or 1 before presenting 

to the corresponding motif.  As the voltage is negative throughout the system (See Figure 5.8), an input 

of 1 refers to the presence of a negative voltage and 0 to the absence of any voltage.   

The three perceptron motifs are:   

Motif 1: Two inputs [c1, c2] are normal when [c1, c2] are non-zero values, and other input combinations 

indicate damage. 

𝑦 = {
1     𝑖𝑓 𝑐𝑖 > 0;  𝑖 = 1, 2
0                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5.1) 

 

Motif 2: Three inputs [c1, c2, c3] are normal when [c1, c2, c3] are non-zero values, and other input 

combinations indicate damage. 

𝑦 = {
1     𝑖𝑓 𝑐𝑖 > 0;  𝑖 = 1, 2, 3

0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(5.2) 



 84 

  

Motif 3: Four inputs [c1, c2, c3, c4] are normal when [c1, c2, c3, c4] are non-zero values, and other input 

combinations indicate damage. 

𝑦 = {
1     𝑖𝑓 𝑐𝑖 > 0;  𝑖 = 1, 2, 3, 4
0                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5.3) 

 

Figure 5.6. Perceptron motifs. Three communication motifs (A, B and C) depending on the number 
of neighbours 2, 3 or 4, respectively, in the somatic cell network. 

 

In the normal state, each somatic cell knows the number of neighbours (neighbourhood rules 

extracted from the motifs). The inputs to the perceptron are the voltage of the neighbour somatic cells 

communicated via GJs; if the voltage is not zero, then the input is one; otherwise, it is zero. For 

example, in motif 2 below, a somatic cell receives three signals from neighbours in the normal state, 

but when this somatic cell receives only two signals, then the third input value is zero. 

Unlike in our previous framework, here we allow somatic cells to learn to recognise their neighbours 

dynamically through the training of perceptrons. For training, each perceptron motif starts with 

random weights, as depicted in Figure 5.6. These weights reflect the electrical conductance of Gap 

Junctions between somatic cells in a real planarian tissue.  Bias weight stabilises the outputs.  Inputs 

0/1 represents presence or absence of somatic cells based on their voltage. The motifs were trained 

using Hebbian rule until convergence to a stable state such that each motif can classify whether a 

neighbour is normal or damaged.  The training was quick and completed successfully and the weights 

for the three motifs are presented in Table A1 in Appendix A.    
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Tissue damage identification by the somatic cell network 

In the damage state, individual somatic cells, which are neighbours of damage cells, sense the damage 

through a change in bioelectricity and identify damage through the corresponding motif. The set of 

somatic cells which recognise the missing neighbours becomes the border of damage. This way, the 

somatic cell network can identify borders of any damage.  To illustrate this, refer to Figure 5.7A 

showing a small tissue damage with a missing stem cell (black square).  Red dots are stem cells and 

green dots are somatic cells with a specific voltage (voltage scale was given in Figure 5.5).  (For now, 

please refer only to the tissue damage part (green dots) of this figure; other aspects shown in it will be 

discussed in the next section).  Due to the damage, tissue cells next to the damage receive an increase 

in voltage (yellow cells indicated by the blue arrow in Figure 5.7A).  Applying the motifs, these tissue 

cells in the somatic cell network identify that their neighbours are missing and they become the 

damage border of the tissue.      

 

B. Level 2: Stem cell network – Operation of the regeneration engine 

 

The stem cell network structure is shown in Figure 5.4A&B (extracted and presented below for clarity). 

It is represented by a locally interacting Perceptron network similar to the somatic cell network and  is 

activated by sensed voltage signals exceeding the threshold communicated through somatic cells in 

damage. As stated before, stem cells communicate with neighbour stem cells through somatic cells by 

means of a combination of direct connections through GJs of intermediate somatic cells and indirect 

connections through ion fluxes released in the neighbourhood of somatic and stem cells (Figure 5.2).  

Further, these stem cell communications are either activation (+) or inhibition (-) signals depending on 

their position (from posterior to anterior cells inhibit neighbours, from other directions they activate 

neighbours as shown in Figure 5.4B. (This activation and inhibition pattern follows the optimum 

pattern of nodal interactions found for the AMN network that is described in detail in the next section. 

As stem cells are within AMN nodes, stem cells were made to follow the same interaction format of 

the AMN). Stem cells communicate with each other by activation of the stem cell network only when 

needed (e.g., in damage). Stem cells also communicate with somatic cells as described in the previous 

section.  Depending on the information received by stem cells, it can trigger stem cells to do specific 

actions.  
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Figure 5.4B.  Stem cell network and interactions (extracted from Figure 5.4). Blunted arrows denote 
negative (inhibitory) signals and solid arrows denote positive (activation) signals.  Signals from left 
to right or tail to head direction are negative (inhibitory) and signals in all other directions are 
positive (activation) 

The stem cell network recognises its structure (and the damaged state) through three perceptron 

motifs with the same structure and weights as in the somatic cell network. The inputs to the 

perceptron are the voltage of the neighbour stem cells communicated via somatic cell GJs and ion 

fluxes released into the environment to be picked up by stem cells; if the voltage is negative (e.g., 

neighbour exists) then the input is one; otherwise, it is zero.  

Stem cell and large scale tissue damage identification by the stem cell network 

As the driver of regeneration, the stem cell network is the primary entity in directing damage 

detection.  When some stem cells in the stem cell network sense increased voltages beyond the 

threshold, it has to first identify if there is stem cell damage, and if so, whether it is large scale global 

damage involving completely missing head, body etc. (as in Figure 5.7C) or less destructive damage 

(local damage) involving one or many stem cells and associated tissue damage (as in Figure 5.7A).   

Basically, it has to identify the extent of damage to the stem cell network and from this figure out the 

type of damage to the organism.  To establish if stem cells have been damaged, the stem cell network 

applies perceptron motifs shown in Figure 5.6 to the cells that experienced changes to their voltage 

status sensed through GJs of the intermediate tissue cells.  If all affected stem cells report no missing 

neighbour stem cells, then the damage involves local tissue only without stem cell damage.  In this 

case, the somatic cell network identifies the border of the damage in the affected tissue(s) (as 

described previously for the tissue damage example in Figure 5.7A) and the nearest stem cell migrates 

to the damage border and repairs it.  This damage does not involve tapping into the information field 

as relevant pattern information is contained within the remaining tissue. 
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Figure 5.7. Examples of damage. (A) A stem cell with its tissue damage. (B) The A/P and D/V direction 
polarities in the worm (C) Large damage cases – head, body, and tail missing completely. In A and C, 
red dots are stem cells; other colours are somatic cells with corresponding voltage. Orange arrows 
indicate the patterns of stem cells in the damage border identified by the stem cell network ; Blue 
arrows indicate the border of tissue damage identified by the somatic network 

As for detecting damage to stem cells, although forms of damage can be many, the stem cell network 

uses few specific rules for detecting all types of damage.  These rules are based on the nature of the 

pattern of the damage border created by neighbours of missing stem cells in the stem cell network. 

We explain these rules under two broad categories of: local stem cell damage involving one or many  

stem cells (without whole tissue loss) (e.g., Figure 5.7A); and large scale damage involving loss of whole 

tissues causing damage to large segments of stem cells (e.g., Figure 5.7C).   

With respect to local stem cell damage, refer again to the example damage shown by the black square 

in Figure 5.7A depicting one missing stem cell (and the surrounding tissue fragment).  In this type of 

damage involving one (or more) stem cell, there still remain stem cells to the left, right, above and 

below of the damage, indicative of local (in this case encased) stem cell damage.  In other local 

damages, there may be stem cells only above, below, to the left or right of damage or any combination 

of these arrangements creating many damage scenarios.  To identify all such local damage scenarios, 

Figure 5.7A shows three generic patterns (primitives) (refer to orange arrows and defined below) 

depending on whether the stem cell damage border is in A/P or D/V directions (Figure 5.7B).  Any local 

damage would encompass all three generic patterns or primitives and thus the primitives help identify 

the nature of all local damages without whole tissue loss.  For example, in the one stem cell damage 

case in Figure 5.7A, all three patterns apply, as there are stem cells to the left, right and above and 

below the damage, indicating local (i.e., not whole tissue) damage.  Figure 5.7C shows stem cell border 
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patterns for whole tissue damages. Such damage is identified by the absence of one or more of the 

three primitives in defining the stem cell damage border. These patterns are specified below. 

• Identification of local stem cell damage through primitives applied to pattern of stem cell 
border (Figure 5.7A): All three primitives below should apply 

 

Pattern 1: stem cell damage border has one (or more) stem cells to the left of the damage in AP 

(along the body axis) direction. 

Pattern 2: stem cell damage border has stem cells above and/or below the damage (in DV 

direction).   

Pattern 3: stem cell border has one (or more) stem cells to the right of the damage (in AP 

direction). 

 

• Identification of whole tissue damage through primitives applied to pattern of stem cell border 
(Figure 5.7C):  At least one or more primitives should not apply 

 

When one or two pattern primitives described above are absent in a damage border, it indicates 

whole tissue damage as in Figure 5.7C.   For example, in the case of severed head tissue in Figure 

5.7C, the stem cell pattern has all stem cells on the side of the damage; therefore, only one 

primitive applies and 2 are absent.   

 

In summary, local or large tissue damage anywhere in the organism is identified by the pattern of stem 

cells surrounding each damage (i.e., stem cell border surrounding the damage). This is the pattern of 

organisation of stem cells that have recognised that some (or all) of their neighbours are missing by 

applying the perceptron motifs to the stem cell network where a change in voltage beyond the 10% 

threshold has been sensed.  There are three such stem cell border pattern motifs (1, 2, and 3) for local 

damages depending on whether the stem cell in damage border are in A/P or DV directions,   and 

applying these rules, the local damage is identified.  When these rules do not apply, it indicates whole 

tissue damage (Figure 5.7C).  We describe in some details how these rules apply to identify local stem 

cell damage in the next section.  Then we explain the identification of large-scale stem cell damage 

involving loss of tissues in the following section.   
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Identification of local stem cell damage by the stem cell network  

When the stem cell damage is local, the stem cell network finds the border of stem cell damage by 

applying perceptron motifs and the nature of local stem cell damage by applying the three pattern 

rules described above.  Specifically for the damage case shown in Figure 5.7A, the neighbours of the 

missing stem cell in the stem cell network sense the voltage increase, and by applying perceptron 

motifs, the stem cell network identifies these four neighbours (circled in blue).  These are the stem 

cells that have recognised that their neighbour stem cell is missing from the changes in their voltage 

status sensed through GJs of the intermediate tissue cells.  These then form the border of stem cell 

damage.  Then the above pattern rules are applied to the damage border and it is evident that all three 

rules apply as there are border stem cells to the left, above and below, and right of the damage. This 

indicates local stem cell damage inside the stem cell network.  Then the stem cell network regenerates 

new stem cells to replace the missing ones.  Then, repair of damage to any tissue(s) is accomplished in 

collaboration with the somatic cell network of the affected tissue(s) that identify the damage border 

of somatic cells in the tissue(s).  

Identification of large-scale stem cell damage involving loss of whole tissues by the stem cell network 

When the damage involves whole tissues, the stem cell network identifies the damage border and 

recognises that there is only one border pattern -  all stem cells are on either side of the damage (Figure 

5.7C).  The three border patterns are applied to the damage with the result that not all three are valid 

for this damage. From this, the stem cell networks recognise that a whole tissue(s) is missing.   Now 

the question is how to identify which tissue is missing, head, body or tail, upon which stem cell network 

regenerates missing tissues while tapping into the information field for the minimum pattern 

information of lost tissues.   

For identification of the type of missing tissues, we define few simple rules based on the 

communication between stem cells in the stem cell network with activation (positive) and inhibition 

(negative) signals as shown in Figure 5.4B. In this network, signals from tail to head (P/A direction) are 

negative (inhibitory) and in all other directions, signals are positive (activation).  We use these two 

features to identify the type of missing tissue(s) as follows:     

Rules of identifying missing whole tissues:  

• Stem cells in the damage border pattern receive positive signals but no negative signals. This 

means there is no communication in the tail to head direction (left to right or A/P direction).  

Therefore,  

o If the border stem cells are in the head, then body is missing. 
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o If the border stem cells are in the body, then tail is missing.  

• Stem cells in the border pattern receive negative signals and no positive signals.  This means 

there is no communication from head to tail (right  to left or A/P direction)  

o If the stem cells are in the body, then head is missing. 

o If the stem cells are in the tail, then body is missing. 

 

Summary of rules to identify local and global damages by the stem cell network 

Below we illustrate in summary form how the stem cell network applies the three generic stem cell 

border patterns and two rules for identification of missing whole tissues to recognise local and global 

damages, respectively.   

 
Example 1: Local damage: A stem cell with a surrounding tissue fragment is missing, as shown in Figure 

5.7A. First, the stem cell network determines the nature of damage from the pattern of border stem 

cells. In this border pattern, the network identifies all three generic patterns of stem cells described in 

the previous section.  Thus the stem cell network recognises that it is local stem cell damage inside 

the network.   

Example 2: Whole tissue loss (body missing): The head tissue separates after damage as shown in 

Figure 5.7C. First, the stem cell network identifies the border of stem cell damage in the head tissue, 

which contains all stem cells on the head side.  The network recognises that, of the three generic 

border patterns, only one stem cell pattern applies. This indicates large scale tissue damage.  Then, it 

identifies the missing tissue by using the above rules for identification of lost tissues.  As these border 

stem cells are in the head tissue, they receive positive signals and no negative signals.  From this, the 

network identifies that the body tissue missing. The stem cell network remaining in the head tissue 

regenerates body and tail by tapping into the information field upon which it re-establishes the stem 

cell network and somatic cell network.  Similarly, the body-tail part regenerates the head tissue 

produces another worm.    

Example 3: Whole tissue loss (head missing): Let’s consider the body tissue remaining after damage in 

Figure 5.7C. There are two damage regions: head side and tail side. For each region, the stem cell 

networks identify the damaged stem cell border and recognise that there is only one stem cell pattern 

on either side.  As not all three generic patterns apply, the damage is due to tissue loss.  Then, by 

applying the rules of identification of lost tissues to the stem cell border pattern in each damage region, 

the network identifies that one pattern receives negative signals but not positive ones (head) and vice 

versa for the tail side. Thus it identifies head missing on the left side and tail missing on right side of 
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damage.  Similarly, the stem cell network in the tail tissue recognises that body is missing and head 

tissue recognises that the body is missing.  The remaining stem cell network fragments then regenerate 

three worms from the three split segments. 

 

C. Level 3: Global level Associative memory network (AMN) maintains and restores 
bioelectric homeostasis 

 

This section proposes a hypothetical concept for maintaining bioelectric homeostasis in general 

functioning and restoring it after damage in an organism like the planarian.  The question addressed is 

what minimal and generic approach could allow the remembrance and restoration of the bioelectric 

pattern represented by the membrane voltage of thousands of cells in the organism. We propose a 

global Associative memory network sitting on top of the stem cell network in our framework (Figure 

5.3A).  We assume that the body-wide bioelectric pattern is fault-tolerant in that small scale anomalies 

such as small deviations of voltage at the cell level (much below 10% threshold) does not impact it 

significantly.  Therefore, considering the large number of cells in the organism, a more aggregate form 

of monitoring at a macro level that does not involve all cells in the required computations is justifiable.   

As a proof concept, we divide the organism into 13 segments according to membrane voltage (Figure 

5.8A) as basic units or nodes that form a global Associative Memory Network (AMN) (Figure 5.8B and 

also Figure 5.4A and Table 2) involved in monitoring and restoring the body-wide bioelectric pattern.  

This not only makes the monitoring system fault-tolerant (failure in a single cell does not fail the 

system) but also drastically reduces the amount of computation necessary in maintaining and restring 

bioelectric homeostasis.  The downside is that the voltage is assumed constant within a node in this 

study to keep it simple and test the concept of AMN.  However, in future studies, the constant voltage 

can be considered as the average of progressively changing voltage values across the node in A/P and 

D/V directions.  Thus the average values can be used to derive intermediate values of membrane 

voltage to be assigned to individual cells within nodes, that seamlessly meld with the voltage of cells 

in neighbour nodes to preserve in a more granular sense the bioelectric gradients in the A/P and D/V 

directions.  

The global level Associative Memory Network (AMN) is a recurrent network, which is modified form of 

the fully connected Hopfield Neural Network (HNN) (Hopfield, 1982) that stores specific state vectors 

in one or few attractors. We aim to find a network with minimum connectivity (as opposed to full 

connectivity of all nodes as in HNN) that is sufficient to remember the bioelectric pattern.  The benefit 

of these networks, in general, is that for any distorted input vector (state vector), the network finds 
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the original undistorted form of the same input vector by recalling the closest state vector stored in 

the attractors.  The AMN operates over the whole anatomical pattern of the organism and learns and 

memorises the body-wide bioelectric gradient shown in Figure 5.8A.   

 

Figure 5.8. An organism with the original homeostasis bioelectric pattern and the Neural Network 
representing it.  A) Innate body-wide bioelectric pattern and 13 tissue segments of the organism 
used to monitor it.  The two numbers within a node indicate the node number and the corresponding 
membrane voltage (normalised). Colours indicate the magnitude of voltage and whole voltage 
pattern across the organism denotes the homeostasis bioelectric pattern; B) Associative Memory 
Network (AMN), consisting of the 13 segmented nodes, corresponding to the whole organism and 
proposed to learn and remember the body-wide bioelectric pattern  

 

The AMN has 13 macro-level nodes representing a group of stem cells and somatic cells, as shown in 

the top layer in Figure 5.4A, Figure 5.4D&E and Figure 5.8B. The voltage pattern shown in Figure 5.8A 

(i.e., 13 voltage values) is the pattern we wish to store in the AMN attractor. When this pattern changes 

due to normal perturbations or damage, the AMN should recall the original pattern and re-establish 

bioelectric homeostasis in collaboration with the other two networks.  We do not know if the planarian 

uses a mechanism such as this to keep the bioelectric pattern stable in the body as in this AMN.  

However, we know that the worm does maintain a stable pattern, and we assume that the approach 
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it uses has the attributes of flexibility and fault tolerance, presumably achieved without excessive 

micromanagement and extensive memory requirements.   

Our proposed AMN have the following attributes.  Each AMN node represents a group of cells (300 

tissue cells and 12 stem cells in a node; the head and tail nodes have a slightly different make of these 

cells).  Each node or group represents a constant voltage, and the voltage of all clusters together form 

the body-wide bioelectric pattern. This arrangement allows the AMN nodes to sense voltage changes 

in their constituent stem cells and tissue cells in a global or average sense and react accordingly to 

either to restore the bioelectric pattern under normal function or wait for the stem cell network to 

initiate repair after injury and complete regeneration. Within a node, neighbour somatic cells are 

connected by Gap junctions (GJs) with a particular conductance. A node containing these cells 

communicate with neighbour nodes through pseudo GJs connections reflecting an effective or average 

conductance of the GJs connecting the somatic cells in the neighbour nodes, as shown in Figure 5.4D. 

This makes the AMN accurately resemble the cellular structure and interactions without loss of 

information due to aggregation, which helps it to accurately preserve the average membrane voltage 

profile throughout the body.  These pseudo-GJ conductances are represented by the weights of the 

AMN. The proposed macro-level nodal configuration allows the AMN to represent the whole worm in 

a smaller representative network with grossly similar bioelectric properties to that of thousands of 

somatic cells. This greatly simplifies the required computation to achieve the end results of 

maintenance of homeostasis where all somatic cells contribute to the process.  Moreover, by exploring 

sparse but meaningful connections between nodes in the AMN, we further reduce the computational 

burden on the network substantially.  This may even provide insights into the potential existence of 

efficient and high-level organism-wide networks in an organism.  Basically, we are not eliminating 

anything but simplifying the system.  Since individual somatic cells are not nodes in the network, the 

network is flexible and fault-tolerant.  For example, the AMN gets damaged only if all cells in a node 

get damaged.  Until then, the AMN keeps functioning collaborating with the stem cell network within 

the affected nodes to quickly restore bioelectric homeostasis after repair of any damage to cells within 

a node.  When the perturbation is not due to damage, it automatically restores the original bioelectric 

pattern.   

a. AMN training 

The original HNN is a fully connected (symmetric) recurrent network with two discrete values for states 

(𝑠𝑖 = ±1). When trained with Hebbian learning, these networks converge to at least one attractor. 

Our voltage input pattern vectors, however, are not discrete values of ±1 but a number of real 

(continuous) values. In (Zarco & Froese, 2018), the authors used continuous state HNN with 

𝑠𝑖[−1, +1] and a fully connected asymmetric connection matrix. (asymmetric means weights for 

forward and backward interactions between two nodes are not the same).  This continuous-state 
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network also trained well with Hebbian learning and converged into attractors from any inputs. 

Therefore, in our model, we use real-valued inputs, and we further explore beneficial connection 

arrangements as an alternative to fully connected networks to reduce the computational burden of 

the network in having to work with a large number of weights.     

Inputs in our model are real voltage values corresponding to the states of the 13 nodes in the network 

and scaled to 𝑠𝑖[−1, 0].  (minus value represent a hyperpolarised (more negative potential inside the 

cell than outside) voltage state of the cell membrane)). Figure 5.8A shows the original homeostasis 

bioelectric pattern in planaria represented by the 13 AMN nodes. The desired bioelectric gradient 

pattern is in the range from -25mV to -60mV (milli Volts) which has been reported as the pattern of 

bioelectric homeostasis in planaria (Cervera, Pietak, Levin, & Mafe, 2018; Pietak & Levin, 2017). In our 

model, the desired homeostasis bioelectric pattern of our organism consists of the 13 scaled voltage 

values of (-0.25, -0.3, -0.35, -0.4, -0.4, -0.4, -0.45, -0.45, -0.45, -0.5, -0.5, -0.55, -0.6) shown in Figure 

5.8A and they correspond to the voltage values of the 13 macro-level nodes and represent the desired 

network attractor.  We trained the AMN with a large number of voltage patterns (approximate 600 

patterns) randomly perturbed from the original voltage pattern in Figure 5.8A.  This corresponds to 

voltage patterns that can result from the perturbation of parameters in a set of Differential Equations 

(Eq. 5.4) modelling bioelectric communication between somatic cells via gap junctions as in (Cervera, 

Alcaraz, & Mafe, 2016).   

𝐶𝑖

𝑑𝑉𝑖

𝑑𝑡
= −𝐼𝑖𝑛(𝑉𝑖)−𝐼𝑜𝑢𝑡(𝑉𝑖) + ∑ 𝐺𝑖𝑗(𝑉𝑗 − 𝑉𝑖) +

𝑗 𝑛𝑛 𝑖

∑ 𝐶𝑖𝑗 (
𝑑𝑉𝑗

𝑑𝑡
−

𝑑𝑉𝑖

𝑑𝑡
)

𝑗 𝑛𝑛 𝑖

5.4 

where  𝑉𝑖is the voltage of cell i, 𝐺𝑖𝑗  is the conductance of GJ between cells i and j (𝐶𝑖𝑗 is capacitance),  

nn is the number of nearest neighbours, 𝐼𝑖𝑛(𝑉𝑖) is the current-voltage curve, and 𝐶𝑖is a constant; for 

details of these attributes refer to (Cervera et al., 2016).   

We simply highlight this ODE model to point out that the AMN in functionality represents existing 

bioelectric models of cell networks and in future, this connection can be exploited to integrate cellular 

bioelectric and even molecular models into the framework (i.e., not only bioelectric models but also 

models of slow diffusion of molecules carrying signals for cell division in regeneration).      

In training, the AMN starts with random connection weights that allow for learning the desired 

bioelectric pattern. Basically, we wish the AMN to store the target homeostasis bioelectric pattern in 

its attractor and invoke this pattern in response to any (altered) input voltage pattern vector.  

Therefore, all input patterns generated by perturbing the original voltage should form the basin of 

attraction of the attractor. The learning algorithm goes through the following steps: (1) assignment of 

the initial states of the neurons (from the generated input patterns), (2) convergence of the network 
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for a certain period (network simulation) and (3) application of Hebbian learning that adjusts weights 

incrementally until the network learns (stores) the target voltage pattern in an attractor and correctly 

recalls it from any input voltage condition that the organism may encounter.   

The model dynamics use asynchronous neuron state updates with a rectilinear function (ReLU) in the 

nodes (Figure 5.9) that calculates the output (voltage) si of ith node as follows: 

𝑠𝑖 = 𝜃 [∑ 𝑤𝑖𝑗𝑠𝑗

𝑁

𝑗

+ 𝑏𝑖] ;  𝜃(𝑎) = {
1           𝑖𝑓 𝑎 ≥ 1 

−1            𝑖𝑓 𝑎 ≤ −1
𝑎       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5.5) 

where 𝑤𝑖𝑗 is the connection weight between node i and j, 𝜃 is the transfer function (ReLU) and 𝑏𝑖 is 

the bias weight of node i. In order to be able to store the desired pattern, we set random values for 

the connection weights (w, b) and adjusted them using Hebbian learning rule: 

𝑤𝑖𝑗 = 𝑤𝑖𝑗 + 𝑒 ∗ 𝛿;           𝑏𝑖 = 𝑏𝑖 + 𝑒 ∗ 𝛿;             𝑒 = 𝑇𝑖 − 𝐼𝑖 (5.6) 

where 𝛿 is the learning rate, e is the difference between target pattern T and current input I. 

 

Figure 5.9. The rectilinear function for output (voltage) si of the AMN 

We designed the structure of the network by iteration. We first used a fully connected network as in 

HNN where all nodes communicate with each other.  As this requires a massive amount of calculation 

to find an attractor with a large number of connection weights, we then reduced the connectivity in a 

number of stages to explore a simpler yet meaningful connection configuration that stores and recalls 

the pattern with minimum computation. We found a minimal connection configuration where local 

communication prevails as in Figure 5.10 and where both the computation and memory storage 

requirements are drastically reduced. This resulted in 40 connection weights, a reduction of 87% from 
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312 connection weights for the fully connected network.  This means that the reduced network has 

only 12% of the connections of the full network.  The trained weights of the AMN are given in Table A2 

in Appendix A.  All networks trained easily within few minutes.   

The minimal network topology thus found can be described as follows: 

• Connections from head to tail and in the transverse (from the midline to edges) directions are 

positive (activation signals). 

• Connections from tail to head are negative (inhibitory signals). 

 

 

Figure 5.10. A minimal AMN structure that stores the original bioelectric pattern 

The fact that such a simplified and organised structure emerged was intriguing in itself. Specifically, 

this communication structure means that a node only receives signals from adjacent cells as follows: 

• For Anterior-posterior (AP) axis (longitudinal direction of the body): 

- Positive signals: flow from head to tail 

- Negative signals: flow from tail to head 

• For the Dorsal -ventral (DV) axis (transverse direction of the body):  

- Positive signals flow in both directions from mid-body to edge  

 

Recall that this communication structure between nodes was adopted for the stem cell network as 

well as described in the previous sections.  Further, the above signal flow structure along and across 

the whole organism was used to derive the rules for identification of missing whole tissues by the 

stem cell network as was also presented in the previous section.   
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b. AMN maintains bioelectric homeostasis under regular perturbations   

In this section, we first discuss the algorithms and computations involved in the restoration of 

bioelectric homeostasis under normal physiological conditions and then present those involved in its 

restoration after recovery from damage.  

The voltage of each AMN node 𝑽𝒌 is calculated by the following formula: 

𝑽𝒌 =
𝟏

𝒏
∑ 𝒗𝒊

𝒏

𝒊=𝟏

(5.7) 

where n is number cells in a node (e.g., n=300 cells), 𝒗𝒊 is the voltage of cell i, and k is the node number  

𝑘 [1,13]. Figure 5.12A shows the unperturbed original bioelectric pattern.  Figure 5.12B shows an 

example of perturbed voltage in a single node where one or few of its cells experience voltage change, 

and Figure 5.12C shows the perturbed voltage in all nodes where all cells experience voltage changes.   

A single cell  in a node receives perturbation to its voltage 

Cells may be affected by their surroundings, such as temperature, light, chemicals inside the cells, 

during normal physiological function, causing the voltage to change. According to the literature, 

membrane voltage can change up to ± 10% during normal operation (Reid et al., 2005).  We assume a 

threshold of ±10% for normal perturbations of membrane voltage of a cell.   

Let 𝝐 be the voltage change in a single cell. The updated voltage in node k is presented as:   

𝑉𝑘 = ±𝜖 +
1

𝑛
∑ 𝑣𝑖

𝑛

𝑖=1

;               𝜖 =
𝑣𝑝

𝑛
(5.8) 

where,  𝒑 is the percentage of voltage change, e.g. -10% to 10 %, and v is the original voltage of a single 

cell.    

Many cells receive voltage perturbations  

In the case where many cells undergo changes in voltage (Figure 5.12C), the total voltage change in a 

node Nk (k=1, 2, .., 13) is computed as follows: 

𝜖 = ∑
𝑣𝑖𝑝

𝑛

𝑗

𝑖=1

 (5.9) 

where j is the number of cells in node Nk receiving voltage perturbations 
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The algorithm for AMN recovery of the original voltage pattern from perturbed voltage vector is as 

follows: 

• Get the current altered voltage vector for the nodes (using Eq. 5.8 and 5.9).  

• Input to AMN  

• AMN iterates a number of times until it reaches a steady state which is the original 

bioelectric pattern stored in the attractor. 

• In normal physiological functioning, the network is assumed to make affected nodes 

(specifically, cells within nodes) incrementally alter the bioelectric state until they return 

to the normal state. 

c. AMN maintains bioelectric homeostasis after regeneration   

The AMN restores the bioelectric pattern after the stem cell network completes regeneration. Recall 

that AMN nodes consist of 300 somatic cells and 12 stem cells.  In case of small damages where any 

single AMN node is not completely damaged (i.e., not all cells within a node get damaged), the AMN 

can restore bioelectric state after regeneration of missing somatic or stem cells in individual nodes.   

When a network node gets damaged, the spatial topology of the network is broken. The network will 

then lose the voltage value of the lost node and all connection weights to this node. After completing 

regeneration, the connections from this node to others need to be re-established to restore lost 

connection weights. Further, the voltage of repaired nodes will not be the same as the required and 

therefore, the nodal voltage also needs to be updated.  We assume that after the initial training of the 

AMN, the original bioelectric pattern (bioelectric gradient) captured by the attractor is stored in the 

Information Field along with the connection topology.  After nodes are repaired following injury, the 

AMN (Figure 5.10) retrains itself by accessing the bioelectric gradient from the field until the network 

learns to store it in the attractor and the connections and weights to repaired nodes are re-established.  

The algorithm is below: 

• Initialise connections: Connections from the new node to others are re-established based on 

the topology structure and corresponding weights are initialised with random values (e.g., 0.1 

for positive, -0.1 for negative signals). 

• Retrain the AMN: The network retrains with the target bioelectric pattern accessed from the 

Information Field (since the network has to train only the damaged connection weights, it is 

trained faster than the original network) 

• Restore weights to repaired nodes. 
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• Adjust voltage: Cells in the affected node(s) alter the bioelectric state incrementally until they 

return to the normal equilibrium state. 

In the next section we describe the operation of the whole framework integrating the three 

levels.   

 

5.6 Operation of the framework  

The functional flow chart of the regeneration framework is shown in Figure 5.11, giving an expanded 

view of the 5 states previously shown in the overview Figure 5.3.  We use this flow chart to show the 

operation of the network in normal conditions and damage repair; specifically, to demonstrate the 

maintenance of bioelectric gradient under normal physiological conditions and recovery of both 

anatomical and bioelectric patterns after very small or very large damages.   

  

Figure 5.11. Expanded view of the functional flow chart of the regeneration framework 

 

A. Normal system operation: Maintaining bioelectric homeostasis in regular function  
(States 1 --> 2 --> 5)):   

State 1: Monitor system 

In the intact system, the three networks are in standby mode when everything is normal, and the 

organism is in pattern and bioelectric homeostasis. Further, each cell (stem cell or somatic cell) has, as 

it is property, the knowledge of how many neighbours it has and its position in the system (interior, 

border, or corner). AMN has captured in its attractor the spatial pattern of the voltage distribution 

through the voltage of its nodes. Its connection weights depict representative gap junctional 

conductance between nodes.  
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State 2: Detect bioelectric changes (somatic cell (SN) and stem cell (SCN) networks) 

The bioelectric state can get perturbed due to external (damage) or internal factors. The perturbation 

causes the flow of bioelectric signals from the affected somatic cells through their GJs and then 

released into the surrounding environment (as ion fluxes) in the vicinity of stem cells. Stem cells receive 

this signal, and if a change in voltage is equal or smaller than 10%, they activate the AMN to restore 

the bioelectric pattern (State 5). Otherwise, if the change in voltage is equal to or higher than 10%, 

they move to the identification of damage (State 3). 

State 5: Restore bioelectric pattern (AMN) 

If there is no damage, the AMN adjusts the voltage of cells to return the system to the equilibrium 

state as described in the previous section.  Specifically, starting from the current bioelectric state, it 

iteratively updates the voltage of the affected nodes until the whole bioelectric pattern converges to 

the homeostasis voltage vector stored in the AMN attractor.  From the perspective of physiology, this 

process involves activation of molecular pathways that operate to adjust membrane voltage of 

individual somatic cells through modulation of relevant ion channels and other proteins, which is 

beyond the scope of this thesis.        

B. Damage detection and regeneration (States 3 and 4) 

The damage recovery is covered by States 3 and 4 in Figure 5.11. As shown, there are many types of 

damage covered in these 2 States ranging from damage involving one or more somatic cells (tissue 

damage), one or more stem cells (stem cell and local tissue damage), and multiple tissues or large parts 

of the organism including those damages where only a tiny fragment of the body remains.  

State 3: Identify damage (stem cell network) 

After an injury, somatic cells around damaged cells increase their voltage as they pick up ions released 

by the damaged cells into the surrounding and their bioelectric status change to “damage” indicating 

they have been disconnected from the damaged cells resulting in loss of GJs. The increased voltage 

signals then spread from these somatic cells through GJs and ion fluxes until they reach the closest 

stem cell(s).    

All stem cells that receive damage notification from somatic cells start identifying the damage.  First, 

they start to check if the stem cell network has received damage and lost stem cells (State 3a).  These 

stem cells communicate with their neighbours using the applicable perceptron communication motif 

depending on their location in the network as described in the previous section.  After some iterations, 

all stem cells update their status. If no stem cells are missing (State 3a and NO), there is only local 

tissue cell damage.  If any stem cells are missing (State 3a and YES), then the stem cell network has to 

establish whether the damage involves completely missing tissues (State 3b and YES) or more 

contained tissue damage (State 3b and NO).  When stem cells are missing, their neighbour stem cells 
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will change the status to “damage”. The stem cells with “damage” status will define the stem cell 

damage border and then the stem cell network applies the rules presented in the previous section to 

identify whether the damage is tissue contained (State 3a and NO) or involves missing whole tissues 

(head, body etc.) (State 3b and YES).    

State 4: Regeneration 

Depending on the type of damage, the corresponding processes are executed to recover from damage. 

If the damage involves only somatic cells leaving stem cells intact, then closest stem cell moves to the 

damage location and produces new somatic cells (State 4(a)).  If the damage involves a stem cell with 

small surrounding tissue damage (State 3b and NO), then the networks find the stem cells making up 

the damage border, and by applying the three generic patterns discussed in the previous section, it 

recognises that it is a local stem cell damage.  Then the closest border stem cell with “damage” status 

moves to the somatic cells with “damage” status and produces a new stem cell (State 4c) upon which 

the new stem cell produces new somatic cells to recover the tissue from damage (State 4a).  The 

voltage of the new stem cell and somatic cells is not identical to that of the original cell and could be 

either similar to the voltage of the stem cell that produced it, or between the original voltage and that 

of somatic cells in the damage border. 

In the case of relatively larger tissue damage (e.g., an AMN node consisting of multiple stem cells) 

(state 3b and NO again), the remaining stem cell network identifies the stem cell border pattern and, 

by applying the three generic patterns to the border, recognises the nature and extent of multiple 

stem cell damage.  Then the stem cells on the border reproduce new stem cells (State 4c) and somatic 

cells (States 4a).  However, due to each new stem cell being responsible for producing only a square 

block of tissue (24 somatic cells), the repair can require more new stem cells to complete regeneration 

(State 4b). Further, if the damage involves tissue exterior leaving a segment of the original border, new 

somatic cells use the remaining tissue geometry as cues to completely recover the damage tissue parts.  

If the damage completely removes one or more sides of the tissue without leaving any cues, then the 

minimum tissue pattern stored in the Information field is extracted by the stem cells to fully regenerate 

the tissue.   

In the case of multiple tissue damage (missing head, body etc.) (State 3b and YES), stem cell border 

becomes open separated into two parts.  As this does not conform to the three generic border 

patterns, the two rules for identifying the missing whole tissues described in the previous section are 

applied to the stem cell border pattern.  From this which tissue(s) is missing is established.  Then, new 

tissues are generated by using the minimum tissue pattern information stored in the information field 

by the stem cells (State 4d) and the tissues are regenerated concurrently so that they grow 

incrementally to the required size (States 4e).   The voltage of the new stem cells and somatic cells 
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could be either higher or lower than the voltage of the stem cells that produced them due to the 

bioelectric gradient decreasing along A/P direction (from head to tail). 

5.7 Implementation of the framework for bioelectric restoration and pattern 
regeneration 

In this section, we demonstrate the implementation of the framework on a simple synthetic worm to 

show that it efficiently and robustly recover from very simple to very complex damages. We consider 

two main types of damage: partial tissue damage with intact stem cells; and severe damage associated 

with loss of stem cells and tissues or whole body parts (head, tail etc.).  We also show that the 

framework efficiently restores the bioelectric pattern due to normal perturbation or damage.  

5.7.1 Restoration of body-wide bioelectric voltage pattern due to normal 
perturbation (without damage) 

In the resting condition, the original body-wide bioelectric pattern has the form of Figure 5.12A.    

When a cell or few cells experience a change in voltage, the corresponding AMN node k that the cells 

reside in also undergoes a change in its voltage 𝑽𝒌  (Figure 5.12B).  This triggers the AMN network to 

restore the original bioelectric pattern of nodes.  The cells that underwent a change, thus restore their 

original voltage (Figure 5.12D). The AMN acts as a mechanism to help nodes communicate with fixed 

(already trained) connection weights so that they can collectively maintain the voltage in the 

constituent cells after any change. Specifically, starting with the altered voltage pattern as input, AMN 

retrieves the original voltage pattern stored in the attractor in a series of steps. This process of the 

gradual restoration of voltage in steps can allow cells to incrementally produce the required changes 

in voltage. As stated earlier, physiologically, this return to the original state happens through the 

altered bioelectric state activating the corresponding molecular signalling networks involving ion 

channels and other signalling proteins in the affected cells.  The AMN will keep them activated until 

the system returns to the original bioelectric state. If a great number of (or all) cells change their 

voltage from the equilibrium values as shown in Figure 5.12C, the AMN similarly restores the original 

bioelectric pattern (Figure 5.12D) in a series of steps.  This way, the framework restores bioelectric 

homeostasis under any disturbance.   
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Figure 5.12. Perturbation and restoration of body-wide bioelectric voltage pattern. (A) Normal 
equilibrium voltage pattern (homeostasis); (B) One cell or few cells in a node change voltage up to 
10%; (C) All or most cells in all nodes change voltage up to 10%; (D) Worm after recovering the 
original voltage pattern through the activation of the AMN 

 

5.7.2 Recovery from Damage  

A. Simple damage with one somatic cell missing 

This is a case of cell death due to ageing or harmful factors such as trauma or toxic chemicals (as shown 

in Figure 5.13A and enlarged in Figure 5.13B). Damaged cell membranes lead to cell death. This process 

is called Necrosis. 

Description:  

This is a simple damage type where only one somatic cell is missing anywhere in the organism. When 

a somatic cell dies, connections between the damage cell and its neighbours (somatic cells) through 

GJs are lost. The voltage of its neighbour cells increases by >10% (Reid et al., 2005) due to chemical 

signals released from the dead cell. 

Detect bioelectric changes (State 2): 

Somatic cell network recognises the change in voltage and then send bioelectric signals through GJs 

and ion fluxes to stem cells. Stem cell network senses the changes in voltage through ion fluxes.  

Damage identification (State 3): 

Due to voltage change being greater than 10%, there is damage, and the stem cell networks start to 

identify damage. Specifically, after sensing the increased voltage indicative damage, the neighbour 
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(somatic) cells apply the motifs to confirm the damage and change their status to “damage”. As 

illustrated in Figure 5.13B, somatic cells with “damage” status (yellow colour cells) are neighbours of 

the damage cell (black cell) and become the damage border. These somatic cells release bioelectric 

signals (status and voltage) to the surrounding. The nearest stem cell (dark red cell in Figure 5.13B) 

receives the chemical signal from the damage cell and bioelectric signals from its neighbour somatic 

cells that confirm the damage. The stem cell conducts a quick check on its neighbour stem cells by 

applying the relevant perceptron motif and senses that all its neighbour stem cells are normal (State 

3a). In this case, only one somatic cell is lost. 

 

Figure 5.13. An example of a somatic cell damage – (A) One damage somatic cell (black cell); Solid 
line circular is highlight the affected cell area (B) Damage identification: neighbours (yellow colour 
cells) of the damage cell. The red cells are stem cells in this tissue; A dark red cell is a stem cell which 
is affected  by the damage cell (C) Regeneration of missing cell by the affected stem cell (the 
producing stem cell); the new cell with voltage as the producing stem cell; (D) AMN recovers the 
equilibrium bioelectric pattern. 

Regenerate (State 4): 

As the stem cell is already near the damage border, it moves to the border and divides to produce a 

new somatic cell (State 4a). The voltage of the new cell is similar to the voltage of the stem cell that 

produced it. After regenerating, the new cell establishes connections with its neighbours and 

accordingly establish the relevant neighbourhood rules and motifs (Figure 5.6). All cells in the damaged 

border re-check their neighbours and update their status. As all these cells have the correct number 
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of neighbours as in the initial state, their status changes to “normal” (State 4b). Then, the stem cell 

returns to its original place in the tissue and activates the AMN to restore the bioelectric state (State 

5).   

Recovery of voltages (State 5): 

After successful damage recovery, the stem cell activates the AMN to recover the voltage similar to 

the case without damage.  The increase in voltage in the cells in the damaged area (yellow and dark 

red cells in Figure 5.13B and C) has resulted in a slight increase in the voltage of the corresponding 

AMN node.  After activation, AMN uses the bioelectric state after recovery as input and returns the 

voltage of the altered nodes to the normal state in a series of steps (Figure 5.13D). 

B. Number of somatic cells missing 

The case of more than one somatic cell missing is similar to one cell missing (Figure 5.14). However, 

more than one stem cell may check for damage and implement recovery. Figure 5.14 illustrates an 

example case where five somatic cells (black) have been lost. Somatic cells determine the border of 

damage (yellow colour cells in Figure 5.14B.  Here, three stem cells recognise that there constituent 

somatic cells have been damaged (Figure 5.14C) and recognise what/where the damage is. Here, only 

somatic cells are gone, and each stem cell repairs the tissue in its neighbourhood (Figure 5.14C), and 

then AMN restores the original voltages (Figure 5.14D). 
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Figure 5.14. An example of five somatic cell damage – (A) Five damaged somatic cells (black cells); 
(B) Damage identification: damaged cells and their neighbours (yellow colour cells); burgundy cells 
and red cells are stem cells in the affected area and unaffected stem cells; (C) Regeneration of 
missing cells; the new cells (with increased voltage) are among yellow cells, depicted by green 
colour; (D) AMN recovers the original bioelectric state 

 

C. A stem cell with its surrounding tissue damage  

Description:  

This is a more complex damage case where stem cells and a considerable number of somatic cells 

(about 24 cells) are gone (Figure 5.15A).  An example damage region is shown in Figure 5.15B where a 

stem cell and its surrounding tissue are missing (black square).  

Detect bioelectric changes (State 2):  

Stem cell network senses the damage as described previously since the voltage change is greater than 

10%.  It then attempts to identify the damage.  

Damage identification (State 3): 

As in the previous case of only somatic cell damage, somatic cells which are neighbours of damage 

cells sense the damage (yellow border in Figure 5.15B) and send signals to the surrounding. As shown 

in Figure 5.15B, four nearest stem cells (four dark red cells in Figure 5.15B) receive the bioelectric 

signals and quickly check their stem cell neighbours by using the perceptron motifs. This establishes 
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that a neighbour stem cell is missing (State 3b). To identify the nature and size of damage, the four 

stem cells encompass all three previously defined generic pattern primitives for borders.  This means 

that the damage is local damage and is surrounded by these stem cells.  

Regenerate (State 4): 

The stem cell in the pattern 1 or 3 migrates to the damage region and repairs it (State 4c). It first 

produces a new stem cell with the same voltage as the producing stem cell. The new stem cell then 

produces a new tissue with 24 somatic cells guided by the damage border (State 4a). In this case of 

interior damage, new somatic cells fill the damage region at which point regeneration stops (Figure 

5.15C) (State 4b). For similar tissue damages extending to the boundary of the tissue, the new cells are 

produced until they come into alignment with the existing boundary cells to achieve the correct final 

shape of the tissue. 

Restore voltage (state 5):  

After successful damage recovery, the stem cells activate the AMN to recover the bioelectricity pattern 

(Figure 5.15D) as in the previous example. 

 

Figure 5.15. A stem cell with tissue damage and regeneration. (A) A stem cell and surrounding tissue 
damage; (B) Identification of damage- black square  (yellow cells show the damage border of the 
somatic cell network and red dots show the damage border of the stem cell network;  (C) After 
regeneration of missing stem cell and somatic cells; (D) AMN restores body-wide bioelectric pattern. 
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D. Many stem cells with surrounding tissue missing – an AMN node damage 

Description:  

A relatively large damage (about 300 cells) involving 14 stem cells and surrounding somatic cells in the 

interior of the body is shown in Figure 5.16A and in the magnified view of damage region (black square) 

in Figure 5.16B. This is damage to a node in the AMN.  The methods of sensing, identifying and repairing 

the damage are similar to the methods of the previous case (a stem cell and surrounding tissue 

damage). Specifically, the stem cell network first identifies missing stem cells and the damage border 

in the stem cell network (dark red dots (stem cells) surrounding the black square in Figure 5.16B), and 

somatic cell network identifies missing neighbour somatic cells and identifies the damage border in 

the tissue (yellow cells surrounding black square), using the perceptron motifs. Figure 5.16B-D show 

the regeneration steps for this damage case. 

Restore voltage (state 5):  

As a node in the AMN is gone, we apply the algorithm in section 5.5.3.C. above to restore bioelectric 

homeostasis.  This algorithm is shown again below for convenience.  

The algorithm for recovering the voltage: 

• Initialise connections: Connections from the new node to others are re-established based on 

the topology structure, and corresponding weights are initialised with random values (e.g., 0.1 

for positive, -0.1 for negative signals). 

• Retrain the AMN: The network retrains with the target bioelectric pattern accessed from the 

Information field 

• Restore weights to repaired nodes. 

• Adjust voltages: Cells in the affected node(s) alter the bioelectric state incrementally until they 

return to the normal equilibrium state. 
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Figure 5.16. Large damage of the size of an AMN node, including 12 stem cells and 300 somatic cells. 
(A) Damage region (black square) where cells are missing; Dash lines indicate the affected cell area  
(B) Somatic cell network identifies border surrounding tissue damage (yellow border) and stem cell 
network identifies its damage border (dark red dots surrounding the damage); (C) damage area and 
surrounding tissue after regeneration (yellow indicates that voltage in the region is higher than 
normal (D) AMN restores the body-wide bioelectric pattern. 
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E. Damage to whole body parts – head, body or tail completely missing 

 

Figure 5.17. Damage to whole body parts – the worm is cut into three tissue: head, body and tail 
completely separating each other. Blue arrows indicate the borders of damage identified by somatic 
cell network.  Orange arrows indicate the stem cell borders identified by the stem cell network.  

Description:  

The worm is cut into three parts: head, body, and tail, as shown in Figure 5.17. 

Detect bioelectric changes (state 2):  

Stem cells and somatic cells sense the voltage change as described in the previous example cases. 

Damage identification (state 3): 

In each tissue, stem cells identify missing stem cells by applying perceptron motifs (State 3a&b) and 

then identify the type of damage as whole tissues missing. Specifically, first, somatic cells identify the 

border of damage (blue arrows in Figure 5.17) and send signals to the surrounding. The stem cells close 

to damage borders receive the signals and quickly check their neighbours (stem cells) by using the 

perceptron motifs. This establishes the borders of stem cells. Now the task is to identify the severity 

of damage.  By applying the three generic border patterns to the actual stem cell borders, it is found 

that these border stem cells encompass only one generic pattern. It means that this is whole tissue 

damage. Then, these stem cells identify the type of damage using the tissue damage rules defined at 

the end of section 5.3b as follows. 

 

Head tissue is severed:  

The border stem cells in the head tissue do not receive any inhibitory signals along AP direction (from 

body side) while they still receive normal activation signals (from the head side), so it recognises that 

the body is lost.  
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Body tissue is severed: 

The stem cells on the border of the stem cell damage identify the type of damage as head tissue 

missing.  Specifically, 

●   Damaged Side on the Left: Stem cells do not receive activation signals along AP direction (from the 

head side) while they receive inhibitory signals (from the tail side); therefore, it recognises that the 

head is lost.  

●   Damaged Side on the Right: Stem cells do not receive inhibitory signals along AP direction (from the 

tail side) while they still receive normal activation signals (from the head side), so it recognises that the 

tail is lost. 

Tail tissue is severed:  

The stem cells close to the damage side identify the type of damage as head and body missing. These 

stem cells do not receive activation signals along AP direction (from the head side) while they still 

receive normal inhibitory signals (from the tail side), so it recognises that the body is lost.  

All three separated tissues regenerate into three separate worms, as described below (Figure 5.18 and 

Figure 5.19). 

Regenerate (State 4): 

Head regenerates body and tail: 

Stem cells in the damaged border produce new stem cells for body and tail, transfer pattern 

information from the information field (AR, d, n) to them (State 4d), and then they produce their 

corresponding tissues (body and tail tissues) concurrently (Figure 5.18B) (State 4e). Voltage values of 

new stem cells are smaller than that of producing stem cell due to the bioelectric gradient decreasing 

continually from head to tail. Body and tail regenerate concurrently starting from small tissues and will 

then grow into the exact original form following shape information taken from the Information field 

(State 4d), as shown in Figure 5.18B-E. Finally, the AMN restores the network configuration and 

retrains the weights using the original bioelectric pattern stored in the field, and this way restores the 

voltage of the repaired nodes (State 5) and brings the  whole worm to the equilibrium voltage pattern 

(Figure 5.18F) (State 1). 
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Figure 5.18. Head regenerates body and tail.  (A) Severed head tissue showing stem cell border close 
to the damage site; (B-E) Production of body and tail stem cells by the stem cells in the stem cell 
border and concurrent regeneration of head and tail tissues until full recovery of anatomy and (F) 
AMN restores body-wide bioelectric pattern.   
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The body regenerates head and tail: 

 

Figure 5.19. Body regenerates head and tail.  (A) Severed body tissue; (B-E) production of new head 
and tail stem cells from the stem cells on the respective stem cells borders to regenerate head and 
tail tissues that grow incrementally until the full form is achieved; (F) AMN retrains the network and 
restores the original bioelectric pattern.   

Left side damage: 

Stem cells at the border produce new stem cells for head regeneration and transfer pattern 

information (State 4d) to them as in the previous case. Here, the voltage of the new stem cells is higher 

than that of the producing stem cell due to bioelectricity increasing from tail to head. The new stem 

cells produce a small head tissue (Figure 5.19B) at the centre of the damage border. The head increases 

its size and number of stem cells based on neighbourhood rules and pattern information (d, AR, n) 

(Figure 5.19B-E) (States 4). 

Right side: 

The mechanism is similar to the methods on the left side. Here, a tail is regenerated with a lower 

voltage. Regeneration steps are as in the (Figure 5.19B-E) (States 4d&e).  

After regenerating the head and tail, the AMN restores the voltage in the whole worm by reconfiguring 

and retraining the AMN (Figure 5.19F) (State 5). 
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The tail regenerates body and head: The process is similar to head regeneration steps. 

We also simulated some complex and severe damage cases which are presented in Appendix A. 

5.8 Discussion 

In this Chapter, we asked the question of whether it is possible to conceptualise the mechanisms and 

algorithms of regeneration of an amazing model organism like planarian that achieves body-wide 

immortality and maintains bioelectric homeostasis that allows the organism to continue functioning. 

We proposed an autonomous computational self-repair framework for a simple in silico worm that 

displays body-wide immortality and restoration of bioelectric homeostasis much like the planarian.  

The model combines three levels: somatic cell networks and stem cell network for damage 

identification and full and accurate recovery from diverse forms of injuries, and a high-level Associative 

Memory neural Network (AMN) for the restoration of body-wide bioelectric homeostasis.  The efficacy 

in recovery from several very small to very complex damage cases was demonstrated in the 

implementation of the framework. The three networks work collectively as an integrated whole to 

operate the system to maintain the normal anatomical pattern and bioelectric homeostasis. We 

believe that this is the first work that provides a conceptual basis and algorithms explaining how an 

organism like the planarian can maintain and restore morphology and the bioelectric pattern.   

The somatic cell network mainly focuses on detecting and identifying the border of tissue damage and 

transfer bioelectric signals to the stem cell.  Stem cells as a network are the engine of regeneration.  

They sense the tissue damage, recognise and repair any stem cell damage, and repair any amputated 

parts as necessary. The AMN, which is a modified form of Hopfield network in this proposed model, 

mimics an unknown mechanism in planaria that maintains the voltage in each cell and the bioelectric 

gradient along and across the worm. In this model, bioelectricity is a fundamental property of the cells 

that helps cells communicate with each other to keep the original pattern and bioelectric gradient.  

Through bioelectric signalling, the stem cells can detect, identify, and locate the damage that guides 

them to know where to move to reach the location of the injury.  

Our model contributes several concepts and algorithms to advance computational models of 

regeneration and a potential framework to generate hypotheses about the mechanisms of 

regeneration to advance the knowledge of regeneration. In this regard, we compare our model to the 

state-of-the-art computational regeneration models to demonstrate its novelty and efficacy. We have 

made a number of improvements to our previous model in Chapter 4.  

Firstly, we proposed a greater number of stem cells, about 4% of the total. In the previous model, only 

three stem cells represented three tissue.  In the new framework, a large number of stem cells are 

distributed within tissues. Secondly, we introduced two types of bioelectric communications- through 
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gap junctions (GJ) and through ionic fluxes released to the cell surrounding. Somatic cells use physical 

GJs to connect to and communicate with adjacent cells, while stem cells maintain long-range 

bioelectric communications propagated through the intermediate somatic cells (through GJs and then 

released into the surrounding). Compared to our previous model (Chapter 4) where we used long-

range interactions by which a stem cell in the head can communicate with a stem cell in the tail, in this 

extended framework, stem cell communications are contained within a local region but a network of 

stem cells is distributed throughout the organism. This stem cell network is the driver of regeneration. 

Thirdly, we used an Associative memory network, a modified Hopfield neural network, as a mechanism 

to help the worm maintain the bioelectric gradient at equilibrium state in the body. We found a 

minimal network configuration for AMN (with the tail to head inhibition and head to tail activation) 

that efficiently stores and retrieves the equilibrium bioelectric pattern in 13 nodes each consisting of 

about 300 somatic cells and about 12 stem cells. This structure helps the body maintain a bioelectricity 

gradient from head to tail. From the AMN network configuration, we also established the connections 

between stem cells (directional activation and inhibition similar to the AMN).   

Finally, we used three perceptron motifs which are trained for the stem cells so that the stem cell 

network can determine missing neighbour stem cells. Similar motifs were applied to the somatic cell 

network so that they can identify missing somatic neighbours. Weights of these motifs represent the 

bioelectrical conductance of Gap Junctions between somatic cells in living multicellular structures. 

These three motifs use cell voltage as inputs to communicate an output from a cell located anywhere 

in the organism. The two networks collaborate seamlessly to complete repair upon which the AMN 

restores the bioelectric gradient.  For identification of various types of stem cell damage ranging from 

one or few stem cell damage to completely missing whole tissues, we proposed 3 simple rules applied 

to the pattern of the stem cell damage border consisting of stem cells that identify that their 

neighbours are missing.        

In (Bessonov et al., 2015), all cells send and receive signals from each other and also compute the total 

received signals from other cells. The model has limited effectiveness due to the requirement of a lot 

of communications and computations from cells. In our model, somatic cells only communicate with 

adjacent cells through GJs and operate a simple motif. Stem cells sense the voltage in somatic cells in 

the neighbourhood and only interact with neighbour stem cells in a local region and do limited 

computation (applying the motif) when needed. The AMN with a simple structure of nodes and 

minimal interactions also does limited computations when it trains or retrains the network, which is 

quick due to the minimal network topology. Importantly, the AMN provides fault tolerance and 

flexibility without excessive micromanagement in bioelectric homeostasis.     
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In (Tosenberger et al., 2015), the authors proposed a global submodel which restores the original 

position of stem cells after some perturbations and a local submodel in which a stem cell maintains a 

circular tissue of cells. In our model, we do not arbitrarily alter the position of stem cells and restore 

their initial position. Instead, stem cells in our model move to the damage site and produce new cells 

(both stem cells and somatic cells) to repair the damage. The stem cells also regenerate the required 

size and shape of the worm from any damage correctly without culling cells unnecessarily (as in 

(Tosenberger et al., 2015)).  Stem cell network repairs most damages using pattern information left in 

the intact tissue after damage; only in extreme cases where the whole perimeter of tissues are gone 

that they tap into the information field to extract minimum pattern information for the tissues.   

An agent-based model (Ferreira et al., 2016) proposed by Ferreira et al. had a series of further 

improvements (Ferreira, Levin, & Scheutz, 2017; Ferreira, Scheutz, et al., 2017b; Ferreira et al., 2018; 

Lobo & Levin, 2015). Their model requires not only too much information to be remembered by stem 

cells but also a lot of communication between stem cells and somatic cells in the form of information 

packets needed for recognition of the form and regeneration.  Regeneration accuracy of their model 

depends on the information in the packets. It is a trade-off between pattern information in the packets 

and regeneration rates. It can regenerate a whole organism correctly when a packet goes too far, which 

requires too much information to be remembered.  Our framework relies on minimal communication 

and information burden with few neighbour rules for communication for the border, interior and 

corner cells; and three simple rules for identifying the extent of stem cell damage.  It keeps minimal 

pattern information and the bioelectric gradient (attractor of the AMN) in the field so that they can be 

accessed by stem cells and AMN when damage is extreme.   

The model in (De et al., 2017) has two elements: a neural network (representing the nervous system) 

and non-neuronal cells that communicate with each other.  However, the model does not have the 

ability to sense and detect damage, while these features are important in autonomous regeneration 

in a living organism like the planarian. While this is one of the more bio-realistic models relying on 

physiological variables for regeneration, it fails to achieve complete regeneration.  It produces and 

destroys too many cells before reaching a final form with some success. The accuracy of repair also 

depends on the form of damage. In our model, somatic cell and stem cell networks sense and repair 

damage immediately through GJs and bioelectric signals. Our model allows proper regeneration from 

any amputations and restoration of the equilibrium bioelectric pattern of the worm. 

Although our model has efficiently emulated some important aspects of planarian regeneration, it has 

a number of limitations that can be improved. First, the form of the organism in this model is simple 

that needs to extend to a more complex worm with eyes, pharynx and a more realistic shape like the 

real planarian. Second, the voltage of somatic cells in each AMN node is fixed at a constant value that 
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approximated the known body-wide bioelectric gradient of planaria.  These values can be made to vary 

within a node to achieve a more refined bioelectric gradient maintained by the AMN. The current-

voltage values represent those that can be produced by partial differential equation-based models of 

voltage patterns produced by bioelectric communications between adjacent cells through Gap 

junctions. Our framework can combine these models and the models of the diffusion of important 

signalling molecules to represent bioelectric communication with molecular signalling pathways to 

activate biological processes such as cell division.  This will further enhance the collective intelligence 

and decision-making capacity with the capture of all the processes involved in regeneration that will 

make the system more resemble living planaria. 

5.9 Conclusions 

In this research, we developed a conceptual framework explaining mechanisms and algorithms in 

autonomous regeneration or self-repair that mimicked some important features of planarian 

regeneration, including body-wide immortality and maintenance of bioelectric homeostasis.  This 

computational model is very robust, plastic and fault-tolerant in simulating regeneration in an artificial 

organism. The communication between cells is minimised, where cells only communicate with 

neighbours or in a local region. The combination of the three networks enhances collective intelligence 

and decision making that helps the system efficiently maintain the normal state and repair when 

necessary. In future, we will extend the model into a self-recognising and self-organising system that 

is increasingly analogous to living organisms.  As much knowledge of mechanisms of regeneration, cell 

to cell communication (between somatic cells and stem cells and among themselves) and the 

mechanisms of bioelectric homeostasis, is yet to be uncovered, our proposed conceptual framework 

allows advances to be made in generating hypotheses about these mechanisms and algorithms of 

regeneration. This could lead to future biological experimentation and discovery. Further, our 

comprehensive regeneration framework can inspire self-repair models in other domains, design of 

new biobots and artificial robots and promote bio-inspired computing for self-repair in other complex 

systems 
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Chapter 6 

Summary, Conclusions and Future Directions 

The overall goal of this thesis was to develop a conceptual framework for biological regeneration that 

allows regeneration from any damage similar to body-wide immortality of planaria and facilitates the 

generation of hypotheses for the potential mechanisms and algorithms of regeneration that allow such 

extreme form of recovery. The main objective of this research was to propose a conceptual framework 

based on intelligent systems for organism regeneration that have the capacity of detection and 

regeneration itself from any damage by integrating the observed features of regenerative biology, 

especially on planaria. The results from our framework that was developed and extended in stages 

through chapters 3-5 indicated that our conceptual and computational modelling of regenerative 

processes was successful in enhancing the capacity for complete regeneration of the organism with 

the minimal informational burden and computational requirements. The proposed approach, 

capturing the regeneration processes of the living organisms has displayed greater efficiency, 

plasticity, fault-tolerance, and robustness in maintaining the tissue and organism from any damage 

and perturbations and reproduced the important experimentally observed features of planarian 

regeneration. This study proposed new methods to simulate the regenerative processes in living 

worms that would be helpful in biology for biomedicine and in engineering for building self-repair 

robots and biobots.  In the next section, we present a summary of what we have achieved from the 

whole study following the order of the three objectives. This is followed by a presentation of 

conclusions and contributions from this research. The last section presents suggestions for potential 

future research directions to extend the current framework. 

6.1 Summary and contributions 

In this research, the main conceptual framework contains three sub-frameworks corresponding to 

three main objectives that were presented in each chapter from chapter 3 to chapter 5.  They were 

the result of asking, and incrementally addressing, some of the most fundamental questions of 

regeneration.     

In chapter 3, the first sub-framework, inspired by regeneration in living organisms, modelled an 

autonomous tissue regeneration system that is aware of its pattern and reacts to any damage to 

regenerate it efficiently. This sub-framework developed the conceptual basis for a computational 

regeneration model for a simple tissue consisting of a stem cell surrounded by thousands of somatic 

cells. The tissue is in the form of an auto-associative memory network. Two types of communication 

exist in this model, where tissue (somatic) cells communicate only with adjacent cells (local bi-
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directional communication) while the stem cell communicates with all tissue cells (long-range). This 

model consists of two sub-models: global sensing and local sensing that cooperate to sense, detect 

and repair the damage when needed.  

The contributions of the computational model in this chapter are as follows. The framework allows a 

system to recognise itself in terms of both the system state and geometric pattern through a form of 

distributed collective intelligence.  In the framework, global (GS) and local (LS) sensing models 

collaborate to detect where the damage is and how large it is and repair correctly in almost all cases. 

It proposes simple yet effective methods that accomplish regeneration with minimal information - the 

stem cell senses the damage through a change in a global property of entropy (GS), which is only 

activated when damage happens, and then it minimally activates the tissue network (LS) in the 

regeneration process. The system involves limited communication and information since only the stem 

cells communicate with all tissue cells while each tissue cell communicates only with adjacent cells and 

only global entropy and two neighbour rules are the system properties in the framework.   

 

In chapter 4, the second sub-framework proposed a conceptual basis and algorithms of regeneration 

for computational modelling of a multiple-tissue system (organism) with multiple tissue shapes that 

detects and regenerates a complex organism resembling a living planarian. This is an extension of the 

first sub-framework to multiple tissues and an organism with some new concepts and algorithms.  The 

organism consists of three tissues: head, body, and tail where the head and tail tissues are of triangular 

shape while body tissue is of rectangular shape. Each tissue model is similar to the circular model in 

chapter 3 that has a stem cell and surrounding tissue cells. Similar to the circular tissue, these new 

tissue cells form an Auto-Associative Neural Network with local interactions and the respective stem 

cells maintain tissue entropy. The tissues operate with Global and Local Sensing as before for tissue 

damage identification and recovery.  Further, the three stem cells form a network with long-range 

interactions represented by a linear neural network that allows detecting and recovering any missing 

stem cells and large-scale damage to the organism. Additionally, each stem cell extracts minimum 

pattern information from its communication with the tissue cells and stores it in an information field 

shared with other stem cells.  Regeneration in this model is accomplished by collaboration between 

the tissue cell networks and the stem cell network to recover the tissues and stem cells from any form 

of damage anywhere in the system resembling body-wide immortality of planaria. 

This framework proposed a number of conceptual and algorithmic contributions to advancing the 

capability of regenerative models. From a conceptual perspective, our framework presented a new 

concept of tissue and stem cell cooperation to mimic the observed planarian regeneration. We also 

proposed a new concept of intelligent computational tissues.  From an algorithmic perspective, we 
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introduced new but simple algorithms with the minimal computational burden. Moreover, we 

introduced an information field to stem cells for keeping minimum pattern information collected from 

the tissue and sharing with the other stem cells in the case of extreme damage. Specifically, it extended 

our previous circular tissue self-repair model with enhanced stem cell capability to a multiple tissue 

organism. Another novelty is the stem cell network which monitors the stem cell state and produces 

new stem cells when necessary. These tissue and stem cell network formed a 2-Level regeneration 

framework for efficient pattern restoration after any damage. These advancements have made the 

capability of our framework far exceed that of past biological regeneration models.    

 

In chapter 5, the third sub-framework, which brings the proposed regeneration framework to 

completion, provides the conceptual basis and algorithms for autonomous computational self-repair 

of a complex multicellular organism (in silico) that displays body-wide immortality and restoration 

of bioelectric homeostasis, much like the planarian. This model addressed the issue of both form and 

function restoration during regeneration.  It accomplishes this in the context of a virtual organism that 

more closely resembles planarian than our previous model worm. This framework significantly 

extended the previous one (chapter 4) with stem cells that now constitute over 4% of planarian tissues 

and communication between cells through bioelectricity. The model combines three levels: somatic 

cell networks and stem cell network for damage identification and full and accurate recovery from 

diverse forms of injuries, and a high-level Associative Memory neural Network (AMN) for the 

restoration of body-wide bioelectric homeostasis. The three networks work collectively as an 

integrated whole to operate the system to maintain the normal anatomical pattern and bioelectric 

homeostasis under any perturbations, by correctly recovering both pattern and equilibrium bioelectric 

state after facing any damage. Further, the AMN autonomously restores the bioelectric state under 

normal perturbations during regular functioning. This is the first approach that shows how an organism 

can maintain and restore the bioelectric pattern similar to planaria. 

This model contributed several concepts and algorithms to advance computational models of 

planarian regeneration and to advance the knowledge of regeneration through a framework for 

generating hypotheses about the mechanisms of regeneration. Firstly, we proposed a greater number 

of stem cells that collaborate with somatic cells to make complete and accurate regeneration in a more 

realistic tissue system.  Although a large number of stem cells exist in the organism, the communication 

of stem cells is reduced significantly where stem cells communicate only with their neighbour stem 

cells and only with somatic cells in a local range (in a small square tissue). Secondly, we introduced 

bioelectricity that allows cells communicate with each other, and also triggers and drives regeneration 

processes of the stem cell network. Thirdly, we developed a modified form of the Hopfield neural 
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network to maintain bioelectric homeostasis at the equilibrium state and it enabled the restoration of 

the bioelectric pattern after regeneration. This is the first application of an associative memory 

network to preserve the internal bioelectric pattern in planarian regeneration. Finally, we used the 

Perceptron motifs with learning ability for stem cell and somatic cell networks to determine whether 

neighbours are missing. Learning can be considered as the process by which cells find their neighbours, 

establish the connections to neighbours, and strengthen or weaken the connections that reflect the 

electrical conductance of Gap Junctions between somatic cells in the living tissue. Thus, this 

framework, with many biological features, is more realistic and far exceeds the capability of past 

regeneration models.   

6.2 Conclusions 

This study developed a conceptual framework for biological regeneration, incorporating what is known 

and what is required, that regenerates from any damage to accurately maintain original pattern 

homeostasis as well as bioelectric homeostasis, resembling the body-wide immortality in planaria. The 

proposed framework was developed in stages beginning with a simple computational tissue, then 

extending to an organism of multiple tissues, and finally extending to a complex organism with a great 

number of stem cells and bioelectric communication. The goal of this study was accomplished by 

mimicking some observed important features of planarian regeneration, including body-wide 

immortality and maintenance of bioelectric homeostasis. The results showed that our framework is 

very robust, plastic and fault-tolerant in simulating regeneration in the artificial organism with minimal 

communication between cells and computation in each cell. The proposed framework that 

outperforms the capacity of previous regeneration systems in literature creates better hypothetical 

explanations of the biological regenerative process, as discussed in this thesis. The promising results 

of these frameworks suggest the possibility for biological systems to autonomous sense and 

regenerate completely. Although much needs to be done to make the frameworks more resemble 

regeneration in living systems, they could readily be the guide for self-repair systems in synthetic 

biology such as bioengineered and artificial robots and pave the way for the next-generation 

computational frameworks for advancing and addressing some of the pressing issues in regenerative 

medicine in the area of birth defects, limb regeneration and many more.   

6.3 Future research 

The outcomes of this research suggest several directions for further research in future. 

• Stem cells still account for a small fraction (approximately 4%) of the total cells that seem 

unrealistic for a planarian. Therefore, we plan to increase the number of cells to about 20% of 

the total cells. 
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• The form of the organism in our models is simple that needs to extend to a more complex 

worm with eyes, pharynx and a more realistic shape like the real planarian. 

• The voltage in each AMN node is fixed at a constant value that approximated the known body-

wide bioelectric gradient of planaria. These values should be changed to vary to achieve a more 

refined bioelectric gradient. AMN can be extended to store more than one attractor as planaria 

can regenerate into double-headed forms and a number of other forms with perturbations to 

the bioelectric state. 

• We will extend the model into a self-recognising and self-organising system that is increasingly 

analogous to living organisms. 

• The voltage pattern used in the study represents values that can be produced by partial 

differential equation-based models of voltage patterns. Our framework can combine these 

models and the models of the diffusion of important signalling molecules to represent 

bioelectric communication with molecular signalling pathways to activate biological processes 

such as cell division.  This will further enhance the collective intelligence and decision-making 

capacity that will make the system more resemble living planaria. 

• Finally, our comprehensive regeneration framework can inspire self-repair models in other 

domains, design of new biobots and artificial robots and promote bio-inspired computing for 

self-organisation in other complex systems. 
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Appendix A 

 

Table A1:  Weights of perceptron motifs 

 Bias Input 1 Input 2 Input 3 Input 4 

Motif 1 -0.01 0.01 0.01   

Motif 2 -0.2 0.1 0.1 0.1  

Motif 3 -0.05 0.01 0.01 0.03 0.01 

 

Table A2: Weights of Associative Memory Network (AMN) 

Node 1 2 3 4 5 6 7 8 9 10 11 12 13 

1 0.0 0.01 0.0 0. 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

2 -0.86 0.0 0.01 0.01 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

3 0.0 -1.0 0.0 0.01 0.01 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

4 0.0 -1.0 0.01 0.0 0.0 0.0 0.01 0.0 0.0 0.0 0.0 0.0 0.0 

5 0.0 -1.0 0.01 0.0 0.0 0.0 0.0 0.01 0.0 0.0 0.0 0.0 0.0 

6 0.0 0.0 -1.0 0.0 0.0 0.0 0.01 0.01 0.01 0.0 0.0 0.0 0.0 

7 0.0 0.0 0.0 -1.0 0.0 0.01 0.0 0.0 0.0 0.01 0.0 0.0 0.0 

8 0.0 0.0 0.0 0.0 -1.0 0.01 0.0 0.0 0.0 0.0 0.01 0.0 0.0 

9 0.0 0.0 0.0 0.0 0.0 -1.0 0.0 0.0 0.0 0.01 0.01 0.01 0.0 

10 0.0 0.0 0.0 0.0 0.0 0.0 -1.0 0.0 0.01 0.0 0.01 0.0 0.0 

11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -1.0 0.01 0.0 0.0 0.01 0.0 

12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -1.0 -1.0 -1.0 0.0 0.01 

13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -1.0 0.0 

 

Node 1 2 3 4 5 6 7 8 9 10 11 12 13 

Bias 
weight 

-0.243 -0.5 -0.634 -0.688 -0.688 -0.732 -0.837 -0.837 -0.83 -0.936 -0.936 -1.99 -1.145 
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Further examples of implementation of the final framework – Recovery from 

more complex damage cases 

This section presents how the same three simple pattern primitives applied to the stem cell border as 

explained in Chapter is able to detect even more complex damage cases and how the framework 

successfully and completely regenerates the whole worm.  Specifically, if all three primitives apply, 

damage is local, and otherwise, it is whole tissue damage.    

A.1 Case 1: Separation of whole tissues along with interior damage 

Figure A.1 depicts an injury severing head and tail from the body and further incurring damage to the 

interior of the body of the worm (Figure A.1A). This is a combination of three damages: head, tail, and 

a group of interior body cells (AMN node in this case) missing. Figure A.1B shows the group of cells 

removed from the body of the worm.  

For the damage in Figure A.1A, the three combined damages mean that it requires a combination of 

the three corresponding recovery processes. Using the three primitives, stem cells identifies two 

‘whole tissue’ damages and the ‘local damage’ to the tissue.   The worm achieves head and tail 

regeneration as in the Case E – Body regenerates Head and Tail and the case D – An AMN node damage 

in Chapter 5. Figure A.2 shows a set of stages in the repair of the worm starting from the remaining 

body tissue as in Figure A.2A and the final step of restoration of the voltage pattern. This regeneration 

is achieved by using the steps described for the example cases E presented in Chapter 5 of this thesis.      

 

Figure A.1. Complex damage: A) Separation of parts (head and tail) and a portion of the body interior; 
B) portion separated from the body interior (A block represents an AMN node) 

Figure A.3 shows the regeneration of the full worm from the small interior part separated from the 

body, as in Figure A.1B. The worm achieves this by applying the same procedures as in the case of body 

regeneration (Case E – body regenerates head and tail, Chapter 5). The recovery steps are illustrated 

in Figure A.3. After determining the border and missing tissues (State 2, 3) (Figure A.3A), the stem cells 
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proceed to restore the head and tail (state 4). Head and tail regenerate concurrently starting from 

small tissues as a small worm (Figure A.3B-D) (state 4e). The worm will then grow into the exact original 

form following shape information taken from the Information field (Figure A.3E). After regeneration, 

the AMN is re-established, and the bioelectric pattern is restored (Figure A.3F) (state 5).  

 

Figure A.2. Regeneration steps of damage in Figure A.1A 
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Figure A.3. Regeneration of the full form of the worm from the small fragmented part in Figure A.1B 

 
 
 

A.2 Case 2 

Figure A.4 describes another complex damage case where the worm is split into two with a vertical cut 

part-way through the body and then a horizontal cut through the body and tail: one part consists of 

complete head tissue and parts of body and tail tissues and the other part consists of the rest of the 

body and tail parts.   
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Figure A.4. Complex damage splitting the worm into two through a number of issues. (A) Part 1: 
Intact head and body and tail damage. (B) No head and body and tail damage. 

 

Part 1: As shown in Figure A.4A, after damage, there is still the complete head, about half the body, 

and a portion of the tail tissue left. Stem cells identify and repair damage as the case of ‘many stem 

cells missing’. The shapes of the body and tail tissues are determined from the current borders and 

length of sides (d) accessed from the Information field.  Regeneration steps for this case are shown in 

Figure A.5.   

Part 2: There is still about half the body and a large portion of tail tissue left after damage (Figure A.4B). 

The process of damage detection and identification is as in the above cases, and specifically, stem cells 

identify the head missing (whole tissue loss) and damage to the body and tail parts (local damage).  

Then, it regenerates a new head. Stem cells get pattern information for the new head from the 

information field (length (d), aspect ratio AR, corners (n)) and regenerates a head. The repair of the 

body and tail relies on the pattern information retained in the damaged tissue and extracting the 

length and width information from the field. Regeneration steps of this damage are shown in Figure 

A.6. 
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Figure A.5. Regeneration steps for the damage in Figure A.4A 

 

Figure A.6. Regeneration steps for the damage in Figure A.4B 
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A.3 Case 3 

Another damage case is shown in Figure A.7A, where a large tissue from the body to tail is missing. 

This damage can be repaired as the damage in Figure A4.A. However, stem cells do not need to access 

pattern information because there remains a good portion of the head and tail from which pattern 

cues can be gained.  New cells produced at the border are guided by existing cells in the border. 

Regeneration steps are shown in Figure A.7. 

 

Figure A.7. A large tissue from the body to tail missing 

 

 

 

  



 130 

REFERENCES 

 

Adams, D. S. (2008). A New Tool for Tissue Engineers: Ions As Regulators of Morphogenesis During 
Development and Regeneration. Tissue Engineering Part A, 14(9), 1461-1468. 
doi:10.1089/ten.tea.2008.0080 

Adell, T., Cebrià, F., & Saló, E. (2010). Gradients in planarian regeneration and homeostasis. Cold Spring 
Harbor perspectives in biology, 2(1), a000505-a000505. doi:10.1101/cshperspect.a000505 

Agata, K., Saito, Y., & Nakajima, E. (2007). Unifying principles of regeneration I: Epimorphosis versus 
morphallaxis. Development, Growth & Differentiation, 49(2), 73-78. 
doi:https://doi.org/10.1111/j.1440-169X.2007.00919.x 

Agata, K., Tanaka, T., Kobayashi, C., Kato, K., & Saitoh, Y. (2003). Intercalary regeneration in planarians. 
Developmental Dynamics, 226(2), 308-316. doi:10.1002/dvdy.10249 

Alvarado, A. S. (2000). Regeneration in the metazoans: why does it happen? BioEssays, 22(6), 578-590. 
doi:10.1002/(sici)1521-1878(200006)22:6<578::Aid-bies11>3.0.Co;2-# 

Arbuckle, D. J., & Requicha, A. A. G. (2010). Self-assembly and self-repair of arbitrary shapes by a swarm 
of reactive robots: algorithms and simulations [journal article]. Autonomous Robots, 28(2), 197-
211. doi:10.1007/s10514-009-9162-7 

Baddour, J. A., Sousounis, K., & Tsonis, P. A. (2012). Organ repair and regeneration: an overview. Birth 
Defects Res C Embryo Today, 96(1), 1-29. doi:10.1002/bdrc.21006 

Badugu, A., Kraemer, C., Germann, P., Menshykau, D., & Iber, D. (2012). Digit patterning during limb 
development as a result of the BMP-receptor interaction. Scientific Reports, 2(1), 991. 
doi:10.1038/srep00991 

Barghouth, P. G., Thiruvalluvan, M., & Oviedo, N. J. (2015). Bioelectrical regulation of cell cycle and the 
planarian model system. Biochimica et Biophysica Acta (BBA) - Biomembranes, 1848(10, Part B), 
2629-2637. doi:https://doi.org/10.1016/j.bbamem.2015.02.024 

Beane, W. S., Morokuma, J., Adams, D. S., & Levin, M. (2011). A chemical genetics approach reveals 
H,K-ATPase-mediated membrane voltage is required for planarian head regeneration. Chem 
Biol, 18(1), 77-89. doi:10.1016/j.chembiol.2010.11.012 

Beane, W. S., Morokuma, J., Lemire, J. M., & Levin, M. (2013). Bioelectric signaling regulates head and 
organ size during planarian regeneration [Research Support, N.I.H., Extramural 

Research Support, U.S. Gov't, Non-P.H.S.]. Development, 140(2), 313-322. doi:10.1242/dev.086900 
Beisson, J. (2008). Preformed cell structure and cell heredity. Prion, 2(1), 1-8. doi:10.4161/pri.2.1.5063 
Bessonov, N., Levin, M., Morozova, N., Reinberg, N., Tosenberger, A., & Volpert, V. (2015). On a Model 

of Pattern Regeneration Based on Cell Memory. PLOS ONE, 10(2), e0118091. 
doi:10.1371/journal.pone.0118091 

Birnbaum, K. D., & Alvarado, A. S. (2008). Slicing across kingdoms: regeneration in plants and animals. 
Cell, 132(4), 697-710. 

Bradley, D. W., & Tyrrell, A. M. (2000). Immunotronics : Hardware Fault Tolerance Inspired by the 
Immune SystemSpringer Berlin Heidelberg. Berlin, Heidelberg. Abstract retrieved from 
10.1007/3-540-46406-9_2 

Bremner, P., Liu, Y., Samie, M., Dragffy, G., Pipe, A. G., Tempesti, G., . . . Tyrrell, A. M. (2013). SABRE: a 
bio-inspired fault-tolerant electronic architecture. Bioinspir Biomim, 8(1), 016003. 
doi:10.1088/1748-3182/8/1/016003 

Brockes, J. P., & Kumar, A. (2008). Comparative aspects of animal regeneration. Annu Rev Cell Dev Biol, 
24, 525-549. doi:10.1146/annurev.cellbio.24.110707.175336 

Brøndsted, H. V. (1955). Planarian regeneration. Biological Reviews, 30(1), 65-126. doi:10.1111/j.1469-
185X.1955.tb00649.x 

Carlson, B. M. (2007). Preface. In B. M. Carlson (Ed.), Principles of Regenerative Biology (pp. xiii-xiv). 
Burlington: Academic Press. Retrieved from 
http://www.sciencedirect.com/science/article/pii/B9780123694393500003. 
doi:https://doi.org/10.1016/B978-012369439-3/50000-3 

https://doi.org/10.1111/j.1440-169X.2007.00919.x
https://doi.org/10.1016/j.bbamem.2015.02.024
http://www.sciencedirect.com/science/article/pii/B9780123694393500003
https://doi.org/10.1016/B978-012369439-3/50000-3


 131 

Cebrià, F., Adell, T., & Saló, E. (2018). Rebuilding a planarian: from early signaling to final shape. Int J 
Dev Biol, 62(6-7-8), 537-550. doi:10.1387/ijdb.180042es 

Cervera, J., Alcaraz, A., & Mafe, S. (2016). Bioelectrical Signals and Ion Channels in the Modeling of 
Multicellular Patterns and Cancer Biophysics. Scientific Reports, 6(1), 20403. 
doi:10.1038/srep20403 

Cervera, J., Meseguer, S., Levin, M., & Mafe, S. (2019). Bioelectrical model of head-tail patterning based 
on cell ion channels and intercellular gap junctions. Bioelectrochemistry, 132, 107410. 
doi:10.1016/j.bioelechem.2019.107410 

Cervera, J., Pietak, A., Levin, M., & Mafe, S. (2018). Bioelectrical coupling in multicellular domains 
regulated by gap junctions: A conceptual approach. Bioelectrochemistry, 123, 45-61. 
doi:https://doi.org/10.1016/j.bioelechem.2018.04.013 

Chernoy, V., Shalom, M., & Zaks, S. (2010). On the performance of Dijkstra’s third self-stabilizing 
algorithm for mutual exclusion and related algorithms. Distributed Computing, 23(1), 43-60. 
doi:10.1007/s00446-010-0104-6 

Child, C. M. (1911). Studies on the dynamics of morphogenesis and inheritance in experimental 
reproduction. III. The formation of new zoöids in Planaria and other forms. Journal of 
Experimental Zoology, 11(3), 221-280. doi:https://doi.org/10.1002/jez.1400110303 

Dai, Y., Hinchey, M., Madhusoodan, M., Rash, J. L., & Zou, X. (2006, 29 Sept.-1 Oct. 2006). A Prototype 
Model for Self-Healing and Self-Reproduction In Swarm Robotics System Symposium conducted 
at the meeting of the 2006 2nd IEEE International Symposium on Dependable, Autonomic and 
Secure Computing doi:10.1109/DASC.2006.10 

De, A., Chakravarthy, V. S., & Levin, M. (2017). A computational model of planarian regeneration. 
International Journal of Parallel, Emergent and Distributed Systems, 32(4), 331-347. 
doi:10.1080/17445760.2016.1185521 

Dimmitt, J., & Marsh, G. (1952). Electrical control of morphogenesis in regenerating Dugesia tigrina. II. 
Potential gradient vs. current density as control factors. J. Cell. Comp. Physiol., 40(1), 11-23. 
doi:citeulike-article-id:9408946 

Dorigo, M., Floreano, D., Gambardella, L. M., Mondada, F., Nolfi, S., Baaboura, T., . . . Vaussard, F. 
(2013). Swarmanoid: A Novel Concept for the Study of Heterogeneous Robotic Swarms. IEEE 
Robotics & Automation Magazine, 20(4), 60-71. doi:10.1109/MRA.2013.2252996 

Doursat, R. (2013). Bridging the Mind-Brain Gap by Morphogenetic “Neuron Flocking”: The Dynamic 
Self-Organization of Neural Activity into Mental Shapes. 

Doursat, R., & Sanchez, C. (2014). Growing fine-grained multicellular robots. Soft Robotics, 1(2), 110-
121. 

Doursat, R., Sayama, H., & Michel, O. (2012). Morphogenetic Engineering: Reconciling Self-
Organization and Architecture. Morphogenetic Engineering: Toward Programmable Complex 
Systems, 1-24. doi:Doi 10.1007/978-3-642-33902-8_1 

Doursat, R., Sayama, H., & Michel, O. (2013). A review of morphogenetic engineering. Natural 
Computing, 12(4), 517-535. doi:Doi 10.1007/S11047-013-9398-1 

Ducatelle, F., Caro, G. A. D., & Gambardella, L. M. (2010). Cooperative self-organization in a 
heterogeneous swarm robotic system. Paper presented at the meeting of the Proceedings of the 
12th annual conference on Genetic and evolutionary computation, Portland, Oregon, USA. 
Retrieved from https://doi.org/10.1145/1830483.1830501 doi:10.1145/1830483.1830501 

Durant, F., Bischof, J., Fields, C., Morokuma, J., LaPalme, J., Hoi, A., & Levin, M. (2019). The Role of Early 
Bioelectric Signals in the Regeneration of Planarian Anterior/Posterior Polarity. Biophysical 
Journal, 116(5), 948-961. doi:https://doi.org/10.1016/j.bpj.2019.01.029 

Durant, F., Lobo, D., Hammelman, J., & Levin, M. (2016). Physiological controls of large-scale patterning 
in planarian regeneration: a molecular and computational perspective on growth and form. 
Regeneration (Oxf), 3(2), 78-102. doi:10.1002/reg2.54 

Edwards, C. (2016). Self-repair techniques point to robots that design themselves. Commun. ACM, 
59(2), 15-17. doi:10.1145/2852231 

Elliott, S. A., & Sánchez Alvarado, A. (2013). The history and enduring contributions of planarians to 
the study of animal regeneration. WIREs Developmental Biology, 2(3), 301-326. 
doi:10.1002/wdev.82 

https://doi.org/10.1016/j.bioelechem.2018.04.013
https://doi.org/10.1002/jez.1400110303
https://doi.org/10.1145/1830483.1830501
https://doi.org/10.1016/j.bpj.2019.01.029


 132 

Esser, A. T., Smith, K. C., Weaver, J. C., & Levin, M. (2006). Mathematical model of morphogen 
electrophoresis through gap junctions. Dev Dyn, 235(8), 2144-2159. doi:10.1002/dvdy.20870 

Fernandez, J. D., Lobo, D., Martin, G. M., Doursat, R., & Vico, F. J. (2012). Emergent diversity in an open-
ended evolving virtual community. Artif Life, 18(2), 199-222. doi:10.1162/artl_a_00059 

Ferreira, G., Smiley, M., Scheutz, M., & Levin, M. (2016). Dynamic Structure Discovery and Repair for 
3D Cell Assemblages. Proceedings of the ALIFE 2016, the Fifteenth International Conference on 
the Synthesis and Simulation of Living Systems. ALIFE 2016, the Fifteenth International 
Conference on the Synthesis and Simulation of Living Systems. Cancun, Mexico., 352-359. 
doi:10.1162/ecal_a_0059 

Ferreira, G. B., Levin, M., & Scheutz, M. (2017). Investigating the Effects of Noise on a Cell-to-Cell 
Communication Mechanism for Structure Regeneration, Symposium conducted at the meeting 
of the Proceedings of the ECAL 2017, Lyon, France. 

Ferreira, G. B., Scheutz, M., & Levin, M. (2017a). Introducing simulated stem cells into a bio-inspired 
cell-cell communication mechanism for structure regeneration. 2017 IEEE Symposium Series on 
Computational Intelligence (SSCI), 1-8. 

Ferreira, G. B. S., Scheutz, M., & Levin, M. (2017b). Introducing Simulated Stem Cells into a Bio-Inspired 
Cell-Cell Communication Mechanism for Structure Regeneration. Symposium conducted at the 
meeting of the Proceedings of the 2017 IEEE Symposium Series on Computational Intelligence 
(SSCI), 

Ferreira, G. B. S., Scheutz, M., & Levin, M. (2017c). Investigating the effects of noise on a cell-to-cell 
communication mechanism for structure regeneration. The 2018 Conference on Artificial Life: A 
Hybrid of the European Conference on Artificial Life (ECAL) and the International Conference on 
the Synthesis and Simulation of Living Systems (ALIFE)(29), 170-177. doi:10.1162/isal_a_029 

Ferreira, G. B. S., Scheutz, M., & Levin, M. (2018). Modeling Cell Migration in a Simulated Bioelectrical 
Signaling Network for Anatomical Regeneration. Paper presented at the meeting of the ALIFE 
2018, Tokyo. 

Frei, R., McWilliam, R., Derrick, B., Purvis, A., Tiwari, A., & Di Marzo Serugendo, G. (2013). Self-healing 
and self-repairing technologies [journal article]. The International Journal of Advanced 
Manufacturing Technology, 69(5), 1033-1061. doi:10.1007/s00170-013-5070-2 

Gentile, L., Cebria, F., & Bartscherer, K. (2011). The planarian flatworm: an in vivo model for stem cell 
biology and nervous system regeneration. Dis Model Mech, 4(1), 12-19. doi:dmm.006692 [pii] 
10.1242/dmm.006692 

Gerlee, P., Basanta, D., & Anderson, A. R. A. (2011). Evolving homeostatic tissue using genetic 
algorithms. Progress in biophysics and molecular biology, 106(2), 414-425. 
doi:10.1016/j.pbiomolbio.2011.03.004 

Gierer, A., & Meinhardt, H. (1972). A theory of biological pattern formation. Kybernetik, 12(1), 30-39. 
doi:10.1007/BF00289234 

Gross, R., & Dorigo, M. (2008). Self-Assembly at the Macroscopic Scale. Proceedings of the IEEE, 96(9), 
1490-1508. doi:10.1109/JPROC.2008.927352 

Harris, A. K. (2018). The need for a concept of shape homeostasis. Biosystems, 173, 65-72. 
doi:10.1016/j.biosystems.2018.09.012 

Hill, E. M., & Petersen, C. P. (2015). Wnt/Notum spatial feedback inhibition controls neoblast 
differentiation to regulate reversible growth of the planarian brain. Development. 
doi:10.1242/dev.123612 

Hopfield, J. J. (1982). Neural networks and physical systems with emergent collective computational 
abilities. Proceedings of the National Academy of Sciences, 79(8), 2554-2558. 
doi:10.1073/pnas.79.8.2554 

Ikeuchi, M., Ogawa, Y., Iwase, A., & Sugimoto, K. (2016). Plant regeneration: cellular origins and 
molecular mechanisms. Development, 143(9), 1442-1451. doi:10.1242/dev.134668 

Illingworth, C. M. (1974). Trapped fingers and amputated finger tips in children. Journal of Pediatric 
Surgery, 9(6), 853-858. doi:https://doi.org/10.1016/S0022-3468(74)80220-4 

Ishida, Y. (2005). A Critical Phenomenon in a Self-repair Network by Mutual CopyingSpringer Berlin 
Heidelberg. Berlin, Heidelberg. Abstract retrieved from 10.1007/11552451_12 

https://doi.org/10.1016/S0022-3468(74)80220-4


 133 

Ishida, Y. (2008). Complex Systems Paradigms for Integrating Intelligent Systems: A Game Theoretic 
Approach. In J. Fulcher & L. C. Jain (Eds.), Computational Intelligence: A Compendium (pp. 155-
181). Berlin, Heidelberg: Springer Berlin Heidelberg. Retrieved from 
https://doi.org/10.1007/978-3-540-78293-3_4. doi:10.1007/978-3-540-78293-3_4 

Ishida, Y., & Tanabe, K.-i. (2010). Asymmetry in Repairing and Infection: The Case of a Self-repair 
NetworkSpringer Berlin Heidelberg. Berlin, Heidelberg. Abstract retrieved from 10.1007/978-3-
642-15393-8_72 

Ivankovic, M., Haneckova, R., Thommen, A., Grohme, M. A., Vila-Farré, M., Werner, S., & Rink, J. C. 
(2019). Model systems for regeneration: planarians. Development, 146(17), dev167684. 
doi:10.1242/dev.167684 

Jeongmin, P., Giljong, Y., & Eunseok, L. (2005, 11-13 Aug. 2005). Proactive self-healing system based 
on multi-agent technologies Symposium conducted at the meeting of the Third ACIS Int'l 
Conference on Software Engineering Research, Management and Applications (SERA'05) 
doi:10.1109/SERA.2005.55 

Jones, D., McWilliam, R., & Purvis, A. (2010). Design of a Self-Assembling, Repairing and Reconfiguring 
Arithmetic Logic Unit. In. doi:10.5772/9433 

Kabuka, M. R., Harjadi, S., & Younis, A. (1990). A fault-tolerant architecture for an automatic vision-
guided vehicle. IEEE Transactions on Systems, Man, and Cybernetics, 20(2), 380-394. 
doi:10.1109/21.52549 

Kamm, R. D., Bashir, R., Arora, N., Dar, R. D., Gillette, M. U., Griffith, L. G., . . . Zaman, M. H. (2018). 
Perspective: The promise of multi-cellular engineered living systems. Apl Bioengineering, 2(4). 
doi:Artn 040901 

10.1063/1.5038337 
Kato, K., Orii, H., Watanabe, K., & Agata, K. (1999). The role of dorsoventral interaction in the onset of 

planarian regeneration. Development (Cambridge, England), 126(5), 1031-1040. doi:citeulike-
article-id:9388916 

Kawanaka, M., Tsunoyama, M., & Naito, S. (1994). A fault-tolerant parallel processor modeled by a 
two-dimensional linear cellular automaton. Systems and Computers in Japan, 25(6), 1-11. 
doi:10.1002/scj.4690250601 

Kephart, J. O., & Chess, D. M. (2003). The vision of autonomic computing. Computer, 36(1), 41-50. 
doi:10.1109/MC.2003.1160055 

Kobayashi, K., Hashiguchi, T., Ichikawa, T., Ishino, Y., Hoshi, M., & Matsumoto, M. (2008). Neoblast-
enriched fraction rescues eye formation in eye-defective planarian 'menashi' Dugesia 
ryukyuensis [Comparative Study 

Research Support, Non-U.S. Gov't]. Development, growth & differentiation, 50(8), 689-696. 
doi:10.1111/j.1440-169X.2008.01066.x 

Kragl, M., Knapp, D., Nacu, E., Khattak, S., Maden, M., Epperlein, H. H., & Tanaka, E. M. (2009). Cells 
keep a memory of their tissue origin during axolotl limb regeneration. Nature, 460(7251), 60-65. 
doi:10.1038/nature08152 

Kragl, M., Knapp, D., Nacu, E., Khattak, S., Schnapp, E., Epperlein, H. H., & Tanaka, E. M. (2008). Novel 
insights into the flexibility of cell and positional identity during urodele limb regeneration. Cold 
Spring Harb Symp Quant Biol, 73, 583-592. doi:10.1101/sqb.2008.73.034 

Lange, C. S., & Steele, V. E. (1978). The mechanism of anterior-posterior polarity control in planarians. 
Differentiation, 11(1), 1-12. doi:10.1111/j.1432-0436.1978.tb00965.x 

Lei, K., Thi-Kim Vu, H., Mohan, R. D., McKinney, S. A., Seidel, C. W., Alexander, R., . . . Sanchez Alvarado, 
A. (2016). Egf Signaling Directs Neoblast Repopulation by Regulating Asymmetric Cell Division in 
Planarians. Dev Cell, 38(4), 413-429. doi:10.1016/j.devcel.2016.07.012 

Lengfeld, T., Watanabe, H., Simakov, O., Lindgens, D., Gee, L., Law, L., . . . Holstein, T. W. (2009). 
Multiple Wnts are involved in Hydra organizer formation and regeneration. Dev Biol, 330(1), 
186-199. doi:10.1016/j.ydbio.2009.02.004 

Levin, M. (2007a). Large-scale biophysics: ion flows and regeneration. Trends in Cell Biology, 17(6), 261-
270. doi:https://doi.org/10.1016/j.tcb.2007.04.007 

Levin, M. (2007b). Large-scale biophysics: ion flows and regeneration. Trends Cell Biol, 17(6), 261-270. 
doi:10.1016/j.tcb.2007.04.007 

https://doi.org/10.1007/978-3-540-78293-3_4
https://doi.org/10.1016/j.tcb.2007.04.007


 134 

Levin, M. (2009). Bioelectric mechanisms in regeneration: Unique aspects and future perspectives. 
Seminars in Cell & Developmental Biology, 20(5), 543-556. 
doi:https://doi.org/10.1016/j.semcdb.2009.04.013 

Levin, M. (2011). The wisdom of the body: future techniques and approaches to morphogenetic fields 
in regenerative medicine, developmental biology and cancer. Regenerative Medicine, 6(6), 667-
673. doi:10.2217/rme.11.69 

Levin, M., Pietak, A. M., & Bischof, J. (2018). Planarian regeneration as a model of anatomical 
homeostasis: Recent progress in biophysical and computational approaches. Semin Cell Dev Biol. 
doi:10.1016/j.semcdb.2018.04.003 

Levin, M., & Stevenson, C. G. (2012). Regulation of Cell Behavior and Tissue Patterning by Bioelectrical 
Signals: Challenges and Opportunities for Biomedical Engineering. Annual Review of Biomedical 
Engineering, 14(1), 295-323. doi:10.1146/annurev-bioeng-071811-150114 

Li, C. (2012). Deer antler regeneration: A stem cell-based epimorphic process. Birth defects research. 
Part C, Embryo today : reviews, 96(1), 51-62. doi:10.1002/bdrc.21000 

Linger, R., Mead, N., & Lipson, H. (1998). Requirements Definition for Survivable Network Systems. 
Requirements Engineering, IEEE International Conference on, 0, 0014. 
doi:10.1109/ICRE.1998.667804 

Lobo, D., Beane, W. S., & Levin, M. (2012). Modeling Planarian Regeneration: A Primer for Reverse-
Engineering the Worm. PLOS Computational Biology, 8(4), e1002481. 
doi:10.1371/journal.pcbi.1002481 

Lobo, D., & Levin, M. (2015). Inferring Regulatory Networks from Experimental Morphological 
Phenotypes: A Computational Method Reverse-Engineers Planarian Regeneration. PLoS 
computational biology, 11(6), e1004295. doi:10.1371/journal.pcbi.1004295 

Maden, M. (1992). A history of regeneration research. Milestones in the evolution of a science: Edited 
by Charles E. Dinsmore. New York: Cambridge University Press. (1991). 228 pp. $54.95. Cell, 
69(5), 723-724. doi:https://doi.org/10.1016/0092-8674(92)90282-H 

Major, R. J., & Poss, K. D. (2007). Zebrafish Heart Regeneration as a Model for Cardiac Tissue Repair. 
Drug discovery today. Disease models, 4(4), 219-225. doi:10.1016/j.ddmod.2007.09.002 

Mange, D., Sipper, M., Stauffer, A., & Tempesti, G. (2000). Toward robust integrated circuits: The 
embryonics approach. Proceedings of the IEEE, 88(4), 516-543. doi:10.1109/5.842998 

Marsh, G., & Beams, H. W. (1947). Electrical Control of Growth Polarity in Regenerating Dugesia-
Tigrina. Federation Proceedings, 6(1), 163-164. 

Marsh, G., & Beams, H. W. (1952). Electrical control of morphogenesis in regenerating Dugesia tigrina. 
I. Relation of axial polarity to field strength. J. Cell. Comp. Physiol., 39(2), 191-213. doi:citeulike-
article-id:9408941 

McLaughlin, K. A., & Levin, M. (2018). Bioelectric signaling in regeneration: Mechanisms of ionic 
controls of growth and form. Developmental biology, 433(2), 177-189. 
doi:10.1016/j.ydbio.2017.08.032 

Meadows, D. H. (2008). Thinking in systems : a primer: London ; Sterling, VA : Earthscan, 2008. ©2008. 
Retrieved from https://search.library.wisc.edu/catalog/9910100084402121 

Meinhardt, H. (1978). Space-dependent cell determination under the control of morphogen gradient. 
Journal of theoretical biology, 74(2), 307-321. doi:citeulike-article-id:1439404 

Meinhardt, H. (1982). Models of Biological Pattern Formation: Academic Press. doi:citeulike-article-
id:9216184 

Meinhardt, H. (2008). Models of Biological Pattern Formation: From Elementary Steps to the 
Organization of Embryonic Axes. In S. Schnell, P. K. Maini, S. A. Newman & T. J. Newman (Eds.), 
Current Topics in Developmental Biology (Vol. 81, pp. 1-63): Academic Press. Retrieved from 
http://www.sciencedirect.com/science/article/pii/S0070215307810015. 
doi:https://doi.org/10.1016/S0070-2153(07)81001-5 

Meinhardt, H. (2009a). Beta-catenin and axis formation in planarians. BioEssays, 31(1), 5-9. 
doi:10.1002/bies.080193 

Meinhardt, H. (2009b). Models for the generation and interpretation of gradients. Cold Spring Harbor 
perspectives in biology, 1(4), a001362-a001362. doi:10.1101/cshperspect.a001362 

https://doi.org/10.1016/j.semcdb.2009.04.013
https://doi.org/10.1016/0092-8674(92)90282-H
https://search.library.wisc.edu/catalog/9910100084402121
http://www.sciencedirect.com/science/article/pii/S0070215307810015
https://doi.org/10.1016/S0070-2153(07)81001-5


 135 

Meinhardt, H., & Gierer, A. (2000). Pattern formation by local self-activation and lateral inhibition. 
BioEssays, 22(8), 753-760. 

Michalopoulos, G. K. (2007). Liver regeneration. Journal of cellular physiology, 213(2), 286-300. 
doi:10.1002/jcp.21172 

Monperrus, M. (2018). Automatic Software Repair: A Bibliography. ACM Comput. Surv., 51(1), 1-24. 
doi:10.1145/3105906 

Montgomery, J. R., & Coward, S. J. (1974). On the Minimal Size of a Planarian Capable of Regeneration. 
Transactions of the American Microscopical Society, 93(3), 386-391. doi:10.2307/3225439 

Morgan, T. H. (1898). Experimental studies of the regeneration of Planaria maculata [journal article]. 
Roux's archives of developmental biology, 7(2), 364-397. doi:10.1007/bf02161491 

Morgan, T. H. (1900). Regeneration in Planarians. Archiv für Mikroskopische Anatomie, 10(1), 58-119. 
doi:10.1007/BF02156347 

Morgan, T. H. (1901). Growth and regeneration in Planaria lugubris. Archiv für Entwicklungsmechanik 
der Organismen, 13(1), 179-212. doi:10.1007/BF02161982 

Morgan, T. H. (1904). Polarity and axial heteromophosis. American Natural, 38, p. 502-505. 
Morgan, T. H. (1905). “Polarity” considered as a phenomenon of gradation of materials. Journal of 

Experimental Zoology, 2(4), 495-506. doi:citeulike-article-id:9219608 
Murata, S., Yoshida, E., Kurokawa, H., Tomita, K., & Kokaji, S. (2001). Self-Repairing Mechanical 

Systems. Autonomous Robots, 10(1), 7-21. doi:10.1023/A:1026540318188 
Needham, A. E. (1961). Asexual propagation and regeneration: by M. A. Vorontsova and L. D. Liosner, 

Pergamon Press, London, 1960. pp. xxiv + 489, 70s. Comparative Biochemistry and Physiology, 
2(3), 221-229. doi:https://doi.org/10.1016/0010-406X(61)90064-0 

Nelson, V. P. (1990). Fault-tolerant computing: fundamental concepts. Computer, 23(7), 19-25. 
doi:10.1109/2.56849 

Neuhof, M., Levin, M., & Rechavi, O. (2016). Vertically- and horizontally-transmitted memories – the 
fading boundaries between regeneration and inheritance in planaria. Biology Open, 5(9), 1177-
1188. doi:10.1242/bio.020149 

Nieto-Diaz, M., Pita-Thomas, D. W., Munoz-Galdeano, T., Martinez-Maza, C., Navarro-Ruiz, R., Reigada, 
D., . . . Martinez-Maza, R. (2012). Deer antler innervation and regeneration [Research Support, 
Non-U.S. Gov't]. Frontiers in bioscience, 17, 1389-1401. 

Nodono, H., & Matsumoto, M. (2012). Reproductive mode and ovarian morphology regulation in 
chimeric planarians composed of asexual and sexual neoblasts [Research Support, Non-U.S. 
Gov't]. Molecular reproduction and development, 79(7), 451-460. doi:10.1002/mrd.22049 

Nogi, T., Yuan, Y. E., Sorocco, D., Perez-Tomas, R., & Levin, M. (2005). Eye regeneration assay reveals 
an invariant functional left-right asymmetry in the early bilaterian, Dugesia japonica. Laterality, 
10(3), 193-205. doi:10.1080/1357650054200001440 

Oviedo, N., Morokuma, J., Walentek, P., Kema, I., Gu, M. B., Ahn, J.-M., . . . Levin, M. (2010). Long-
range neural and gap junction protein-mediated cues control polarity during planarian 
regeneration. Developmental biology, 339(1), 188-199. doi:citeulike-article-id:6481939 

Oviedo, N. J., & Levin, M. (2007). smedinx-11 is a planarian stem cell gap junction gene required for 
regeneration and homeostasis. Development, 134(17), 3121-3131. doi:10.1242/dev.006635 

Oviedo, N. J., Newmark, P. A., & Sanchez Alvarado, A. (2003). Allometric scaling and proportion 
regulation in the freshwater planarian Schmidtea mediterranea. Dev Dyn, 226(2), 326-333. 

Park, J., Youn, H., & Lee, E. (2005, 2005//). A Multi-agent Based Context Aware Self-healing System. In 
M. Gallagher, J. P. Hogan & F. Maire (Chair), Springer Berlin Heidelberg. Symposium conducted 
at the meeting of the Intelligent Data Engineering and Automated Learning - IDEAL 2005, Berlin, 
Heidelberg. 

Pezzulo, G., & Levin, M. (2015). Re-membering the body: applications of computational neuroscience 
to the top-down control of regeneration of limbs and other complex organs. Integr Biol (Camb), 
7(12), 1487-1517. doi:10.1039/c5ib00221d 

Pezzulo, G., & Levin, M. (2016). Top-down models in biology: explanation and control of complex living 
systems above the molecular level. J R Soc Interface, 13(124). doi:10.1098/rsif.2016.0555 

Pietak, A., Bischof, J., LaPalme, J., Morokuma, J., & Levin, M. (2019). Neural control of body-plan axis 
in regenerating planaria. PLoS Comput Biol, 15(4), e1006904. doi:10.1371/journal.pcbi.1006904 

https://doi.org/10.1016/0010-406X(61)90064-0


 136 

Pietak, A., & Levin, M. (2017). Bioelectric gene and reaction networks: computational modelling of 
genetic, biochemical and bioelectrical dynamics in pattern regulation. Journal of The Royal 
Society Interface, 14(134), 20170425. doi:doi:10.1098/rsif.2017.0425 

Quach, N. (2000). High Availability and Reliability in the Itanium Processor. Micro, IEEE, 20, 61-69. 
doi:10.1109/40.877951 

Rabinowitz, J. S., Robitaille, A. M., Wang, Y., Ray, C. A., Thummel, R., Gu, H., . . . Moon, R. T. (2017). 
Transcriptomic, proteomic, and metabolomic landscape of positional memory in the caudal fin 
of zebrafish. Proceedings of the National Academy of Sciences of the United States of America, 
114(5), E717-E726. doi:10.1073/pnas.1620755114 

Reddien, P. W. (2018). The Cellular and Molecular Basis for Planarian Regeneration. Cell, 175(2), 327-
345. doi:10.1016/j.cell.2018.09.021 

Reddien, P. W., & Alvarado, A. S. (2004). Fundamentals of planarian regeneration. Annual Review of 
Cell and Developmental Biology, 20(1), 725-757. 
doi:10.1146/annurev.cellbio.20.010403.095114 

Reick, K., Sanda, P. N., Swaney, S., Kellington, J. W., Floyd, M., & Henderson, D. (2007, 19-21 Aug. 2007). 
Fault - tolerant design of the IBM POWER6™ microprocessor Symposium conducted at the 
meeting of the 2007 IEEE Hot Chips 19 Symposium (HCS) doi:10.1109/HOTCHIPS.2007.7482487 

Reid, B., Song, B., McCaig, C. D., & Zhao, M. (2005). Wound healing in rat cornea: the role of electric 
currents. FASEB journal : official publication of the Federation of American Societies for 
Experimental Biology, 19(3), 379-386. doi:10.1096/fj.04-2325com 

Rink, J. C. (2013). Stem cell systems and regeneration in planaria. Dev Genes Evol, 223(1-2), 67-84. 
doi:10.1007/s00427-012-0426-4 

Roy, S., & Lévesque, M. (2006). Limb regeneration in axolotl: is it superhealing? ScientificWorldJournal, 
6 Suppl 1, 12-25. doi:10.1100/tsw.2006.324 

Rubenstein, M., Sai, Y., Chuong, C.-M., & Shen, W.-M. (2009). Regenerative patterning in Swarm 
Robots: mutual benefits of research in robotics and stem cell biology. The International journal 
of developmental biology, 53(5-6), 869-881. doi:10.1387/ijdb.092937mr 

Salvetti, A., Rossi, L., Bonuccelli, L., Lena, A., Pugliesi, C., Rainaldi, G., . . . Gremigni, V. (2009). Adult 
stem cell plasticity: neoblast repopulation in non-lethally irradiated planarians. Dev Biol, 328(2), 
305-314. doi:10.1016/j.ydbio.2009.01.029 

Samie, M., Dragffy, G., Tyrrell, A. M., Pipe, T., & Bremner, P. (2013). Novel Bio-Inspired Approach for 
Fault-Tolerant VLSI Systems. IEEE Transactions on Very Large Scale Integration (VLSI) Systems, 
21(10), 1878-1891. doi:10.1109/TVLSI.2012.2220793 

Sánchez Alvarado, A. (2012). Q&A: What is regeneration, and why look to planarians for answers? BMC 
Biology, 10(1), 88. doi:10.1186/1741-7007-10-88 

Sasidharan, V., Lu, Y. C., Bansal, D., Dasari, P., Poduval, D., Seshasayee, A., . . . Palakodeti, D. (2013). 
Identification of neoblast- and regeneration-specific miRNAs in the planarian Schmidtea 
mediterranea [Research Support, Non-U.S. Gov't]. RNA, 19(10), 1394-1404. 
doi:10.1261/rna.038653.113 

Schiffmann, Y. (2011). Turing-Child field underlies spatial periodicity in Drosophila and planarians. 
Progress in biophysics and molecular biology, 105(3), 258-269. 
doi:10.1016/j.pbiomolbio.2010.12.007 

Sheiman, I. M., & Kreshchenko, N. D. (2015). Regeneration of Planarians: Experimental Object. Russian 
Journal of Developmental Biology, 46(1), 1-9. doi:Doi 10.1134/S1062360415010075 

Shen, V. R. L., & Shen, F. H. C. (2002). Requirements specification and analysis of fault-tolerant digital 
systems. IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans, 
32(1), 149-159. doi:10.1109/3468.995536 

Sivickis, P. B. (1931). A quantitative study of regeneration along the main axis of the triclad body. Arch 
Zool Ital(16), 430-449. doi:citeulike-article-id:9389697 

Slack, J. (1980a). A serial threshold theory of regeneration. Journal of Theoretical Biology, 82(1), 105-
140. doi:citeulike-article-id:9240453 

Slack, J. M. W. (1980b). A serial threshold theory of regeneration. Journal of Theoretical Biology, 82(1), 
105-140. doi:https://doi.org/10.1016/0022-5193(80)90092-2 

https://doi.org/10.1016/0022-5193(80)90092-2


 137 

Sousounis, K., Baddour, J. A., & Tsonis, P. A. (2014). Aging and regeneration in vertebrates. Curr Top 
Dev Biol, 108, 217-246. doi:10.1016/b978-0-12-391498-9.00008-5 

Stauffer, A., Mange, D., Tempesti, G., & Teuscher, C. (2001). A Self-Repairing and Self-Healing Electronic 
Watch: The BioWatchSpringer Berlin Heidelberg. Berlin, Heidelberg. Abstract retrieved from 
10.1007/3-540-45443-8_10 

Stuckemann, T., Cleland, J. P., Werner, S., Thi-Kim Vu, H., Bayersdorf, R., Liu, S. Y., . . . Rink, J. C. (2017). 
Antagonistic Self-Organizing Patterning Systems Control Maintenance and Regeneration of the 
Anteroposterior Axis in Planarians. Dev Cell, 40(3), 248-263 e244. 
doi:10.1016/j.devcel.2016.12.024 

Sundelacruz, S., Levin, M., & Kaplan, D. L. (2009). Role of Membrane Potential in the Regulation of Cell 
Proliferation and Differentiation. Stem Cell Reviews and Reports, 5(3), 231-246. 
doi:10.1007/s12015-009-9080-2 

Szász, C., & Chindriş, V. (2010, 28-30 May 2010). Self-healing and artificial immune properties 
implementation upon FPGA-based embryonic network Symposium conducted at the meeting of 
the 2010 IEEE International Conference on Automation, Quality and Testing, Robotics (AQTR) 
doi:10.1109/AQTR.2010.5520808 

Takeda, H., Nishimura, K., & Agata, K. (2009). Planarians Maintain a Constant Ratio of Different Cell 
Types During Changes in Body Size by Using the Stem Cell System. Zoological Science, 26(12), 
805-813, 809. 

Teschendorff, A. E., & Enver, T. (2017). Single-cell entropy for accurate estimation of differentiation 
potency from a cell's transcriptome. Nat Commun, 8, 15599. doi:10.1038/ncomms15599 

Teschendorff, A. E., Sollich, P., & Kuehn, R. (2014). Signalling entropy: A novel network-theoretical 
framework for systems analysis and interpretation of functional omic data. Methods, 67(3), 282-
293. doi:10.1016/j.ymeth.2014.03.013 

Timmis, J., Ismail, A. R., Bjerknes, J. D., & Winfield, A. F. (2016). An immune-inspired swarm aggregation 
algorithm for self-healing swarm robotic systems. Biosystems, 146, 60-76. 
doi:10.1016/j.biosystems.2016.04.001 

Tosenberger, A., Bessonov, N., Levin, M., Reinberg, N., Volpert, V., & Morozova, N. (2015). A 
Conceptual Model of Morphogenesis and Regeneration [journal article]. Acta Biotheoretica, 
63(3), 283-294. doi:10.1007/s10441-015-9249-9 

Turing, A. M. (1952). The chemical basis of morphogenesis. Philosophical Transactions of the Royal 
Society of London. Series B, Biological Sciences, 237(641), 37-72. doi:citeulike-article-id:2674379 

Wagner, D. E., Wang, I. E., & Reddien, P. W. (2011a). Clonogenic Neoblasts Are Pluripotent Adult Stem 
Cells That Underlie Planarian Regeneration. Science, 332(6031), 811-816. 
doi:10.1126/science.1203983 

Wagner, D. E., Wang, I. E., & Reddien, P. W. (2011b). Clonogenic neoblasts are pluripotent adult stem 
cells that underlie planarian regeneration [Research Support, N.I.H., Extramural 

Research Support, Non-U.S. Gov't]. Science, 332(6031), 811-816. doi:10.1126/science.1203983 
Werner, S., Stückemann, T., Beirán Amigo, M., Rink, J. C., Jülicher, F., & Friedrich, B. M. (2015). Scaling 
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