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Abstract

The structure and dynamics of biomolecules are influenced by a complex interplay with
ions and water molecules in the surrounding hydration shell. The underlying interactions
are poorly understood, partly because of a lack of experimental probes that can access the
molecular scale. Local vibrations of the RNA backbone provide non-invasive probes, that are
sensitive to the first few hydration layers of the RNA solvation shell via the imposed electric
field on the (biomolecular) surface. This thesis exploits this sensitivity in femtosecond 2D-
IR spectroscopy experiments on the asymmetric phosphate stretch vibration νAS(PO−2 ) to
investigate the role of positively charged ions, particularly the magnesium cation Mg2+,
in counteracting the negatively charged phosphate backbone, thus stabilizing the tertiary
structure of the RNA molecule.
Initial experiments with the model system dimethyl phosphate in combination with the-
oretical calculations report an ion-dependent frequency blue-shift due to the formation of
contact ion pairs. In such geometries, particularly short distances between Mg2+ and phos-
phate lead to exchange repulsion interactions that strongly perturb the potential energy
surface of the vibration. Extending the approach to double helical RNA, a strong depen-
dence of the νAS(PO−2 ) vibrational mode on the local hydration structure of the phosphate
group is found. Three distinct vibrational peaks reflect three different local hydration ge-
ometries as a result of the vibrational Stark shifts. Responsible for the frequency shifts are
electric fields from solvating water molecules.
Ultimately, the characteristic blue-shift of the νAS(PO−2 ) phosphate mode allows to quanti-
tatively follow the formation of Mg2+/PO−2 contact pairs in transfer RNA systems. It could
be shown that these configurations stabilize the tertiary structure of the tRNA molecule by
efficiently compensating the Coulomb repulsion from negatively charged phosphate groups,
particularly in highly congested regions of the tRNA molecule.
The thesis demonstrates the potential of time-resolved vibrational spectroscopy combined
with theoretical descriptions on the molecular level to probe the complex interactions of
biomolecular solvation environments.





Kurzfassung

Die Struktur und Dynamik von Biomolekülen wird durch ein komplexes Wechselspiel mit
Ionen und Wassermolekülen der umgebenden Hydratationshülle beeinflusst. Die zu Grun-
de liegenden Wechselwirkungen sind kaum verstanden, zum Teil weil es an experimentel-
len Sonden mangelt, die das molekulare Level erfassen können. Lokale Schwingungen des
RNA-Rückgrats bieten solch nicht-invasive Sonden, die empfindlich gegenüber den ersten
Hydratationsschichten der RNA-Solvatationshülle sind. Die lokale Empfindlichkeit rührt
von elektrischen Feldern auf der (biomolekularen) Oberfläche. Die vorliegende Dissertation
nutzt diese Sensitivität aus, um mit Femtosekunden-2D-IR-Spektroskopie der asymmetri-
schen Phosphatstreckschwingung νAS(PO−2 ) die Rolle positiv geladener Ionen zu untersu-
chen, die die negativ geladenen Phosphatgruppen des Rückgrats kompensieren. Insbeson-
dere das Magnesium-Kation Mg2+ spielt eine wichtige Rolle dabei, die Tertiärstruktur des
RNA-Moleküls zu stabilisieren.
Erste Experimente am Modellsystem Dimethylphosphat in Kombination mit theoretischen
Berechnungen zeigen eine ionenabhängige Blauverschiebung der νAS(PO−2 )-Mode aufgrund
der Bildung von Kontaktionenpaaren. In solchen Geometrien führen kurze Abstände zwi-
schen Mg2+ und dem Phosphat zu repulsiven Austauschwechselwirkungen, die die Potenti-
alfläche der Schwingung stark stören. Eine Erweiterung der Methode auf doppelsträngige
RNA zeigt eine starke Abhängigkeit der νAS(PO−2 ) Schwingungsmode von lokalen Hydrata-
tionsstrukturen der Phosphatgruppe. Frequenzverschiebungen durch den Starkeffekt führen
zu drei klar getrennten Schwingungsbanden, die drei unterschiedliche lokale Hydratations-
geometrien widerspiegeln. Elektrische Felder von solvatisierenden Wassermolekülen beein-
flussen direkt das Bindungspotential und verursachen so Frequenzverschiebungen in der
Größenordnung von ∼20 cm−1.
Abschließend erlaubt es die für Kontaktgeometrien charakteristische Blauverschiebung der
νAS(PO−2 ) Phosphatmode, die Bildung von Mg2+/PO−2 Kontaktionenpaaren in Transfer-
RNA Systemen (tRNA) quantitativ zu verfolgen. Es konnte gezeigt werden, dass diese
Konfigurationen die Tertiärstruktur der tRNA stabilisieren, indem sie die Coulombabsto-
ßung zwischen negativ geladenen Phosphatgruppen kompensieren, insbesondere in stark
verdichteten Regionen des tRNA-Moleküls.
Die Dissertation demonstriert das Potential zeitaufgelöster Schwingungsspektroskopie, kom-
biniert mit theoretischen Beschreibungen auf molekularer Ebene, um die komplexen Inter-
aktionen biomolekularer Solvatationsumgebungen zu erforschen.
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1
RNA and its versatile role in biochemistry

Ribonucleic acid (RNA) is one of the most relevant molecules in the biological world. It is
best known for its role in the central dogma of molecular biology that states that genetic
information stored in long-lived DNA molecules (deoxyribonucleic acid) is transcribed onto
short-lived messenger RNA (mRNA) in the cell’s nucleus [1]. mRNA is then read out by
the ribosome and translated into an amino acid chain, the protein. The human body is
estimated to contain 80000-400000 different proteins, all of which are encoded by roughly
20000 DNA genes and transported from the nucleus to the cell by mRNA. mRNA has
come into focus for medical applications, most prominently during the recent SARS-CoV 2
pandemic. mRNA encoding a specific virus protein is part of several vaccines that allow the
human body to synthesise the protein and subsequently stimulate the vaccinee’s immune
system to produce antibodies against it. [2, 3]

A variety of RNA molecules perform a number of functional roles, non-coding RNA, as op-
posed to the coding mRNA that carries genetic information. The most prominent examples
for non-coding RNA are ribosomal RNA (rRNA) and transfer RNA (tRNA). Together with
ribosomal proteins, rRNA forms the ribosome, the molecular machine that performs protein
synthesis. tRNA links the mRNA sequences read out by the ribosome to an amino acid that
is then added to the growing polypeptide chain. tRNA and rRNA differ fundamentally in
size: tRNA is generally made up of ≈ 80 base pairs (bp), rRNA is 1500-5000 bp in length,
exemplary x-ray structures are shown in figure 1.1. Other non-coding RNA fragments per-
form regulatory function in transcription and translation processes, as recently discovered.
One such example is the riboswitch shown in figure 1.1 (35-200 bp). The function of all these
RNA molecules is strongly influenced by their macromolecular structure, the surrounding
water shell and the ion environment.

The general biochemical structure of RNA molecules follows the universal principles shown
in figure 1.2. Negatively charged phosphate groups (PO4)− link ribose sugars (C5H10O5)
to form a backbone chain. The phosphate groups are the major hydration site of RNA.
The genetic information is encoded in the sequence of the bases connected to the ribose.
A nucleotide, consisting of a phosphate group, a sugar molecule, and a base is considered
the basic building block of every RNA molecule. Four types of bases are most common
for RNA molecules, the purines adenine (A) and guanine (G), and the pyrimidines uracil
(U) and cytosine (C). Less common bases are typically modifications of these four, such
as O2′-methyl-guanosine, a methylation modification important in stabilizing the anticodon
loop of tRNAPhe. [7]

RNA exists in a multitude of single- and double-stranded geometries. In double strands
as well as helical regions of single-stranded RNA opposing bases link to each other using
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CHAPTER 1. RNA AND ITS VERSATILE ROLE IN BIOCHEMISTRY

Figure 1.1: Different functional RNAs consist of a single RNA strand but assume differ-
ent three-dimensional structures. Shown here from left to right, not to scale, are crystal
structures of tRNAphe (protein data base 1EHZ, [4]), a tetrahydrofolate-binding riboswitch
(pdb: 3SUY [5]), and a 50S-rRNA (pdb: 1NJN [6]). The ribbon structures show the sugar-
phosphate backbone, the rectangular plates symbolize nucleobases. Color coding follows
the primary base sequence of each RNA molecule from the 5′ end (blue) to the 3′ end (red).

hydrogen bonding. G and C share three hydrogen bonds, making GC-rich RNA geome-
tries particularly stable. A and U share two hydrogen bonds in a weaker arrangement.
Watson-Crick hydrogen bonding is shown in figure 1.2. Alternative pairing geometries,
such as Hoogsteen pairs or water mediated G-U (similarly U-C or U-U) pairs, occur less
frequently [8]. In the latter, one of the direct hydrogen bonds in Watson-Crick geometry is
replaced by a mediating water molecule [9].

RNA shares the common biochemical structure, a sugar-phosphate backbone linking nu-
cleobases, with DNA. Three major differences, however, result in significantly different
properties:

� DNA contains thymine (T) instead of U. The extra methyl group of T provides better
resistance against mutations [10].

� The ribose sugar is replaced by deoxyribose in DNA by removing the 2′-OH group.
This specific hydroxide group is the docking point for enzymes that degrade RNA
(RNAses), deoxyribose effectively protects DNA from degradation by cleavage. Con-
sequently, the lifetime of DNA is prolonged by orders of magnitude, RNA degrades
after minutes to hours, DNA persists for centuries [11–13].

� The sugar pucker, i.e. out-of-plane behaviour of the ribose ring as shown in fig. 1.2,
switches from a C3′ conformation in RNA to a C2′ conformation in fully hydrated
DNA. In the C3′ conformation, the distance between adjacent phosphate groups is
reduced from 7 Å to 5.9 Å. Fully hydrated DNA consequently forms an elongated, nar-
row double helix (B-helix geometry), whereas a double-stranded RNA is compressed
to a shorter and wider A-type double helix, as shown in fig. 1.3.

Experimental and theoretical work comparing the hydration of DNA and RNA found that
both the additional OH-group and the changed sugar pucker result in a more ordered local
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Figure 1.2: General biochemical structure of RNA. Phosphate groups (light blue) and
ribose sugars (grey) form the RNA backbone, to which the nucleobases are attached. RNA
generally contains guanine (G, green), cytosine (C, blue), adenine (A, yellow), and uracil
(U, orange), shown here in Watson-Crick pairing with their predominant counterpart. DNA
contains thymine (T, red) instead of uracil, and deoxyribose instead of ribose. Deoxyribose
lacks the 2′-OH hydroxide group, cf. the prime notation (1′-5′) of the sugar carbons in the
bottom right. The sugar pucker, i.e. the out-of-plane behaviour of the ribose ring, can
adopt a C2′-endo or C3′-endo conformation.

hydration environment around RNA [14–16].

The molecule shown in figure 1.3 represents double-stranded RNA (dsRNA). This is a spe-
cial case in biology, only certain RNA viruses are known to use dsRNA instead of DNA to
store their genetic information [18, 19]. Artificially introducing synthetical or viral dsRNA
in cells has recently been found to stimulate cellular immune systems [20]. Most RNA,
however, is present as a single-strand that folds in on itself to form the complex structures
shown in fig. 1.1. Helical domains with B-type helical geometry play important roles also in
these functional structures, but only ≈ 50% of bases are arranged helically [21]. A second
recurring structural motif is a loop, where a number of bases do not pair, but rather create a
circular element. One RNA molecule, where the loop structures are particularly important
is tRNA, shown in fig. 1.4.

tRNA is a cornerstone of protein synthesis. It connects the genetic information of mRNA
to the amino acid sequence of proteins. Its cloverleaf secondary structure (cf. fig. 1.4(a)) is
conserved for all tRNA species and consists of three loop regions connected by helices. Most
important for the reading out of mRNA is the anti-codon loop with the three anti-codon
bases in red (O2′-methyl-guanosine—adenine—adenine, GmAA in the case of tRNAphe).
Each base triplet encodes one of twenty amino acids (phenylalanine in the case of tRNAphe),
the corresponding amino acids is attached to the 3′ end, the acceptor stem of the tRNA
molecule. The D-loop is particularly important in the recognition process of linking amino

13



CHAPTER 1. RNA AND ITS VERSATILE ROLE IN BIOCHEMISTRY

Figure 1.3: Fully hydrated DNA adopts a B-helix geometry (left), RNA and underhy-
drated DNA adopt an A-helix geometry (right). Shown are typical helix diameters, typical
phosphate-phosphate distances and the total length of a single helical turn. The reduced
P—P distance results in the compressed A-helix geometry. Major and minor groove are
indicated as shaded regions. Image modified from [17]

acids to their correct tRNA molecule. The folded tertiary, functional, structure of tRNA has
an upside-down L-shape shown in fig. 1.4(b), with the highlighted regions showing equiva-
lent regions in secondary and tertiary structure.

The folding process of RNA takes place on timescales ranging from 10−2 − 103 s and is
hierarchically organized [22]. The initial step of a folding process is base-pairing to form a
secondary structure of helical regions linking various loops (see fig. 1.4 (a)). This occurs
relatively fast, secondary structure formation for tRNA has been observed in 10−4-10−5 s.
In a second step these domains associate to form the native tertiary structure, allowing
RNA to perform its function. Tertiary structure formation in tRNA is associated with
timescales around 10−2-10−1 s (measured in vitro in NaCl solution, [23]). Larger molecules,
such as the group I-intron of Tetrahymena thermophila (>400 nucleotides), show folding
timescales on the order of seconds to minutes (measured in vitro in MgCl2 solution, [24]).
Several independently folding sub-domains lead to the formation of intermediate structures
which slows down the folding process compared to tRNA.

A major challenge in the folding of RNA molecules is set by the negative charge of the back-
bone phosphate groups. Coulomb repulsion makes it unfavourable for phosphate groups to
be in close proximity. However, this close proximity is exactly what is observed in functional
RNA molecules. The typical distance of 5.9 Å between adjacent phosphates is significantly
reduced in some arrangements, in tRNA particularly in the vicinity of the D-loop. Posi-
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Figure 1.4: Secondary (a) and tertiary (b) structure of tRNAphe from yeast (modified
bases in blue lettering, see [4]). The anticodon sequence encoding phenylalanine (GmAA:
O2′-methyl-guanosine—adenine—adenine) in red lettering. Color coded boxes show equiva-
lent regions in secondary and tertiary structure of tRNAphe. Secondary structure is formed
in a first folding step by basepairing. Tertiary, native, structure is then formed by a rear-
rangement of the structural groups.

tively charged metal ions, in particular magnesium (Mg2+), have been found to stabilize
RNA geometries by counteracting this Coulomb repulsion [25–27]. Mg2+ ions also mediate
a comparably fast (≈ms) compaction of the secondary structure helical domains of large
RNAs [28,29].

How Mg2+ affects RNA structure and dynamics is still largely unresolved at a molecular
level. The surface of RNA and of biomolecules in general is the playfield of interactions be-
tween various ionic molecular groups, charged counterions and the dipolar water molecules
of the cellular environment. Hydration involves long-range electrostatic interactions, specific
short-range interactions and inductive many-body interactions [30]. It is becoming more
and more clear, that the first few hydration layers are crucial in determining structural
stability and dynamics of biomolecules, e.g. by mediating the folding of proteins [31,32].

Phosphate groups, as the major hydration site of RNA, are affected by fluctuating electric
fields from surrounding water molecules and counterions. However, the role of counterions is
disputed in literature. Mean-field theories, such as Poisson-Boltzmann theory, predict a sta-
bilization of tRNA via long-range electrostatic interactions with ions that retain a complete
solvation shell [33]. X-ray diffraction and quantum chemical calculations on large RNAs, on
the other hand, see a strong contribution from ions directly bound to the RNA [34, 35]. A
key problem is that the interaction of RNA with its hydration shell, including counterions,
has not been experimentally accessible on a local, molecular level. Vibrations of the RNA
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CHAPTER 1. RNA AND ITS VERSATILE ROLE IN BIOCHEMISTRY

backbone, i.e., vibrations of the phosphate group, diester linkage vibrations, or vibrations
of the ribose main chain, could provide noninvasive molecular probes. Collectively, they
are carriers of energy transport, vital in the dissipation of excess energy both within the
helix and to the aqueous solvent. Vibrations of the phosphate group in particular have
been shown to strongly depend on the molecular hydration level [36]. Their vibrational
frequency depends on the electric field exerted on the phosphate group by the solvent envi-
ronment [37, 38]. A particularly useful technique is two-dimensional infrared spectroscopy
(2D-IR), which allows to identify coupling between vibrational modes and reveal the in-
fluence of solvent fluctuations on spectral lineshapes. This thesis employs the asymmetric
stretch vibration of the phosphodioxy moiety νAS(PO−2 ) to combine the sensitivity of the
backbone vibrations with the spectral information provided by 2D-IR spectroscopy. We
ultimately intend to answer the question, to what extent ions directly bound to RNA are
present in solution and how they contribute to the stabilization of RNA structure.

Outline

The thesis is structured as follows: Chapter 2 will review the current knowledge about
the hydration shell of RNA and the role metal ions play within this hydration shell. Both
theoretical and experimental methods that contribute to the current understanding are pre-
sented. The vibrations of the phosphate group will be introduced as sensitive reporters of
their surrounding electric field, a property that makes them predestined to report on the
hydration environment and surrounding ions. Chapter 3 will then discuss the particular
spectroscopic methods employed in this thesis, both linear and nonlinear, with an emphasis
on the theoretical foundations of these methods. Chapter 4 focuses on the peculiarities of
working with biological samples. Preparation and characterization of the aqueous sample
used in the thesis, particularly the RNA solutions, will be explained in detail.
The results of the thesis are presented in a step-wise approach in chapters 5-7. We first
consider interactions of positively charged alkali and alkaline earth metal ions with neg-
atively charged phosphate groups of the dimethyl phosphate anion (DMP−), a common
model system of the RNA backbone. Linear and ultrafast IR spectra of DMP− monitoring
the behaviour of νAS(PO−2 ) under different ion environments are presented in chapter 5.
We find that the formation of DMP/ion contact pairs results in the emergence of a char-
acteristically blue-shifted vibrational mode, independent of the original νAS(PO−2 ) mode.
Chapter 6 then investigates the local solvation shell of synthetical short double-helical RNA
(dsRNA) by combining IR spectroscopy with heat-induced changes in RNA structure. We
discern three typical types of local phosphate hydration geometry and assign them to the
respective contributions to vibrational spectra of νAS(PO−2 ). The final step is the analysis
of Mg2+/RNA interactions in dsRNA and biologically relevant tRNA in chapter 7. The
combination of linear and nonlinear, time-resolved infrared spectroscopy with theoretical
calculations on a molecular level allows to quantify direct interactions of the RNA backbone
phosphate groups with Mg2+ ions.
Chapter 8 summarizes the results presented in this thesis and provides an outlook into
activities that could be pursued using the newly gained knowledge.
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2
RNA-ion interactions

2.1 Defining RNA-ion interactions

2.1.1 The RNA hydration shell

It is impossible to discuss the interactions of RNA and its surrounding ions without consid-
ering their water environment. The RNA hydration shell, generally defined as the number
of water molecules surrounding RNA whose properties differ from bulk water, contributes
to the stabilization of secondary and tertiary RNA structure [8]. Water molecules as polar
molecules help to some degree shield Coulomb repulsion between the negatively charged
phosphate groups of the RNA backbone. Moreover, secondary structure formation, where
base pairing and stacking occurs, is partly due to hydrophobic interactions [39].

The definition of water molecules in the hydration shell versus in bulk water naturally
depends on what properties are considered and consequently the method used to observe
them [40]. Early experiments on DNA distinguished two distinct layers of hydration [8,41].
The first hydration shell contains about 20 water molecules per nucleotide. Five to six
water molecules bind at the phosphate groups, 4-6 waters less tightly at the sugar and the
bases. These 11-12 water molecules can still be observed at reduced hydration levels (<65%
relative hydration levels), at such reduced hydration levels DNA assumes an A-type helical
geometry similar to RNA. Further 8-9 binding water molecules appear at higher hydration
levels and hydrate the bases. Ultrafast measurements of reorientation dynamics found that
the second hydration layer extends to ≤ 7Å away from the biomolecule and is characterized
mainly by structural distortions compared to bulk water [42].

Current knowledge specifically of RNA hydration is mainly the result of x-ray diffraction
data from crystallized RNA [15] and theoretical molecular dynamics (MD) simulations, with
diffraction data restricted to the first hydration shell. Figure 2.1 shows data of first hydra-
tion shell MD simulations [16]. 22 hydration sites are occupied by ≈20 water molecules,
again the phosphate group is found to be the major hydration site. Up to three water
molecules hydrogen bond to the two free oxygens in each phosphate group to form a tetra-
hedral arrangement. The water structure around RNA is generally found to be more stable
and less dynamic than around DNA. High resolution X-ray experiments confirm this higher
structural order for RNA and show a strong increase in hydration along the sugar-phosphate
backbone [15]. The additional hydroxy group in RNA helps form a stable ring-like hydration
structure in the minor and, less pronounced, the major groove. The reduced phosphate-
phosphate distance additionally allows single water molecules to bridge the distance between
neighbouring phosphates with strong hydrogen bonds [14,15].
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CHAPTER 2. RNA-ION INTERACTIONS

Figure 2.1: Molecular Dynamics simulation of the hydration shell around a single C-G
base pair of RNA and DNA, adapted from ref. [16]. Blue: nitrogen (N); red: oxygen
(O); black: carbon (C); ochre: phosphorous (P). Qualitative isodensity contours (orange)
symbolize the distribution of water molecules around RNA and DNA. The 22 hydration
sites surrounding the RNA are clearly distinguishable, while the DNA hydration shell is
less ordered, especially around the phosphate groups. Potential hydrogen bonds are shown
as dashed lines. The predominant hydration site in both systems is the phosphate group (12
of 22 sites), where water molecules form a tetrahedral arrangement around each phosphate
oxygen. Four hydration sites are situated at the ribose ring, the remaining 6-8 sites link to
the nucleobases.

18



2.1. DEFINING RNA-ION INTERACTIONS

Figure 2.2: Hydration shell around Mg2+ and Ca2+. Mg2+ is surrounded by six water
molecules in a rigid, octahedral hydration shell, Ca2+ by eight water molecules in a distorted
square antiprismatic configuration. Structures adapted from refs. [44, 45]

The hydration shell around the phosphate group of nucleic acids has been shown to be re-
sponsible for local electric field strengths up to 100 MV/cm [43]. RNA hydration is a topic
of ongoing research and will be the focus of chapter 6 of this thesis.

2.1.2 Biologically relevant ions and their hydration

The introduction briefly discussed the importance of cations in reducing Coulomb repul-
sion in RNA molecules. Table 2.1 gives an overview over the most abundant ions present in
mammals together with relevant properties of the ions. The monovalent alkali metals potas-
sium (K+) and sodium (Na+) are present at the highest concentrations, K+ mostly in the
cell, Na+ in the extracellular fluid. Divalent alkaline earth metals Mg2+ and calcium (Ca2+)
are present at lower concentrations, with Mg2+ predominantly in the cellular fluid, Ca2+ in
the extracellular [21]. The predominant anion in mammalian cells is chlorine (Cl−), concen-
trations depend on the cell type, from 5 mM in skeletal cells to 80 mM in red blood cells [46].

Hydration Ionic Ion-Water Water exchange Physiological concentration
Ion number radius distance rate intracellular extracellular

Å s−1 mM

K+ 6 1.38 2.65 ≈ 109 140 5
Na+ 6 1.02 2.34 ≈ 109 10 145

Mg2+ 6 0.72 2.1 < 106 30 1
Ca2+ 8 1.12 2.46 ≈ 108 1 4
Cl− 6 1.67 2.2 ≈ 1011 5-80 115

Table 2.1: Properties of relevant ions. Hydration number refers to the number of H2O
molecules in the first shell, the hydration shell of divalent ions usually extends further.
The ion-water distance is taken from radial distribution functions, that show predominant
cation–water oxygen and Cl−–water hydrogen distances in the first hydration shell. From
refs. [21, 44,46–48]

19



CHAPTER 2. RNA-ION INTERACTIONS

Mg2+ has a particularly rigid hydration shell, as evident from the low water exchange
rate [21]. This correlates with the important role that Mg2+ plays in many biological
processes. Figure 2.2 compares the first hydration shell of Mg2+ and Ca2+. Mg2+ is sur-
rounded by six water molecules in a tight octahedral structure, Ca2+ is hydrated by eight
water molecules that form a more cubic structure. The comparably small ionic radius of
Mg2+ results in a high charge density, strengthening the hydrogen bonds and resulting in
a particularly low distance to the nearest water molecule (in the cation case, this is the
ion-water oxygen distance). Typical ion-water distances shown in table 2.1 are taken from
the first maximum of respective radial distribution functions, calculated in MD simulations
and experimentally confirmed by NMR spectroscopy [21, 46]. Mg2+ is closest to its sur-
rounding water shell, Ca2+ and Na+ are comparable, but the divalent Ca2+ also forms a
second hydration shell, that Na+ does not have. The chlorine anion also has a comparably
close first hydration shell. In this case, the distance is measured to one of the hydrogen
atoms, the distance is therefore highly susceptible to fluctuations. In fact, this can be seen
in the water exchange rate, which is significantly higher than for any of the cations.

2.1.3 Binding Modes

The ions listed in table 2.1 can interact with RNA molecules in a number of ways that
follow universal rules. The first important distinction is that between directly and diffusely
bound ions, both of which are present around RNA. Directly bound ions are characterized
by their direct, specific interaction with phosphate groups in the RNA backbone, as shown
in fig. 2.3A. In inner sphere coordination, the Mg2+ ion is in direct contact with a phosphate
group, one water in its hydration shell is substituted by a phosphate oxygen. In outer sphere
coordination Mg2+ retains its full first hydration shell, one of the water molecules bridges the
distance between Mg2+ and PO−2 . Inner sphere coordination always forms a contact ion pair
(CIP), while up to three water molecules separate phosphate and ion in solvent-separated
ion pairs (SSIP, [49]). Ions that are further away are termed diffusely bound ions. They
interact with the RNA via long-range electrostatic interactions. Figure 2.3B shows three
interactions of directly bound ions that are relevant for RNA when Mg2+ ions bridge the
distance between two phosphate groups. In that case, both phosphate groups can interact
with the Mg2+ ion either in inner or outer sphere coordination or in a combination of both.
In this thesis we mainly differentiate between CIPs, SSIPs, and diffusely bound ions.

The process of n Mg2+ ions binding to RNA can be seen as a set of binding reactions in
equilibrium [51,52]

RNA0 + Mg2+ K1←→ RNA ·Mg2+

RNA0 + 2Mg2+ K2←→ RNA ·Mg2+
2

...

RNA0 + nMg2+ Kn←→ RNA ·Mg2+
n

with RNA0 the nucleic acid without bound Mg2+ and Ki the macroscopic equilibrium con-
stant associated with binding i Mg2+. The sum of all binding modes can then be described
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Figure 2.3: Schematic of Mg2+ binding to RNA. Binding occurs in different schemes,
A shows the general distinction between bound ions that interact with phosphate groups
of the backbone in a direct, specific manner, and diffusely bound ions, that interact via
non-specific, long-range Coulomb interactions. B further distinguishes directly bound ions
according to the hydration level of the Mg2+ ion. This correlates with the RNA/ion distance.
Adapted from ref. [50]

by a binding partition function as a function of the total Mg2+ concentration cMg2+ . This
binding polynomial has the form

Q = 1 +K1cMg2+ +K2c
2
Mg2+ + ...+Knc

n
Mg2+ (2.1)

from which the number v of bound Mg2+ ions per RNA can be derived

v =
∂ lnQ

∂ ln cMg2+

=
cMg2+

Q

∂Q

∂cMg2+

. (2.2)

For a single class of n independent binding sites with binding constant K the partition
function takes the form Q = (1 + KcMg2+)n, the number of ions bound per RNA molecule
is then

v =
nKcMg2+

1 +KcMg2+

. (2.3)

A Scatchard plot visualizes the data by plotting the ratio of bound ion to ligand concen-
tration as a function of bound ion concentration v/cMg2+ vs. v [54]. The corresponding
Scatchard curve is linear with a negative slope (see fig. 2.4, dashed lines), following

v

cMg2+

= nK − vK.

The Scatchard plot allows to conveniently determine both binding constant and number of
binding sites from slope and intersection with the x-axis, respectively.
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Figure 2.4: Scatchard plots for different binding conditions. Single-site binding results
in a linear Scatchard graph, the slope is determined by the equilibrium binding constant.
The solid line shows non-cooperative two-site binding, similar to what has been reported for
tRNAphe uptake of Mg2+ [53]. The dash-dotted line gives an example of cooperative binding
to the strong binding site, which has been observed for tRNAphe at elevated temperatures.
The number of binding sites in a system is given in a Scatchard graph directly as the
intersection with the x-axis.

The distinction between tightly and diffusely bound ions in the case of RNA requires a
model that accounts for two classes of binding sites:

Q = (1 +K1cMg2+)n1 + (1 +K2cMg2+)n2

v =
n1K1cMg2+

1 +K1cMg2+

+
n2K2cMg2+

1 +K2cMg2+

n1/2 is the number of ions associated with each binding site and K1/2 the binding constant.
In the case of two classes of independent binding sites the Scatchard plot shows a hyper-
bolic curve that asymptotically approaches the linear functions of its constituents. Certain
systems of macromolecules may exhibit cooperative binding, where the binding of ligands
(not necessarily only ions) facilitates the binding of additional ligands. A classic example is
the binding of oxygen to hemoglobin. Conversely, anti-cooperative binding impedes future
ion binding should ions already bind to the macromolecules. Cooperative binding can sig-
nificantly alter the shape of a Scatchard plot, as has been observed for mixtures of native
and denatured tRNA.

In an experimental framework, where the total Mg2+ concentration can be separated in
bound and free ions (ctot = cbnd+cfr), the number of bound ions can be indirectly quantified
by measuring the concentration of free Mg2+

v =
ctot − cfr
cRNA

(2.4)
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One approach to measure the concentration of free Mg2+ is the fluorescence spectroscopy
of 8-hydroxyquinoline-5-sulfonic acid (8-HQS) [55]. Mg2+ is added to aqueous solutions of
8-HQS with and without RNA, titration curves allow to infer cfr. The method will be
explained in more detail in section 3.1, as we use it in chapter 7 of this thesis to quantify
binding of Mg2+ to our RNA samples.

So far, we have considered ion binding to RNA purely from the viewpoint of fundamental
equilibrium equations. This approach allows to differentiate different binding modes but
lacks information on the microscopic structure. In the following we will present the prevalent
theoretical methods to understand RNA-ion interactions in the molecular context.

2.1.4 Theoretical approaches in describing RNA-ion interactions

Earliest theories linking nucleic acids and their counterions originated from polyelectrolyte
theory that initially studied the general properties of charged polymer chains in solution.
Expanding the Debye-Hückel theory for solvated ions, Manning developed a theory of coun-
terion condensation around polyelectrolytes, including DNA [58]. The polymer is sim-
plified to a rod where charges are separated by a constant distance dcharge = L/P , with
the total length L of the nucleic acid and P the number of basepairs with valency zP = 2.
Under this assumption, the statistical-mechanical integral over configuration space diverges
until enough counterions of valency zi condense around, i.e., bind to, the RNA to fulfill the
critical condition

ξ =
λB

dcharge
>

1

N
(2.5)

where ξ is the Manning parameter, N = |zizP | the absolute product of the two valencies,
and λB = e2/(4πε0εkBT ) the Bjerrum length, the distance between two monovalent charges
at which their Coulomb energy and their thermodynamic kinetic energies are the same. ε
denotes the dielectric constant of the solvent. The fraction of phosphate pairs with con-
densed ions is given by 1 − 1/Nξ, the charge of the polyphosphate is reduced to 1/Nξ. In
the case of monovalent cations around RNA in water, where ε = 80 and dcharge = 0.28 nm
(cf. fig. 1.3) the Manning parameter is ξ = 2.48. For this choice of parameters, 80% of
phosphate groups are binding counterions (comp. fig. 2.5(a)), the effective charge of a
basepair reduces to -0.2e.
The theory was later extended to account for competition of different counterion species [59].
Mixtures of counterions with different valencies, e.g. Na+ and Mg2+, showed complete se-
lectivity towards the higher valent ion. The nucleic acid would always bind the divalent
species until those ions were depleted. If the condition from eq. (2.5) was not yet met at
that point, monovalent ions would condense until stability was restored.
Apart from its simplistic ansatz that neglects local solvation effects and individual ion
properties, one major drawback of Manning theory is the unphysical spatial distribution
of counterions. As shown in fig. 2.5(d) ions are predicted to accumulate mainly within a
certain distance from the helical axis with sharp, step-like transitions between bound and
free ions. Two major methods were developed that correct for the artificial behaviour:
Poisson-Boltzmann (PB) and Molecular Dynamics (MD) simulations.

The PB method relies on the solutions of the Poisson-Boltzmann equation to predict the
electrostatic potential around a nucleic acid. Several properties can then be deduced, such
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Figure 2.5: Schematic of findings from the three predominant theoretical methods used in
RNA-ion characterization. (a) Counterion condensation theory treats the nucleic acid as a
rod of uniform linear charge density. Positive counterions accumulate at a cylindrical volume
around the RNA. Outside the condensation volume, ion concentrations rapidly approaches
bulk ion concentrations. (b) NLPB theory treats the nucleic acid as a three-dimensional
charge density distribution ρ(~r). The solution of the nonlinear Poisson-Boltzmann equation
gives the electrostatic potential around the nucleic acid, from which ion distributions and
thermodynamic parameters can be inferred. (c) Atomistic model of an RNA double helix
used in MD simulations (water not shown). The negative charge is compensated in this
simulation by Na+ ions in the grooves of the RNA (blue spheres) and on the outer surface
of the RNA (red spheres). (d) Counterion condensation: radial concentration profile of
Na+ (red) or Mg2+ (blue) around an RNA rod of 5Å radius, calculated acc. to ref. [56].
(e,f) Radial concentration profile of Mg2+ (e) and Na+ (f) around a 25-mer dsRNA molecule
according to MD simulations (black) and NLPB calculations (blue), adapted from ref. [57].
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as the number density of surrounding ions, or thermodynamic properties relevant for the
folding process. The Poisson-Boltzmann equation describes the spatial distribution of the
electrostatic potential governed by a charge distribution ρ(~r), here, the negatively charged
sugar-phosphate double helix of RNA. The potential is modified by the surrounding ions i,
characterized by their valency zi and their concentration c0i according to [40]

∇ · [ε0ε(~r)∇V (~r)] = −

[
ρ(~r) +

∑
i

c0izie exp

(
−zieV (~r)

kBT

)]
(2.6)

The solvent is approximated as a continuum with a constant dielectric constant ε, typically
ε = 80 in water. In proximity of the nucleic acid ε is reduced to < 4 [40], the transition
can be simulated with a sharp step function [60] or a smoother sigmoidal function ε(r) [57].
Early theory work relied on linearizing the exponential of eq. (2.6), but computational
progress allows to calculate the non-linear equation at low computational cost for a variety
of systems [61].

PB simulations were the first to introduce the concept of the ion atmosphere: ions that are
not directly bound to the negative phosphate charges, but have been attributed a major
contribution to stabilizing RNA structure and function through cumulative electrostatic
interactions. Work on RNA has focused mainly on short double-helical RNA. The blue
curve in fig. 2.5(f) shows the concentration curve of Na+ around a 25-mer duplex RNA at
high Na+ concentration (0.4 M, [57]). The major contribution to counterion concentration
is predicted 10-20 Å away from the RNA molecule, with a portion of counterions around
5Å [57]. PB simulations predict on average 0.65 Na+ ions per nucleotide to be associated
with duplex RNA at such high bulk Na+ concentrations [60]. Lower Na+ concentrations lead
to more ion binding to the RNA, reaching up to 0.81 Na+ per nucleotide for 10 mM NaCl
concentration.

In the case of Mg2+ the predicted concentration curve looks similar to Na+ (cf. fig. 2.5(e),
[57]), 0.46 Mg2+ ions per nucleotide are predicted [60]. Simulations of counterion competi-
tion predict a strong preference for Mg2+ binding. In mixtures containing a fixed amount
of Mg2+, more than 10-fold the concentration of Na+ was required to displace Mg2+, so that
the same absolute numbers of both Mg2+ and Na+ were associated with the RNA molecule.
More than 30-fold concentration is necessary for Na+ binding to dominate. For both Mg2+

and Na+ the ion atmosphere extends up to 30Å from the RNA helical axis, where concen-
trations approach bulk limits.

Misra and Draper extended the use of the nonlinear Poisson-Boltzmann equation to study
the binding of Mg2+ ions to tRNAphe [33]. Within the premise of NLPB they treated the
Mg2+ as an ensemble of ions distributed according to a Boltzmann weighted average of the
mean electrostatic potential around the RNA [62]. The simulations reproduced experimen-
tal Scatchard plots, albeit primarily for high values of v > 15 ions bound per RNA molecule.
Solvent-dependent shifts in the pKa value of fluorescent reporters also allowed them to ac-
cess the thermodynamical change in free energy upon addition of Mg2+. They concluded
that the Mg2+-tRNA interplay is governed by long-range electrostatic interactions, since
their model does not require any specifically coordinated Mg2+ ions to stabilize the tRNA
tertiary structure. Binding of Mg2+ occurs purely via electrostatic trapping, additionally
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helped by the thermodynamic loss of entropy upon releasing previously attached monova-
lent counterions.

Poisson-Boltzmann theory, however, suffers from systemic limitations: ions, RNA, and the
water solvent are approximated in a continuum model that neglects local interactions. Con-
tinuum models do not account for dehydration effects that occur due to steric constraints,
or ion-ion correlations that dominate electrostatics on short distances. This has been tried
to be rectified, e.g. by the tightly bound ion model [63]. Here, ions are inserted in the
vicinity of the RNA after the PB equation has been solved. Calculated electrostatic free
energies determine whether the included ions are diffusely or tightly bound to the RNA
molecule.

The simplification of the solvent water as a continuum also ignores the dipole properties
of the water molecules. The method therefore neglects the strong local electric fields from
the water dipoles and does not reflect the polarizability of water molecules by ions or the
RNA itself. PB theory has been argued to be accurate for long distances, where the sum of
all molecules efficiently shields the electric fields at the RNA surface [43, 57]. Short-range
interactions, especially near strong electric fields, are inherently misrepresented.

MD simulations improve on a number of these limitations, albeit at a significantly larger
computational cost. They simulate complex molecular systems at an atomistic level. The
molecules of interest are considered together with solvent molecules and any additional ions
in an appropriate simulation volume. Using analytical functions, the force fields, the po-
tential at every coordinate is calculated. This allows to track step-wise the dynamics of
the system. After an initial equilibration time, MD simulations can track the configura-
tion space due to thermal fluctuations at room temperature on timescales up to several
microseconds.

The results highly depend on the force field used, for nucleic acids AMBER (Assisted Model
Building with Energy Refinement, [64]) and CHARMM (Chemistry at Harvard Macro-
molecular Mechanics, [65]) are the most commonly used. These quantify the system using
Coulomb interaction, the atomic Lennard-Jones potential, as well as intramolecular pa-
rameters, such as bond lengths and angles, or torsion angles. These parametrizations are
constantly re-evaluated with regards to experimental benchmark results [66, 67]. Standard
MD force fields are not able to factor in the electronic polarization of atoms and molecules
in the calculation of the dynamics [68]. This considerably impeded simulating nucleic acid-
ion interactions due to the strong electric fields present. Polarizable force fields improve on
this, but are costly and very recent [69]. A less costly walkaround is a re-parametrization
of charges. Strong polarization effects are reduced by numerically downscaling ion charges.
This improves accuracy in the simulation, e.g. of MgCl2 ion pairing, but still has limitations
when it comes to MD simulations of biomolecules [70,71].

On this basis, a range of RNA molecules has been examined. For long distances to the
helical axis (> 16Å [72]) predicted ion concentrations around an RNA duplex agree well
with populations predicted by PB theory. MD simulations however predict significantly
larger concentrations in close vicinity to the RNA molecule with distinct differences between
monovalent and divalent cations [57, 72–74]. Characteristic distance-dependent concentra-
tion curves are shown in fig. 2.5(e,f) [57]. The atomistic detail of MD simulations allows
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for precise analysis of ion positions. (Most) locally interacting ions show stability in their
specific location. The non-esterified oxygens of the backbone phosphate groups in particular
are the binding sites of these locally interacting ions. Na+ also has shown binding to the N7
nitrogen atom of guanine and adenine [72]. In mixtures of Mg2+ and Na+, a clear preference
for Mg2+ binding is predicted [73,74].

MD simulations were also performed to extend the Hofmeister series to RNA [75]. The
Hofmeister series is an empirical sequence of ions according to the influence on biologi-
cal macromolecules. The original idea was conceptualized for proteins and captured salt-
dependent differences in protein solubility [76]. Strong Hofmeister ions shape the local
water structure around the biomolecules, based on charge density and ion size. In ref. [75]
eight different cations are considered in MD simulations together with an RNA dinucleotide
(guanine-guanine) and sorted according to their binding free energies with the phosphate
backbone. Mg2+ ions show the strongest binding affinity, preferably forming a contact ion
pair with the phosphate group by inner-sphere coordination. K+ ions show the weakest
binding, mainly as a solvent-separated ion pair. The full sequence for the biologically rel-
evant ions of table 2.1 reads Mg2+ >Ca2+ >Na+ >K+. Interestingly, the above Hofmeister
series is reversed when it comes to ions binding to the nucleobases.

Newer approaches include the combination of Debye-Hückel bulk properties with a reference
interaction site model (3D-RISM) that calculates short-range ion-RNA interactions based
on the density distribution of these ions. It was used to study Mg2+ binding to ribosomal
RNA, predicting stabilization of tertiary structure by bridging Mg2+ that bind to more than
one phosphate group [50].

All in all, PB theory is the most widely used method when it comes to simulating nucleic
acids, due to its computational efficiency. It predicts stabilization of RNA structures by
long-range interactions of ions with a diffuse ion atmosphere. The mean-field approach is
inaccurate especially at the level of local interactions, however, since the approach neglects
the dipolar field of water molecules, polarization effects, as well as ion-ion correlations. MD
simulations are computationally more expensive, but better capture the discrete nature of
solvent molecules and ions. They predict stronger local interactions than PB, most notably
with regards to Mg2+ binding to the phosphate group of the RNA backbone.

2.1.5 Experimental approaches and their limitations

We reviewed the different theoretical approaches and their predictions regarding RNA-ion
interactions. Various experimental methods have been developed over the years to substan-
tiate these predictions. Focus will be on interactions of RNA with divalent ions, such as
Mg2+, as those have been shown to affect RNA the most. The list is not complete, but
serves as an overview over experimental advances.

First attempts to quantify stabilizing RNA-ion interactions used equilibrium dialysis
methods on ribosomal RNA, the principle is displayed in figure 2.6. RNA is dialysed in a
buffer with excess ion concentrations. The system is allowed to equilibrate and ion concen-
trations are measured both inside and outside the dialysis membrane. Cation attraction
and anion exclusion around the RNA molecule can then be quantified. From these first ex-
periments statistically every other RNA phosphate has a Mg2+ ion associated with it, with
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Figure 2.6: Schematic representation of equilibrium dialysis to determine bound ion con-
centrations to RNA (here K+ and Cl−). Initially, RNA in a dialysis bag is placed in a
solvent with higher ion concentration. After some time, ion concentrations equilibrate and
the corresponding concentration associated with RNA can be computed from concentration
measurements. Adapted from ref. [80]

some evidence for Mg2+ ions confined to a specific site in the ribosome [77]. These specific
sites were deemed essential to RNA function, similar to ligands binding to proteins [78,79].

The stabilizing influence of Mg2+ also shifts transition temperatures in UV melting exper-
iments, explained in detail in section 3. Römer and Hach combined melting experiments
with a fluorescent indicator to identify two classes of binding sites around tRNAphe from
hyperbolic Scatchard plots [53]: 18 sites showed weak binding (K= 6 · 103M−1), 5 showed
strong binding (K≈ 105 M−1).

Electrostatic theories, such as NL-PB became increasingly important, so experiments fo-
cused more on detailing the electrostatic interactions from diffusely bound ions around the
RNA molecule. Experiments using fluorescent indicators were refined to report RNA-ion
interactions over a wide concentration range [55, 81, 82]. The method exploits chelate for-
mation of Mg2+ with the fluorophore 8-HQS. Details of this method are given in section 3.1,
it relies on measuring the concentration of free Mg2+ to estimate the concentration of bound
Mg2+, as in eq. (2.4), but can generally not differentiate diffuse from direct binding [83].
In these experiments, a saturation of 0.3-0.4 Mg2+ ions per nucleotide was measured [55].
Binding of Mg2+ to folded and unfolded configurations of a riboswitch showed higher affinity
towards the native, folded RNA. Up to 20-50% more Mg2+ were associated, the difference
appears to saturate at 0.04 Mg2+ per nucleotide well before saturation of the ion atmosphere
is observed [81,82].

A second method to probe the diffuse ion atmosphere is small-angle x-ray scattering
(SAXS), the principle is displayed in fig. 2.7 [84, 85]. The angular distribution of scat-
tered x-ray radiation contains information on size and shape of RNA molecules. Regular
SAXS can only passively observe ion-induced RNA/RNA interactions. Anomalous SAXS
(ASAXS) goes beyond that and is capable of probing the interactions of RNA with mono-,
di-, and trivalent cations [84]. Key to ASAXS is the tuning of x-ray energies to match
the electronic transition of the ion in question and contrast this resonant scattering to an
off-resonance measurement. The restrictions of electronic transitions limit the method to
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Figure 2.7: Schematic of small angle X-ray scattering (SAXS) to determine RNA proper-
ties. X-ray radiation is scattered by the liquid sample containing RNA molecules in random
orientation. Scattered radiation is detected and integrated over the radial axis. From the
resultant intensity distribution structural parameters of the molecule can be concluded.
Tuning the x-ray energy to resonances of metal ions additionally allows insight into RNA-
ion binding under certain restrictions (Anomalous SAXS). Figure adapted from ref. [85]

Mg2+-substitutes such as strontium Sr2+. ASAXS can then provide information on the num-
ber and distribution of cations in the diffuse ion atmosphere. Kirmizialtin et al. used the
method to validate MD simulations and counted 20 Sr2+ ions in the atmosphere surrounding
a 25-mer duplex RNA, 0.4 ions per phosphate group [86]. They were also able to quantify
the radius of the ion atmosphere, i.e. the radius of the sphere where Sr2+ concentration is
larger than in the bulk, to be 18Å. Similar experiments with monovalent rubidium Rb+

count 35±3 ions in a radius of 28Å.

A third method to quantify the ion atmosphere relies on ion counting. Buffer equilibration
similar to equilibrium dialysis (fig. 2.6) is used to create an excess of divalent ions around the
RNA. The concentration of ions is then determined using atomic emission spectroscopy [87].
The Herschlag group used this method to specifically study competition between different
ion species that bind to nucleic acids [60, 88]. Among other results, they could quantify
the increased effectiveness of divalent ions in neutralizing the negative charges of the RNA.
A bulk concentration of 100 mM Na+ was required to replace half of the ion atmosphere
generated by 6 mM bulk Mg2+ concentration, in agreement with Poisson-Boltzmann level
theory. Ref. [60] counted 22 Mg2+ ions surrounding a 24-mer duplex RNA, 0.46 ions per
phosphate.
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A valuable contribution to the study of directly bound ions came from Shi&Moore with a
1.93Å resolution x-ray structure of tRNAphe, where older studies only achieved 3Å [4]. In
fact, x-ray diffraction methods were historically one of the first experimental methods to
investigate RNA-Mg2+ geometries [89, 90]. They observed three to four Mg2+ ions strongly
bound to tRNAphe. The low resolution, however, made it difficult to differentiate signatures
from water oxygens (O2−), Na+, and Mg2+ in solution, since all three have ten electrons.
Mg2+ is mainly identified in x-ray diffraction spectra via their characteristic hydration ge-
ometry, Na+ and water oxygens are indistinguishable even at 1.93Å resolution. Shi& Moore
find 11 divalent cation binding sites, 7 of which were binding Mg2+. They also discussed the
hydration of RNA in detail. They observe water molecules that bridge adjacent phosphate
groups both in helical and loop regions. Ring-like hydration structures that link the 2’-OH
group with the phosphate oxygen on the 3’ side were found in loop regions.

Few other methods to investigate the direct binding are currently in practice. While
NMR has the potential to see ion-RNA interactions in shifts and broadenings of resonance
peaks [91], it is mostly dealing in Mg2+ substitutes, such as cobalt (Co(NH3)3+

6 ) or europium
(Eu3+). Co(NH3)3+

6 is supposed to resemble Mg(H2O)2+
6 , but can not replicate a dehydrated

Mg2+ shell [92–94].

In summary, recent literature mainly investigated the diffuse ion atmosphere around RNA.
They assert that the collective long-range electrostatic interactions of these diffusely bound
ions are most important in stabilizing RNA structure, with site-bound ions playing a role
only in particularly condensed structural elements. The study of site-bound ions has so
far been limited by the lack of an experimental technique that allows the study of RNA
in solution to directly measure the interaction of RNA with Mg2+. Vibrations of the RNA
backbone, particularly the asymmetric phosphate stretch vibration νAS(PO−2 ), are sensitive
reporters of the direct solvent environment and promise to overcome this lack of experimen-
tal accessibility.

2.2 Phosphate vibrations as reporters of ion and hydration envi-
ronments

This thesis presents infrared spectra of the phosphate group. Section 2.1.1 pointed out the
major role of the phosphate group in RNA hydration, the previous section emphasized that
positively charged cations strongly interact with the negatively charged phosphate group.
In fact, researchers early on found correlations between phosphate properties and nucleic
acid structure [36, 95, 96]. In this section, we want to take a closer look at what comprises
the phosphate group and what vibrational signatures can be exploited to gain an insight
into RNA-ion interactions.

Figure 2.8 shows the phosphate group, consisting of a phosphodioxy (O=P–O−, PO−2 ) and
a phosphodiester (O—P—O) moiety. The oxygen atoms form a tetrahedron. This arrange-
ment is present in nucleic acids, phospholipids, i.e. cell membranes, as well as smaller
molecules, e.g. adenosine diphosphate (ADP), adenosine triphosphate (ATP) or guano-
sine triphosphate (GTP), that play a crucial role in cellular energy cycles. Depending on
the system of interest the ester residuals commonly are single hydrogen atoms (phosphoric
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Figure 2.8: Chemical structure of the phosphate group. It consists of the phosphodioxy
moiety O=P–O− and the phosphodiester moiety O—P—O. The residuals differ depending
on the system.

Figure 2.9: Infrared absorption spectrum of dimethyl phosphate in water, the libra-
tional background absorption of water is subtracted. Symmetric and asymmetric phosphate
stretch vibrations absorb around 1080 and 1200 cm−1, respectively. C-O stretch vibrations
between the oxygens of the phosphate and the carbons of the methyl groups absorb at about
1050 cm−1, congesting the spectrum around νS(PO−2 ). νAS(PO−2 ) shows a broad absorp-
tion, reflecting different DMP conformations in solution (cf. fig.2.10).

acid H2PO−4 ), two methyl groups in dimethyl phosphate ((CH3)2PO−4 ), more complex (de-
oxy)ribose sugars in nucleic acids, or carbohydrate chains in lipid bilayer systems.

In solution, the negatively charged PO−2 group is the part predominantly interacting with
the solvent. The vibrations of this moiety are accessible to IR spectroscopy, shown in fig-
ure 2.9. Predominant contributions to the vibrational spectrum are the symmetric and
asymmetric stretch vibration around 1000 cm−1 and 1200 cm−1, respectively. The phos-
phodiester symmetric and asymmetric stretch vibrations contribute to the vibrational spec-
trum at 750 cm−1 and 820 cm−1, respectively. Bending mode frequencies range from 300-
500 cm−1 [97].

The spectrum in figure 2.9 shows dimethyl phosphate (DMP) where the ester residuals are
two methyl groups. DMP has been studied extensively as a model system for the nucleic
acid backbone, as it comprises the phosphate group and the initial carbon of the ribose
sugar. The initial aim was to understand the link between phosphate vibrations and nucleic
acid structure [97]. It is important to note that DMP takes on one of two conformations
in aqueous solution: gauche-gauche (gg) or gauche-trans (gt), see figure 2.10. They differ
in torsion angle around the phosphodiester plane with trans denominating in-plane torsion
and gauche out-of-plane (≈ 70°). They are similar in energy (≈ 1 kcal/mol), which leads to
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Figure 2.10: gauche-gauche (gg, a) and gauche-trans (gt, b) conformers of DMP, as de-
termined by the torsion angle between phosphate and methyl groups. In solutions, gg is
predominant, but both conformers occur.

a similar distribution in solution, with some preference to the gg conformer [98,99]. The two
conformers are reflected in the broad, asymmetric absorption peak at 1200 cm−1, with lower
frequencies contributed by the gt conformer (1170-1200 cm−1), and higher contributions due
to the gg conformer [38]. Time-resolved measurements showed a lifetime of 300 fs for the
asymmetric phosphate stretch vibration νAS(PO−2 ), a time constant that has been shown
to be universal for all phosphate systems observed so far [37, 100,101]. The fast relaxation
points to a quick energy dissipation mechanism to intra-phosphate modes, such as combi-
nation bands of bending modes. The energy is then transferred to solvent molecules on a
similar, or faster timescale [37,102]. The symmetric stretch vibration νS(PO−2 ) on the other
hand has been shown to relax on a longer timescale. Times range from 300 fs in phosphoric
acid [101], 700 fs in DMP [103] up to 1 ps in nucleic acids [37] and a hydration-dependent
1-1.5 ps in phospholipids [100].

A change in hydration level has also been observed to be responsible for a solvatochromic
shift in vibrational spectra of DNA [43]. DNA helix geometry shifts from an A-type helix
to a B-type helix with increasing hydration level. In parallel to this structural change ab-
sorption at νAS(PO−2 ) shifts from ≈ 1260 cm−1 to ≈ 1220 cm−1. This shift is due to the
vibrational Stark effect, whereby the frequency of an oscillator changes with an applied
external field according to ∆ν = −∆~µ · ~Fext. ∆ν is the frequency shift, ∆~µ the Stark tuning
rate, and ~Fext the external electric field, that in this case originates from the hydrating
water molecules. The main contribution to this field was shown to come from the first two
to three hydration layers surrounding the phosphate [38,43].The vibrational Stark spectrum
of phospholipids in a frozen glass solvent yielded values of 0.5 and 1.35 cm−1/(MV/cm) for
symmetric and asymmetric phosphate stretch vibration, respectively [104]. The stronger
solvatochromic response of νAS(PO−2 ), amongst others, makes it the preferred of the two
modes for this thesis. Quantum-chemical calculations of DMP predict the value of the
Stark parameter for νAS(PO−2 ) to be closer to 0.5 cm−1/(MV/cm), the frequency shift of
40 cm−1 observed above for DNA would then be caused by electrical fields in the order
of 80 MV/cm. This in turn makes the phosphate vibration an ideal probe for fluctuating
electric fields within these close hydration layers. Recent experiments employed νAS(PO−2 )
to illuminate differences in hydration between DNA and RNA [14,37].

Here, we will examine the changes to νAS(PO−2 ) as a result of phosphate-ion interactions.
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3
Experimental and Theoretical Methods

A broad range of spectroscopic methods were applied in the framework of this thesis. This
chapter introduces both theoretical and experimental aspects of these techniques. We will
first focus on electronic spectroscopy, well established methods in the characterization of
nucleic acid samples.

Vibrational spectroscopy in the mid-infrared will be the main tool to examine RNA-ion
interactions, as described in chapter 2.2. The theoretical basis of 2D-IR spectroscopy will
be covered and the experimental set-up explained in detail.

3.1 Electronic spectroscopy

The electronic spectroscopy methods used in this thesis encompass light in the near ultravi-
olet and the visible wavelength range (UV-vis, ≈ 180 nm< λ < 700 nm). Different methods
can be used to probe the electronic structure of molecules in this range, here we employ
linear absorption, circular dichroism (CD), and fluorescence spectroscopy. UV-vis absorp-
tion spectroscopy is used to measure the concentration of RNA samples, as well as observe
structural changes in the RNA upon melting. CD spectroscopy probes the helicity of RNA
molecules, allowing to monitor structural changes upon heating. Fluorescence spectroscopy
is applied to quantify Mg2+ binding to RNA molecules.

UV-vis absorption spectroscopy

In linear absorption spectroscopy, the intensity of light propagating through a solution
decreases exponentially. Light is absorbed by the sample, the energy is used to excite
vibrational, rotational or electronic modes in the molecule in question. The transmitted
light intensity I is characterized by the Lambert Beer law

I = I0 · 10−εcl

where I0 is the intensity of incident light, ε the molar extinction coefficient, c denotes the
concentration of the sample, and l is the optical path length, i.e., the thickness of the sample
layer.

It is common to simplify this equation by introducing the linear absorbance A

A = − lg
I

I0
= ε · c · l (3.1)
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CHAPTER 3. EXPERIMENTAL AND THEORETICAL METHODS

Absorption spectroscopy in the UV-vis is the most common technique to measure the con-
centration of nucleic acid samples. RNA exhibits a characteristic absorption maximum at
260 nm reflecting the fundamental π–π∗ transition of the nucleobases. π-electrons in the
aromatic rings of the bases are excited, the molar absorption coefficient ε260 of the RNA
molecule depends on the base composition, nearest-neighbour interactions between bases
(base-stacking), and interstrand interactions (base pairing) [41]. Molar absorption coeffi-
cients of single nucleotides are in the range ε260 = 0.7− 1.5 · 104 M−1cm−1 [41,105]. When
molar absorption coefficients are known or can be approximated (see section 4.2.2) the UV
absorbance maximum can be used to measure the concentration of RNA in a liquid sample
at room temperature via eq. (3.1). Elevating sample temperatures leads to changes in
both inter- and intrastrand interactions that affect ε260. UV absorbance as a function of
temperature then reflects structural changes of the RNA molecule.

To measure UV-vis absorption spectra, a commercial scanning spectrophotometer was used
(Perkin Elmer Lambda 950) with a spectral resolution of 1 nm. The sample cell was a
Hellma TrayCell with optical path lengths between 0.1 and 1 mm. To measure temperature
dependent curves of RNA, the same spectrometer was used in a modified set-up. RNA
samples were held in a temperature controlled liquid cell (Harrick) in between two 1 mm
thick BaF2-windows separated by a 12 µm Teflon spacer. Temperature changes were applied
at a steady rate of 2 K/min, the sample was allowed to equilibrate for 6-8 minutes before
measuring a spectrum.

Circular dichroism spectroscopy

CD spectroscopy is a specific case of UV absorption spectroscopy. Chiral molecules, such as
RNA and DNA, show distinct absorption properties when illuminated by circularly polarized
light. The molar absorption coefficient ε differs whether the sample is exposed to left- or
right-handed circularly polarized light (εL vs εR). Circular dichroism spectroscopy measures
this difference:

∆A = AL −AR = (εL − εR)lc

Results are traditionally expressed as molar ellipticity in standard units [deg cm2 dmol−1]

[θ] = 100 · ln(10)
180

4π
· ∆A

lc
(3.2)

when l and c are expressed in units of cm and mol/l, respectively. CD spectra carry qual-
itative information on nucleic acid conformation and are able to distinguish A-type from
B-type helices [41]. Here, CD spectroscopy was used to monitor strong structural transi-
tions of double helical RNA upon heating, reported in section 4.2.2.

The CD spectra shown in this thesis were recorded using a commercial CD spectrometer
(Jasco model J-720) in steps of 0.5 nm over the wavelength range of 200-350 nm. Samples
were held in a temperature-controlled liquid cell (Harrick). The opportunity to measure the
spectra was kindly provided by the Leibniz Institute for Molecular Pharmacology (FMP)
in Berlin-Buch.
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3.1. ELECTRONIC SPECTROSCOPY

Figure 3.1: Schematic of 8-HQS and its Mg2+ binding complex. Upon uptake of Mg2+ the
HQS molecule a proton is released, the complex is charge-neutral. The intrinsic binding
constant K°HQS is 11.3x103 M−1, the apparent binding constant is strongly pH-dependent
and is on the order of 100 M−1 at a pH of 6 in our measurements.

Fluorescence spectroscopy

Fluorescence spectroscopy is used to quantify the interactions of RNA with Mg2+ ions in
direct vicinity and in its ion atmosphere. The technique has been used in early work on
RNA-Mg2+ binding [53], later work systematically characterized the method [55]. It returns
an accurate number of the RNA-Mg2+ interactions, but can not distinguish between contact
and diffuse binding. Fluorescence spectroscopy is performed with 8-hydroxyquinoline-5-
sulfonic acid (8-HQS, Merck) in solution. 8-HQS forms chelate complexes with a variety of
multivalent metals, including Mg2+ [106]. Such an 8-HQS/Mg2+ complex is depicted in fig
3.1. Ion chelation is coupled to deprotonation of the quinoline hydroxyl group, significantly
changing the electronic properties and consequently absorption and emission spectra. The
solid lines in figure 3.2 show the changes in the UV-vis absorption spectrum upon addition
of Mg, the isosbestic point at 330 nm indicates the formation of a 1:1 Mg2+-HQS chelation
complex. [55]

Upon excitation of the chelated complex the molecule shows a highly Mg2+ dependent flu-
orescence emission with an intensity maximum at 510 nm (dashed lines in fig. 3.2). The
absorbance maximum of the complex is at 357 nm, but samples are excited on the edge
of the absorption spectrum (see green arrow in fig. 3.2) to reduce problems with self-
quenching [55].

To maintain stable pH, fluorescence samples were prepared in a buffer containing 0.1 mM
8-HQS (0.5 mM for dsRNA measurements), 10 mM sodium cacodylate and 22 mM NaCl.
Buffer solutions with additional 5, 50, 250, or 1000 mM MgCl2 were manually titrated in
volumes of 1-20 µl to reach Mg2+ ion concentrations in the range of 33 µM to 400 mM.

Plotting the signal intensity at 510 nm over the added Mg2+ concentration yields a reference
saturation curve characteristic of a single site binding isotherm (fig. 3.3 red curve, cf.
equation (2.3)). At each titration step 3 – 10 fluorescence spectra were taken, the mean
intensities Ī were normalized to lie between 0 and 1:

Inorm =
Ī − Imin

Imax − Imin

To measure Mg2+ ion binding to RNA, an additional titration series was performed with
a sample containing both the 8-HQS buffer specified above and RNA. In samples contain-
ing both 8-HQS and RNA, added Mg2+ ions preferably interact with the highly negatively
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Figure 3.2: UV-vis absorption (solid) and fluorescence (dashed) of 0.1 mM 8-HQS in H2O.
Addition of Mg2+ leads to a decrease in absorbance around 305 nm and an increase around
370 nm due to complex formation. There is an isosbestic point at 315 nm. Excitation at
400 nm (green arrow) results in Mg2+ dependent fluorescence with an emission maximum
at 510 nm. The lack of fluorescence in the initial, uncomplexed state has been attributed to
quenching by a photoinduced proton transfer from the hydroxyl group to the nitrogen. [107]

charged RNA. This reduces the number of Mg2+-HQS complexes and accordingly the de-
tected fluorescence intensity at a given concentration of total added Mg2+. A higher con-
centration of Mg2+ is necessary to achieve the same fluorescence intensity (cf. fig. 3.3).
This behaviour can be exploited to determine the concentration cbdMg2+ of Mg2+ ions bound
either directly or diffusely to the RNA sample, provided that cHQS � cMg2+ :

cbdMg2+ = cMg2+(I)− cfreeMg2+(I)

This allows to calculate the number v of bound ions per RNA molecule, as introduced in
chapter 2.1.3

v =
∂lnQ

∂lncMg2+

=
cbdMg2+

cRNA

An example of the binding curve as a function of the ratio of added Mg2+ to RNA R =
cMg2+/cRNA is shown in figure 3.4.

Fluorescence spectra were recorded in a commercial fluorescence spectrometer (HORIBA
Fluorolog FL3-22). Samples were excited at 400 nm, fluorescence emission was detected at
510 nm. Both emission and detection bandwidths were chosen to be 2 nm. Samples were
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3.2. VIBRATIONAL SPECTROSCOPY

Figure 3.3: Fluorescence intensity at 510 nm taken for samples without (red) and with
RNA (black). The difference in intensity increase is due to Mg2+ bound to RNA. By taking
the concentration difference at a fixed intensity, this contribution can be quantified. Inset:
The same fluorescence curve displayed over the whole concentration range. The curves
start to overlap within experimental accuracy above 100 mM of added Mg2+, making the
difference procedure unreliable for these concentrations.

held in a fluorescence cuvette made from Suprasil Quartz Glass (QS).

3.2 Vibrational spectroscopy

This section introduces the fundamentals of two-dimensional vibrational spectroscopy. A
quantum mechanical system, in our case a vibrational oscillator, can be described by its
system Hamiltonian H. It is the sum of the kinetic energy T and the potential energy V ,
that depends on the vibration’s normal coordinate r.

H = T + V (r) (3.3)

The eigenstates of the Hamiltonian correspond to wavefunctions with the quantized energy
levels of the oscillator, the vibrational normal modes. For a molecule with N atoms, the
vibrational potential can be expanded around the normal coordinates ri of each of the 3N-6
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CHAPTER 3. EXPERIMENTAL AND THEORETICAL METHODS

Figure 3.4: Number of bound Mg2+ per RNA (here: E.coli tRNA) determined by fluroes-
cence titration measurements given here as a function of the ratio R. Data will be presented
and discussed in detail in chapter 7.

normal modes:

V (r) = V0︸︷︷︸
:=0

+
3N−6∑
i

∂V

∂ri
ri︸ ︷︷ ︸

=0

+
1

2!

3N−6∑
i,j

∂2V

∂ri∂rj
rirj +

1

3!

3N−6∑
i,j,k

∂3V

∂ri∂rj∂rk
rirjrk + . . . (3.4)

V0 is the equilibrium potential that is constant and can be arbitrarily set to zero. The
potential is probed around the equilibrium position where the first derivative is zero. In
the harmonic approximation terms of the third or higher order are neglected, so only the
second order terms of equation (3.4) remain. This allows to explicitly solve the Schrödinger
equation for the energy eigenvalues:

Eharm(v1, ...v3N−6) =
3N−6∑
i

~ωi
(
vi +

1

2

)
(3.5)

Here, vi denotes the quantized energy level of the i-th vibrational mode, that vibrates
with a characteristic frequency ωi. Figure 3.5 shows the parabolic potential of a harmonic
oscillator across a single normal coordinate. As a result of eq. (3.5) the energy levels are
equidistant and separated by ~ω.
In a more realistic anharmonic potential this equidistance does not hold true anymore.
Higher order terms of equation (3.4) do not all disappear, resulting in anharmonicities ∆ij

in the energy eigenvalues

Eanharm(v1, . . . , v3N−6) =
3N−6∑
i

~ωi
(
vi +

1

2

)
+

3N−6∑
i

3N−6∑
j≥i

∆ij

(
vi +

1

2

)(
vj +

1

2

)
+ . . .

(3.6)

Off-diagonal anharmonicities ∆i 6=j express the pairwise potential coupling between the nor-
mal modes i and j, 2D-IR spectroscopy is one of the leading methods to detect these
inter-mode couplings. Diagonal anharmonicities ∆i=j offset the energy levels of the har-
monic oscillator. The influence of ∆i=j is seen in figure 3.5. The displayed Morse potential
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3.2. VIBRATIONAL SPECTROSCOPY

Figure 3.5: Vibrational potential of a harmonic oscillator (dashed) and of a Morse oscilla-
tor (solid). Both potentials are evaluated around the equilibrium position re. The harmonic
potential is parabolic, the Morse potential shows a distinct asymmetry. For short distances
r between the two atoms the repulsion is significantly stronger than in the harmonic case.
At large distances, when the vibrational energy exceeds the dissociation energy ED, the
diatomic molecule dissociates into its constituent atoms.

models the vibrational potential of a diatomic molecule V (r) = ED(1 − e−a(r−re))2. The
equilibrium position re and the dissociation energy ED are highlighted in fig. 3.5, a deter-
mines the curvature of the potential. Higher-order states are shifted to lower energy levels,
because ∆i=j is negative [108].

3.2.1 Density Matrix

In this thesis we do not operate with the oscillator of a single molecule, but rather with
∼ 1018 oscillators that act as a statistical ensemble. Instead of wavefunctions for each
individual oscillator, this ensemble needs to be described by the density matrix ρ. The
matrix dimension gives the number of considered energy eigenstates, the density matrix of
a two-level system, for example, has the form ρ = ( ρ00 ρ01

ρ10 ρ11 ). Diagonal elements reflect the
population density of each respective state, off-diagonal elements portray coherences, i.e.
coherent superposition between two states, mediated by the transition dipole. The density
matrix ρ = 1

2 ( 1 0
0 1 ) indicates oscillators are in ground state and first excited state with the

same probability. ρ = 1
2 ( 1 1

1 1 ) displays a coherent superposition between the two states.

The time evolution of the density matrix is given by the Liouville-von Neumann equation
[109]

d

dt
ρ(t) = − i

~
[H, ρ(t)].

In the case of an isolated molecular vibration with a time-independent Hamiltonian, the
density matrix itself will not evolve. We will now look at two instances where the Hamil-
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CHAPTER 3. EXPERIMENTAL AND THEORETICAL METHODS

tonian does become time-dependent and significantly impacts the density matrix. First,
the interaction of the density matrix with a light field that introduces a time-dependent
interaction Hamiltonian. Second, fluctuations of the solvent that induce a time-dependence
in the system’s Hamiltonian.

3.2.2 Interaction with electric fields

Interactions of the ensemble of vibrational oscillators with the electric field of light are
represented in an additional interaction Hamiltonian in eq. (3.3) linking the transition
dipole moment µ with the time-dependent electric field of the interacting light E(t):

Hint = −~µ · ~E(t) (3.7)

The time-dependent Hamiltonian H(t) can be separated into a time-independent system
Hamiltonian H0 and the time-dependent interaction Hamiltonian Hint = −µE(t). The
Liouville-von Neumann equation can be rewritten entirely in the interaction picture using

a basis transformation x̂int = e
i
~H0(t−t0)x̂e−

i
~H0(t−t0) on both H and ρ:

d

dt
ρint(t) = − i

~
[Hint(t), ρint(t)] (3.8)

This allows to uncouple the time-independent system contributions.

For a single interaction between ensemble and light field eq. (3.8) can be integrated to solve
for ρ(t)

ρ(1)(t) =
i

~

∫ t

t0

[Hint(τ), ρ(t0)] dτ

which induces a linear polarization P (1) that is expressed by the interaction of ρ with µ

P (1)(t) =
〈
µ(t)ρ(1)(t)

〉
=
i

~

∫ t

t0

E(τ) 〈µ(t)[µ(τ), ρ(t0)]〉 dτ (3.9)

where 〈. . . 〉 denotes the ensemble average. P (1)(t) emits a light field that destructively
interferes with the original light field. This can be detected in linear absorption spectroscopy
as an absorbance signal that depends on the square of the transition dipole moment |µ|2.
Phenomenologically, linear IR spectroscopy probes single transitions on the potential energy
surface, in this thesis the 0→1 transitions of the phosphate stretch vibrations introduced in
section 2.2. The behaviour of IR absorption bands as a function of frequency ω is described
using the Lambert-Beer law, presented in eq. (3.1)

A(ω) = ε(ω) · c · l

We generally use the angular frequency ω = 2πν for the derivations in this section, with
the frequency ν of the electric field. Historically, frequencies in IR spectroscopy are given
in units of cm−1 as wavenumber ν̃ = ν

c = 1
λ , with the speed of light c and the wavelength of

the infrared radiation λ. When the frequency of the electric field is in resonance with the
vibrational frequency, transitions between the sharp eigenstates along the vibrational po-
tentials of figure 3.5 would manifest in delta distributions in the absorption spectrum. The
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3.2. VIBRATIONAL SPECTROSCOPY

absorption strength is proportional to the square of the transition dipole moment A ∝ |µ|2.
Higher order transitions are negligible in linear spectroscopy, as the number of oscillators
in the first excited state is commonly too low for excited state absorption. The transition
dipole moment for excited state absorption increases as µ12 =

√
2µ01 under the assumption

of a harmonic oscillator. Non-linear techniques, such as 2D-IR spectroscopy, are sensitive
to these higher-order transitions.

3.2.3 Vibrational Lineshapes

Practically, the vibrational potential is perturbed by interactions of the molecules with the
environment. These perturbations modulate the absorbance around the transition frequency
ωi and can be expressed using the lineshape function g(t)

Ai(ω) ∝ Re
∫ ∞

0
ei(ω−ωi)te−g(t)dt (3.10)

Such stationary infrared spectra are presented throughout this thesis. All spectra were
recorded using a commercial FTIR spectrometer (Bruker VERTEX 80v). Spectra were
sampled between 800 and 6000 cm−1 with a resolution of 2 cm−1. Samples were held in
a liquid cell (Harrick), in the case of the melting experiments of chapter 6 the cell was
temperature-controlled. The liquid sample was located in between two 1 mm thick BaF2

windows separated by a 25 µm Teflon spacer.

Lineshapes observed in IR spectroscopy reflect vibrational lifetimes, as well as homogeneous
and inhomogeneous broadening contributions. The aim of this section is to derive the line-
shape function g(t). This will allow to predict lineshapes based on assumptions about the
fluctuations of transition frequencies of the oscillator induced by the molecular environ-
ment. Interactions with the solvent environment perturb the frequency of the vibrational
oscillation

ω(t) = ω0 + δω(t)

This in turn affects the dynamics of the off-diagonal density matrix element, that encodes
coherences between the ground state and the first excited state

dρ01

dt
= −iω01(t)ρ01(t).

A single integration yields

ρ01(t) ∝ e−iω01t

〈
exp

(
−i
∫ t

0
δω(τ)dτ

)〉
. (3.11)

In the static case, the system would simply oscillate at the transition frequency ω01. The
additional term, however, results in oscillations at slightly different frequencies. Statistically,
all the different vibrational frequencies eventually result in purely destructive interference,
i.e. dephasing. To reflect this loss of coherence the lineshape function g(t) is introduced:

e−g(t) :=

〈
exp

(
−i
∫ t

0
δω(τ)dτ

)〉
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The cumulant expansion allows a reordering of the ensemble average terms to yield

e−g(t) =

〈
exp

(
−i
∫ t

0
δω(τ)dτ

)〉
= exp

(
−1

2

∫ t

0

∫ t

0
〈δω(τ1)δω(τ2)〉dτ1dτ2

)
This expansion is exact when the fluctuations δω follow Gaussian statistics, which is often
the case in sample-solvent interactions [109].

In the ergodic limit, frequency fluctuations around the vibrational equilibrium are stochastic
processes. When evaluating 〈δω(τ1)δω(τ2)〉, it is thus possible to shift the time origin to
τ1=0, so that the ensemble average only depends on the time difference τ = ‖τ1 − τ2‖.
Additionally, the ergodicity of the system introduces a symmetry about the τ1 = τ2 axis.
Both these factors allow to simplify the integral to

g(t) =

∫ t

0

∫ τ ′

0
〈δω(τ ′′)δω(0)〉dτ ′′dτ ′ (3.12)

Thus, we arrive at the most crucial part of the lineshape function, the Frequency Fluctuation
Correlation Function (FFCF) as the ensemble average over the fluctuation correlations:

C(τ ′′) := 〈δω(τ ′′)δω(0)〉

The lineshape function is then a double-integral of the FFCF, allowing to connect the
microscopic frequency perturbations to the experimentally observable lineshape. The form
of the FFCF depends on the system that is investigated and the solvent interactions. An
analytical approach for Gaussian modulations was put forward by Kubo [110], assuming an
exponential behaviour characterized by the fluctuation amplitude ∆ω and a characteristic
correlation time τc:

C(τ ′′) = (∆ω)2e−
|τ ′′|
τc (3.13)

The corresponding Kubo lineshape function g(t) is the result of the double integration of
eq. (3.12)

g(t) = (∆ω)2τ2
c

(
e−

t
τc +

t

τc
− 1

)
(3.14)

It is useful to examine equation (3.14) for two limiting cases: fast, or small, fluctuations
(∆ω · τc � 1, e.g. librations of surrounding water molecules) and slow, or strong, fluctua-
tions (∆ω · τc � 1, e.g. slow chemical reorientations).

In the former, so-called homogeneous limit, the lineshape function simplifies to

g(t) = (∆ω)2τct :=
t

T ∗2

with the pure dephasing time T ∗2 := 1/((∆ω)2τc). The linear absorbance has a Lorentzian
lineshape:

A(ω) ∝ 1/T ∗2
(ω − ω01)2 + 1/T ∗2
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In the complementary inhomogeneous limit the FFCF 〈δω(τ)δω(0)〉 = (∆ω)2 becomes ap-
proximately constant. The lineshape function and the resulting absorption spectrum are

g(t) =
(∆ω)2

2
t2

A(ω) ∝ e−
(ω−ω0)2

2∆ω2 .

The static distribution of frequencies results in a Gaussian lineshape.

Molecular vibrations are rarely subjected to only one kind of frequency fluctuation. Their
FFCFs are then not mono-exponential, as in eq. (3.13), but bi- or higher order exponential,
their envelope is neither Lorentzian nor Gaussian. The different lineshape contributions
from all different dephasing timescales are highly convoluted in the time-averaging of linear
spectroscopy. Ultrafast nonlinear spectroscopy techniques, such as 2D-IR, are required to
meaningfully map the correlation function. In a 2D spectrum different lineshapes can be
readily distinguished by their different characteristic two-dimensional shapes. The following
section will discuss the theoretical foundations of nonlinear spectroscopy to detail these
characteristic properties.

3.2.4 Nonlinear Spectroscopy

The theoretical groundwork of nonlinear spectroscopy has been established in a number
of books and publications. Here we will present in brief the relevant terms, based on the
works of Hamm and Zanni, as well as Mukamel. [109, 111] Two concepts are vital for the
understanding of nonlinear light-matter interactions: the density matrix and the nonlinear
polarization. The density matrix was introduced in section 3.2.1 and reflects the quantum
states of the ensemble of oscillators. Here, we will focus on the nonlinear polarization, be-
cause knowing it allows to draw conclusions on the system’s response to an external light
field.

The (electric) polarization P (t) describes the density of electric dipole moments generated
inside matter due to an applied electric field E(t), in this case the electric field of light. This
relation is linear for weak electric field strengths, P (t) = ε0χ

(1)E(t), with the linear electric
susceptibility of the medium χ(1). In the regime of nonlinear light-matter interactions, the
polarization is additionally characterized by nonlinear terms of higher order:

P (t) = ε0[χ(1)E(t) + χ(2)E(t)2 + χ(3)E(t)3 + . . . ]

= P (1)(t) + P (2)(t) + P (3)(t) + · · ·+ P (n)(t)

At electric field amplitudes on the order of atomic electric fields χ(1)|E(t)| ≈ χ(2)|E(t)|2
[112]. This requires electric field strengths E ≈ e

4πε0a2
0
≈ 5 · 1011 V/m, where a0 =

5.29 · 10−11 m denotes the Bohr radius of a hydrogen atom. It is important to distinguish
between resonant and non-resonant light-matter interactions. Non-resonant, also called
parametric, processes are characterized by electric field frequencies significantly far away
from any energy level transitions of the medium. They leave the quantum state of the sys-
tem untouched and instead rely on virtual energy levels. Optical parametric amplification
(OPA) and difference frequency generation (DFG) are examples of non-resonant nonlinear
interactions. Both processes are used in this thesis to generate the mid-IR pulses employed
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in the experiments, see section 3.3.

The nonlinear vibrational spectroscopy covered here is the result of resonant interactions,
i.e., the frequency of the electric field is tuned to, e.g., the characteristic transition frequency
of νAS(PO−2 ), the asymmetric phosphate stretch vibration, around 1200 cm−1 (8300 nm).
Resonant interactions change the quantum state of the system, in this case the density
matrix ρ(t). Nonlinear responses at resonance frequencies occur already at lower fields, e.g.
the mid-IR laser pulses used in the nonlinear experiments of this thesis had peak electric
field strengths E ∼ 109 V/m. Multiple interactions of the density matrix with the electric
field result in higher-order perturbations of the density matrix

ρint(t) = ρint(t0) +

∞∑
n=1

ρ
(n)
int(t)

where n denotes the number of interactions with the electric field. The n-th order density
matrix can be computed by integrating eq. (3.8) n times.

ρ
(n)
int(t) =−

(
− i
~

)n ∫ t

t0

dτn

∫ τn

t0

dτn−1 · · ·

· · ·
∫ τ2

t0

dτ1[Hint(τn), [Hint(τn−1), . . . [Hint(τ1), ρint(t0)] · · · ]]

Here, ρ(t0) is the initial equilibrium density matrix of the system. The nonlinear polar-
ization can be expressed by the interaction of the transition dipole moment µ(t) with the
density matrix ρ(t). All these elements are time-dependent because they are treated in the
interaction picture. For better readability the subscript int is dropped.

P (n)(t) = Tr[µ(t)ρ(n)(t)] = 〈µ(t)ρ(n)(t)〉 (3.15)

where 〈. . . 〉 denotes the expectation value, not the ensemble average.

Inserting the definition of the n-th order density matrix and making use of the fact that
ρ(t0) = ρ(−∞) (the density matrix is time-independent up until t0) we get

P (n)(t) =−
(
− i
~

)n ∫ t

−∞
dτn

∫ τn

−∞
dτn−1 · · ·

· · ·
∫ τ2

−∞
dτ1〈µ(t)[H(τn), [H(τn−1), . . . [H(τ1), ρ(−∞)] · · · ]]〉. (3.16)

Inserting the interaction Hamiltonian H(t) = −µ(t)E(t):

P (n)(t) =−
(
− i
~

)n ∫ t

−∞
dτn

∫ τn

−∞
dτn−1· · ·

∫ τ2

−∞
dτ1E(t− tn)E(τn−1) · · ·

· · ·E(τ1)〈µ(t)[µ(τn), [µ(τn−1), . . . [µ(τ1), ρ(−∞)] · · · ]]〉 (3.17)

with the ensemble average 〈. . . 〉 as above. This can be reformulated by substituting the
absolute times τ with time differences tm = τm+1−τm that reflect the relative time sequence
of light-matter interactions. τ1 = 0 can be arbitrarily chosen as the starting point.

P (n)(t) =

∫ ∞
0

dtn

∫ ∞
0

dtn−1· · ·
∫ ∞

0
dt1E(t− tn)E(t− tn − tn−1) · · ·

E(t− tn − tn−1 − · · · − t1)R(n)(t, tn, tn−1, . . . , t1) (3.18)
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Figure 3.6: Left: Schematic energy diagram of a two-level system with transition frequency
ω01. Right: Double-sided Feynman diagram for the case of linear absorption in a two-level
system.

where the polarization is expressed as the n-fold interaction of the electric field with an n-th
order nonlinear response function R(n), which contains the complete microscopic informa-
tion.

R(n)(tn, . . . , t1) = −
(
− i
~

)n
〈µ(tn + · · ·+ t1)[µ(tn−1 + · · ·+ t1), . . . [µ(0), ρ(−∞)] · · · ]〉

(3.19)

It is useful for the understanding of the above equations to explicitly consider their terms
in the linear case, the linear polarization was introduced in eq. (3.9). Linear absorption
implies a single interaction n = 1 and eq. (3.19) transforms to

R(1) ∝ i〈µ(t1)[µ(0), ρ(−∞)]〉

or explicitly

R(1)(t1) ∝ iµ2
01e−iω01t1e−t1/T2

A useful way to visualize and contextualize this and higher order response functions are
double-sided Feynman diagrams. They show the time evolution of the density matrix to-
gether with relevant interactions with the light field. Such a Feynman diagram for the case
of linear absorption in a two-level system is shown in fig. 3.6.

Intially, the density matrix is in its ground state |0〉〈0|. The interaction with the light pulse
leads to the creation of a coherence |1〉〈0|. This interaction with the electric field adds
a term proportional to the transition dipole moment µ01, according to P = 〈µρ〉. This
coherence then oscillates at the frequency of the energy difference ω01 and dephases with
the characteristic dephasing time T2. T2 is a composite term of the pure dephasing time
derived in section 3.2.3 and the population relaxation time T1. In the simplest case, 1/T2 =
1/2T1 +1/T ∗2 . This dephasing contributes the term e−iω01t1e−t1/T2 to the response function.
After this dephasing time t1 the signal is read out, again the interaction contributes a term
µ01. The emitted signal is 180° phase changed with respect to the intial pulse, resulting in
destructive interference. The result is a decrease in detected signal given by

A(ω) ∝ Re

(∫ ∞
0

iR(1)(t)eiωtdt

)
∝ Re

(∫ ∞
0

µ2
01ei(ω−ω01)t1e−t1/T2dt1

)
The dephasing and lifetime dynamics discussed here are thus the microscopic origin of the
lineshape function g(t) in eq. (3.10).
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Three-Pulse photon echo spectroscopy

Three-pulse photon echo spectroscopy relies on three field interactions with the density
matrix of the sample. It is the basis for the 2D-IR set-up used in this thesis. The process
can be described using the third-order polarization

P (3)(t) =

∫ ∞
0

dt3

∫ ∞
0

dt2

∫ ∞
0

dt1E(t− t3)E(t− t3 − t2)E(t− t3 − t2 − t1)R(3)(t, t3, t2, t1)

(3.20)

with the third-order response function

R(3)(t3, t2, t1) = −
(
− i
~

)n
〈µ(t3 + t2 + t1)[µ(t2 + t1), [µ(t1), [µ(0), ρ(−∞)]]]〉 (3.21)

The corresponding Feynman diagrams for a three-level system displayed in figure 3.7 are
governed by three interactions of the density matrix with the light field. The three interac-
tions are assigned to the wave vectors ~k1, ~k2, and ~k3, they are separated by the coherence
time τ = t1, the waiting time T = t2 and a second coherence time t = t3, renamed to better
distinguish them in the subsequent discussions. The experimental realization is discussed in
section 3.3, the geometry used in our set-up in figure 3.15. In the case in the top left corner,
the first pulse creates a coherence (contributing a term µ01, as in the linear case) that then
dephases for a time period τ (e−iω01τe−τ/T2). The second pulse converts this coherence into
a population state (µ01). This population state decays with its characteristic lifetime T1

over the time period T (e−T/T1). A third pulse creates a second coherence (µ01) that again
dephases (e−iω01te−t/T2). The emitted signal then adds another µ01 term, so that the final
response function is expressed as

R
(3)
1 ∝ µ4

01e−iω01τe−τ/T2e−T/T1e−iω01te−t/T2

This procedure can be followed for the other five relevant Feynman diagrams to yield their
response functions

R
(3)
2 ∝ µ4

01e−iω01τe−τ/T2e−T/T1e−iω01te−t/T2

R
(3)
3 ∝ µ2

01µ
2
12e−iω01τe−τ/T2e−T/T1e−iω12te−t/T

(12)
2

R
(3)
4 ∝ µ4

01e+iω01τe−τ/T2e−T/T1e−iω01te−t/T2

R
(3)
5 ∝ µ4

01e+iω01τe−τ/T2e−T/T1e−iω01te−t/T2

R
(3)
6 ∝ µ2

01µ
2
12e+iω01τe−τ/T2e−T/T1e−iω12te−t/T

(12)
2

The Feynman diagrams in fig. 3.7 are arranged according to their physical meaning. The
two leftmost diagrams describe stimulated emission (SE). The first two pulses create a pop-
ulation in the first excited state. The third pulse results in a stimulated emission of the
|1〉〈1| population state down to the |1〉〈0| coherence. The system finally ends up in the
ground state, after emitting the signal electric field.

46



3.2. VIBRATIONAL SPECTROSCOPY

Figure 3.7: Double-sided Feynman diagrams of 2D spectroscopy for the case of a three-
level system. Three pulses interact with the density matrix of the system, separated by the
coherence time τ , the waiting time T , and a second coherence time t. The emitted signal
Esig carries information on the third-order molecular response function R(3)

The two central diagrams show ground-state bleach (GSB). In this case the population
state generated by the second pulse is the ground state, not the first excited state, the cor-
responding relaxation time refers to oscillators that need to relax back into the ground state
(”bleaching” the ground state). The emitted signal is equivalent to the one from stimulated
emission, consequently their response functions are also equivalent. In 2D-IR spectra GSB
and SE features are indistinguishable.
The diagrams on the right side denote excited state absorption (ESA). k3 acts on the |1〉〈1|
population state to create a coherence between first and second excited state. Correspond-
ingly, the transition dipole moment for a transition between first and second excited state
µ12 has to be considered, instead of µ01. Within the harmonic approximation, µ12 =

√
2µ01.

The dephasing time constant T2 is similarly affected. While the true dephasing time T ∗2 is
the same, the lifetime contribution from the second excited state amounts to 3

2T1.

Top and bottom diagrams are set apart by an additional factor, the phases of their coher-
ence states. The first coherence in the three lower diagrams is |0〉〈1|, the second |1〉〈0|.
A rephasing occurs in the emission of the signal (see the opposing phase in the dephasing
terms of R1, R2, and R3), dubbing these terms rephasing signal. This rephasing does not
occur in the top spectra, where both coherences are in phase. The emitted signal is there-
fore called non-rephasing.

The absorptive 2D-IR spectra presented in this thesis contain rephasing and non-rephasing
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Figure 3.8: Schematic of a 2D-IR spectrum with two coupled oscillator modes. The
excitation frequency axis ν1 is set as a Fourier transform of the coherence time τ , the
detection frequency axis ν3 is a Fourier transform of t, or is established directly by passing
the 2D signal through a monochromator and recording the spectrally resolved signal.

signal, the 2D-IR signal is calculated by taking the real part of their sum

S(ω1, T, ω3) = Re

(
3∑

n=1

Rn(−ω1, T, ω3) +
6∑

n=4

Rn(+ω1, T, ω3)

)
Here, S(ω1, T, ω3) is the observed 2D-IR signal in the frequency domain, considered in the
semi-impulsive limit, i.e. when the light pulses are short with respect to the characteristic
timescales of the system. The 2D-IR signal is shown throughout the thesis in the frequency
domain as a function of excitation frequency ω1 and detection frequency ω3. Evaluating
the 2D-IR signal at different waiting times T gives full information on the third-order
response functions [109]. The signal is transformed into the frequency domain by Fourier
transformation along τ and t:

S(ω1, T, ω3) = Re

(∫ ∞
0

∫ ∞
0

S(τ, T, t)e−iω1τe−iω3tdτdt

)
= Re

(∫ ∞
0

∫ ∞
0

∑
n

Rn(τ, T, t)e−iω1τe−iω3tdτdt

)
One schematic 2D-IR spectrum is presented in fig. 3.8 for two coupled vibrational modes.
Along the diagonal axis contributions from GSB& SE (red) appear. ESA contributions
(blue) are red-shifted on the ν3 axis due to the anharmonicity of the vibrational potential.
One vibrational mode shows a round, homogeneous signal, the other is inhomogeneously
elongated along the diagonal. This difference in their lineshapes indicates fast and slow
dephasing times for mode 1 and 2, respectively.
One of the prototypical problems for 2D-IR spectroscopy is the analysis of inter-mode
couplings to gain information on molecular structure. These are a result of off-diagonal
anharmonicities ∆i 6=j in the energy eigenvalues of the oscillator (cf. eq.(3.6)) and are dis-
played as off-diagonal elements in fig. 3.8.

2D spectra can be simulated by explicitly calculating the 3rd order response functions. The
contribution of rephasing and non-rephasing signal to the elements along the diagonal axis
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is

RD1,2,3(τ, T, t) =
3∑

n=1

R(3)
n (τ, T, t) =

∑
i

2iµ4
01i

(
e−iω01i(t−τ) − e−i((ω01i−∆i)t−ω01iτ)

)
e−T/T1i

× e−gi(τ)+gi(T )−gi(t)−gi(τ+T )−gi(T+t)+gi(τ+T+t)e−(τ+T )/2T1i

RD4,5,6(τ, T, t) =

6∑
n=4

R(3)
n (τ, T, t) =

∑
i

2iµ4
01i

(
e−iω01i(t+τ) − e−i((ω01i−∆i)t+ω01iτ)

)
e−T/T1i

× e−gi(τ)−gi(T )−gi(t)+gi(τ+T )+gi(T+t)−gi(τ+T+t)e−(τ+T )/2T1i

The 2D-IR spectrum can then be computed by summing up the Fourier transforms of both
signals with respect to τ and t. The parameters in such a simulation are the frequency ω01i

of the i-th vibrational mode, its diagonal anharmonicity ∆i, the vibrational lifetime T1i and
the time-dependent lineshape function gi(t). A relative scaling factor takes into account
differences between the transition dipole moments µ01i. Under the assumption that the
transition dipole moments are conserved, this relative scaling factor reflects differences in
concentration between the underlying oscillators. The time-dependent lineshape functions
gi(t) are determined by integrating the FFCF 〈δω(τ ′′)δω(0)〉, which is modeled here using
a double-exponential Kubo ansatz (cf. eq. (3.14)):

1

4π

〈
δω(τ ′′)δω(0)

〉
= ∆ν2

1ie
−τ ′′/τ1 + ∆ν2

2ie
−τ ′′/τ2

This ansatz reflects the fast fluctuations of the water environment with the fluctuation am-
plitude ∆ν1i, as well as slow structural re-arrangements and the inhomogeneous distribution
of oscillators with the fluctuation amplitude ∆ν2i. Here, the correlation decay time of the
fast fluctuations τ1 = 300 fs is on the order of the lifetime observed for νAS(PO−2 ). The
second component can be considered static on the timescale of our experiments, values of
τ2=50 ps are assumed, as determined in similar simulations with phosphate groups [37,100].
Agreement between experimental and simulated spectra is monitored by comparing diagonal
and anti-diagonal cuts, as well as simulated and experimental FTIR spectrum. Cross-peak
contributions to the simulated 2D-IR spectra are not considered, since they are absent in
our experimental spectra.

Pump-Probe spectroscopy

Pump-probe (PP) spectroscopy is a special case of third-order interactions. An intense
pump laser pulse is used to interact twice at the same time with the density matrix of the
system, effectively setting τ = 0. This is schematically shown in the Feynman diagrams of
fig. 3.9. The intense pump pulse quasi-instantaneously creates a population state that is
then probed by a second, less intense pulse after a waiting time T . The Feynman diagrams
are the same in this specific instance, carrying information on GSB& SE, and ESA. An
exemplary spectrum is shown in fig. 3.9. In fact, the PP signal can be computed by
integrating the 2D signal along the excitation frequency ν1. For a purely harmonic oscillator,
ESA and GSB& SE contributions have the same frequency and would cancel each other out.
Pump-probe spectroscopy therefore requires some degree of anharmonicity in the oscillator’s
vibrational potential.
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Figure 3.9: Left: Double-sided Feynman diagrams for pump-probe interactions in a three-
level system. The intense pump pulse interacts twice with the density matrix, pump and
probe beam are separated by a time delay T . Right: Schematic pump-probe spectrum,
showing ESA and GSB&SE. The linear absorption peak is indicated as a dashed line, it
should mirror the GSB&SE signal GSB should mirror, but is broader due to the overlap of
GSB&SE with ESA.

3.3 Experimental set-ups for nonlinear IR spectroscopy

Two different set-ups of ultrafast nonlinear IR spectroscopy have been employed in the
course of this thesis. Ultrafast pump-probe experiments are used to elucidate the vibra-
tional lifetimes of the different phosphate vibrations. 2D-IR spectroscopy, as discussed
above, enables to analyze vibrational lineshapes to understand frequency fluctuations of
the environment. Off-diagonal elements in the spectra can be used to determine inter-
mode anharmonic couplings. The experimental realization of both these techniques will be
provided here.

Generation of femtosecond mid-IR pulses

Both set-ups employ ultrashort mid-IR pulses to excite and probe the sample of interest.
These pulses are generated by parametric frequency conversion using optical parametric
amplification (OPA) in beta-barium-borate (BBO) crystals followed by difference frequency
generation (DFG) in gallium selenide (GaSe). The detailed generation process will be in-
troduced here:

Figure 3.10 schematically shows the commercial laser system used to drive the experiments.
It is explained here for the 2D-IR set-up, the initial 800 nm-pulse generation for the pump-
probe set-up is very similar. An initial sub-100 fs laser pulse is generated in a Coherent
Micra oscillator by optical pumping from a Coherent Verdi pump laser. The Verdi is a
frequency-doubled Nd:YVO4 laser in continuous wave (cw) mode reaching beam powers of
5 W at 532 nm. It is used to pump the Kerr-lens mode-locked Ti:Sapphire oscillator Micra.
The Micra outputs a sub-100 fs pulse train at 800 nm with a repetition rate of 80 MHz.
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Figure 3.10: Schematic sketch of the laser systems used to feed our experiments. Intense
ultrashort 800 nm laser pulses are parametrically converted into mid-IR pulses using a self-
built OPA system. The 800 nm pulses are generated by commercial Coherent laser systems,
where an oscillator pumped by a cw laser generates sub-100 fs pulses at a repetition rate
of 80 MHz. These are then selectively amplified in a regenerative amplifier pumped by a
Nd:YLF laser at 1 kHz repetition rate. Details of the OPA system are given in figure 3.11.

This pulse train is then amplified in a Coherent Legend Elite regenerative amplifier, using
chirped pulse amplification (CPA). A reflective grating introduces a chirp in the pulse train,
stretching the pulses to a pulse duration of 400 ps. Single pulses are singled out and coupled
into the amplifier cavity via a Pockels cell, circularly polarizing them at a repetition rate
of 1 kHz. These single pulses are fed into a Ti:Sapphire crystal, pumped by a Q-switched
frequency doubled Nd:YLF Coherent Evolution laser. Each roundtrip amplifies this seed
pulse further, until it is coupled out after ≈ 10 − 15 roundtrips, ≈ 106-fold amplified. A
second Pockels cell directs the amplified pulse onto a compressor unit, where the initial
chirp is reversed, compressing the pulse again to ≈ 80 fs and outputting pulses at 1 kHz
with a power of 3 W, pulse energies are at 3 mJ.

To generate mid-IR laser pulses with femtosecond pulse duration, this output is now used
to operate a multi-step optical parametric amplification process. The OPA system itself
is depicted in fig. 3.11 for the case of the 2D-IR set-up. In three amplification steps, the
incoming 800 nm beam is first converted into a signal pulse and an idler pulse in the near-IR.
These pulses are then overlapped in a DFG crystal to generate a tunable mid-IR pulse with
a pulse duration of ≈ 100 fs.

Initially, the 800 nm beam is split into four parts. The first part has ≈1 % power and is
focused through a λ/2 waveplate onto a sapphire crystal (Al2O3). The ultra-short pulse
duration leads to strong electric field strengths in the crystal and non-linear self-phase mod-
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Figure 3.11: Schematic set-up of the OPA-system used to generate the mid-IR pump
pulses. A white light continuum generated in Al2O3 is used as a signal pulse. It is para-
metrically amplified in BBO crystals three times resulting in near-IR signal and idler pulses
with energies of 250µJ. Difference-frequency-mixing in a GaSe crystal is used to generate
mid-IR pulses with an energy of 6-9 µJ at a repetition rate of 1 kHz.

ulation occurs, broadening the spectrum to a white light continuum [113]. The generated
white light continuum is filtered and focused onto a BBO crystal (4 mm, θ = 25°, φ = 0°).
There it is temporally (Delay 1) and spatially overlapped with the second part of the original
pulse (≈ 9%). The 800 nm pulse pumps a parametric amplification process employing type-
II phase matching. The resultant signal and idler pulses are retroreflected off a second delay
stage and pass through the BBO again, parallel to, but vertically displaced with respect to
the first parametric amplification. The third portion of the original pulse (≈ 55%) pumps
the crystal and amplifies the signal to pulse energies of 250 µJ. The third amplification stage
is pumped by the remaining ≈35% of the original pulse. Both signal and idler pulses pass
through a second BBO crystal (2 mm, θ = 25°, φ = 0°) and are amplified to pulse energies
of ≈ 300 µJ. They are then focussed onto a GaSe crystal (type-II, 0.3-0.5 mm) to generate
mid-IR laser pulses via DFG. The mid-IR pulse has a pulse energy of 6 µJ after a long wave
pass filter blocks the remaining near-IR portions of the beam.

The pump-probe experiment is based on a similar OPA system. Pump and probe beam
have separate OPAs to independently tune their frequency. The second BBO crystal is not
present in either of them, so only a two-stage parametric amplification is achieved before
DFG. 90% of the original beam are used to pump the second stage to achieve 120 µJ of
signal and idler pulse energies. DFG in two respective GaSe crystals leads to mid-IR pump
and probe pulses with energies of 2.5 and 1.5 µJ, respectively.
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Pump-probe experiment

To perform the pump-probe experiment, the two mid-IR pulses are fed into the set-up de-
picted in fig 3.12. The probe pulse is reflected off a BaF2 wedge, where the wedged surfaces
split the reflected signal into two pulses, weakened to about 10 nJ. Both these pulses are
then focused onto the sample using a parabolic mirror. The pump pulse is also focused onto
the sample and overlapped spatially and temporally with one of the two pulses generated
by the wedge. Time delay is achieved by guiding the pump pulse along a delay stage T .
The pulse it overlaps with serves as probe, whereas the non-interacting pulse is used as
a reference, i.e., for normalization of the probe energy and, thus, to limit the impact of
fluctuations. A chopper reduces the repetition rate of the pump beam to 500 Hz to measure
shot-to-shot difference spectra. Both probe and reference are focused onto the detector unit
after interaction with the sample. A diffraction grating spatially disperses the beams and
reflects the frequency-resolved beams onto a 2x32 pixel mercury-cadmium-telluride (MCT)
detector array for a frequency resolution of 2 cm−1.

After measuring both pumped and unpumped (where the pump beam is chopped) probe
beam, the change in absorbance is given by [114]

∆A(T, νpr) = − log

(
Ipr(T, νpr)

Ipr0 (T, νpr)
· I

ref
0 (T, νpr)

Iref (T, νpr)

)
. (3.22)

Here I and I0 denote the measured intensity of the pumped and unpumped beam, respec-
tively. The superscript pr stands for the detected probe, ref for the reference beam. The
measured absorbance change is a function of delay time T and frequency νpr of the probe
beam. The reference term corrects for shot-to-shot intensity fluctuations.

A measure of the experimental time resolution is given by the cross-correlation of pump
and probe pulses [114]:

IXC(T ) ∝
∫ ∞
−∞

Ipump(t)Iprobe(t− T )dt (3.23)

This quantity is measured using two-photon absorption in indium arsenide (InAs). Over-
lapping pump and probe beams induces this nonlinear process that gives a strong transient
absorption signal, depending on the pump-probe delay. Figure 3.13 shows such a measured
cross-correlation. At pulse frequencies of ≈ 1200 cm−1 the FWHM of 183 fs indicates a pulse
duration of 120 fs.

Samples were held in a specific cell during the measurements to reduce coherent artifacts
around time zero. This cell consists of two 100 µm thin silicon nitride (SiN3) membranes
separated by a teflon spacer, for details see [115].

Experimental 2D-IR set-up

Figure 3.14 shows the 2D-IR experimental set-up, based on the measurement of 3-pulse
photon echoes with the pulse sequence shown in fig. 3.15. The OPA generated mid-IR
pulse is initially split into two equal parts. One beam passes over a delay stage to introduce
what will be the waiting time T in the experiment. The beam is then focused onto a reflec-
tive grating, from which the first and negative first diffraction order are used further, while
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Figure 3.12: Sketch of the pulse geometry used in pump-probe measurements. The pump
beam is chopped with a frequency of 500 Hz to measure shot-to-shot absorbance changes,
the output of the probe OPA is split at a BaF2 wedge. The predominant part of the beam
is transmitted through the wedge and subsequently blocked. About 1% is backreflected off
of one of the two edges of the wedge and used as probe and reference beam, respectively.
The probe beam is overlapped spatially and temporally with the pump beam, the reference
beam always interacts with an unpumped sample volume. After sample interaction both
probe and reference pulses are guided into the spectrometer and onto a 2x32 MCT-detector
array with 2 cm−1 resolution. Typical energies were ≈ 1 µJ for pump and ≈ 10 nJ for probe
interactions with the sample.

the zero-th order backreflection is coupled out and blocked. These two beams, which are
intrinsically phase-locked, pass a set of retro-reflective mirrors and are then focused onto
the sample. In the notation of our beam sequence, these beams constitute k1 and k2 (see
fig. 3.15). The second half of the initial beam undergoes a similar diffractive reflection to
yield the phase-locked k3 and kLO. An added ZnSe plate in the beampath of k3 delays this
beam and guarantees that kLO precedes the other three pulses by 2.6 ps. k2 and kLO pass
a second delay stage to introduce the coherence time τ . For τ > 0 the rephasing signal is
measured, for τ < 0 the non-rephasing signal (cf. fig. 3.7).

All four pulses are focused onto the sample by a parabolic mirror in a box-CARS geometry,
depicted in fig. 3.15. The pulses form a square so that the signal is intrinsically emitted
in the direction of the local oscillator. Signal and LO are then dispersed by a reflective
monochromator grating and focused onto a 64-pixel MCT detector array with a spectral
resolution of 2 cm−1. Interference patterns of LO and signal are measured for a number of
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Figure 3.13: Cross-correlation measurements give the time resolution of the pump-probe
experiment. Here, two-photon absorption from indium arsenide (InAs) was measured as
a function of delay time between pump and probe pulse. The pulses were centered about
1200 cm−1. The data were fitted with a Gaussian curve, the FWHM was 183 fs, the pulse
duration after deconvolution 120 fs.

coherence times τ . The waiting time T is fixed for the duration of one τ -scan but can be
varied throughout the measurement to take the time evolution of the population state into
account.

The measured interference pattern consists of both LO and signal contributions:

Idet(ω) = |ELO(ω) + Esig(ω)|2 = |ELO|2 + 2<(E∗LO(ω)Esig(ω)) + |Esig(ω)|2

The emitted signal field is small compared to the local oscillator, so the equation can be
simplified to

|ELO|2 + 2|ELO(ω)||Esig(ω)| · cos(Φsig − ΦLO)

The contribution |ELO|2 needs to be removed to obtain the signal electric field. To this
purpose k3 is chopped at a frequency of 500 Hz. Only every other pulse sequence then gen-
erates a signal electric field, allowing differential processing in the measurement program
to eliminate the LO term. A second chopper chops k2 at 250 Hz to additionally reduce
scattering from sample windows.

Tracing the phase (Φsig −ΦLO) is a non-trivial problem. Φsig is a result of the three pulses
k1, k2, and k3. The phase term can therefore be expressed as
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Figure 3.14: Set-up for 3-pulse photon echo measurements. The incoming beam is split
into four pulses by a beamsplitter and a reflective grating. Three of these beams are
required for signal generation (k1 to k3), the fourth pulse, the local oscillator (LO) is used
in heterodyne detection of the signal. The pulses overlap spatially on the sample in a box-
CARS geometry (see fig. 3.15). The created echo signal (yellow) propagates in the direction
of the local oscillator (blue), both beams are detected simultaneously using a 64-pixel MCT
detector array. Two delay stages are used to control relative time differences between the
pulses (see fig. 3.15). Two choppers rotating at 250 and 500 Hz chop k3 and k2, respectively,
to allow proper signal calculation in the computer.

Φsig − ΦLO = (−Φ1 + Φ2) + (Φ3 − ΦLO) + φsample

= (−Φ1 + Φ3) + (Φ2 − ΦLO) + φsample

Our set-up uses a diffractive grating to create inherently phase-locked pulse pairs and thus
single out the phase φsample of the nonlinear response function. As a downside to this tech-
nique the local oscillator is also affected by moving the delay stage. This affects its phase
and effectively cancels out the τ -dependency in the measured signal response. Additional
phase factors need to be factored in to obtain correct 2D spectra. In our case they are
determined by fitting the projection of the measured 2D data on ν3 to a measured pump-
probe spectrum. The PP spectrum is measured using the same beam geometry to ensure
comparable conditions. k2 is used as a pump pulse, k3 as the probe. k3 and kLO are blocked
throughout the course of the PP measurement.

Pulse duration and frequency bandwidth of the pulses used in the experiment can be ex-
tracted from frequency-resolved optical gating (FROG) experiments. Here, transient grating
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Figure 3.15: The four pulses interact with the sample in a box-CARS geometry (top).
They form the corners of a square before being focused onto the sample. In this geometry,
the signal is always emitted in the direction of the fourth pulse, the local oscillator, allowing
for a background free detection. bottom: Time ordering of the four pulses. The time
difference τ between k1 and k2 defines the coherence time, the time difference T between
k2 and k3 denotes the waiting time of the system. For coherence times τ > 0, the emitted
signal is the rephasing signal, for τ < 0 non-rephasing.

(TG)-FROG on ZnSe captured the convolution of k1, k2, and k3, the corresponding FROG
trace is shown in fig. 3.16. The full amplitude and phase information can be extracted
by complex algorithms, however a simple deconvolution helps to find the pulse duration.
Assuming that all three pulses are identical and Gaussian, the pulse duration is given by
τpulse = ∆t√

3/2
with ∆t the FWHM of the time-dependent trace shown in fig. 3.16(b). The

spectral bandwidth is 242 cm−1.

3.4 Theoretical methods

The experimental results in this thesis were analyzed by theoretical simulations provided
by Benjamin Fingerhut. This section does not aim to provide an in-depth explanation of
these methods, but rather outline the basic principles and list the relevant parameters. The
reader is referred to the original publications for further detail.

Molecular Dynamics simulations

The general principle of MD simulations was introduced in section 2.1.4. Briefly, classical
MD simulates complex molecular systems at an atomistic level by calculating the potential
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Figure 3.16: TG-FROG trace measured in the 2D-IR set-up for pulses in the region
of νAS(PO−2 ). Horizontal and vertical cuts allow to deduce pulse duration and spectral
bandwidth. From [115]

at every coordinate using analytical functions, so called force fields. This allows to track
step-wise the dynamics of the system. For the systems at hand, AMBER software was used
with the ff99bsc0 force field that is commonly used for DNA [64,66]. For RNA systems the
RNA specific χLO3 extension was additionally employed. dsRNA was constructed using the
AMBER nucleic acid builder and surrounded by a 10 Å H2O buffer region (40 Å in the big
simulation box) to ensure proper hydration. The tRNAphe structure was taken from x-ray
diffraction data (protein data bank: 1ehz, [4]) and placed in an truncated octahedral solva-
tion cell of H2O with a total of 9 Mg2+ and Mn2+ ions placed in accordance with [4]. Na+

ions were added for charge neutrality, water molecules were simulated using the TIP4P-fb
model. Simulation runtimes after equilibration are given in table 3.1. The derived potential
of mean forces (PMF) represents the free energy of the respective system.

Snapshots showing the different hydration patterns of dsRNA were taken after 160 ns. The
distribution of hydrogen bonds (HB) was evaluated during six different time intervals along
the 1.2 µs MD trajectory. Critical for the HB identification were the geometric criteria, i.e.
an oxygen-oxygen distance D < 3Å and an angle ] O-H...O>140°. For MD simulations
of dsRNA and Mg2+ sample cells of two different volumes were used to explore size effects.
Various amounts of Mg2+ were added to the dsRNA simulation cell. Results shown in this
thesis were simulated using the Mg2+/RNA ratio R=20 (≈ 77 mM c(Mg2+) in small simu-
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lation box, ≈ 13 mM in big simulation box). The ion density around dsRNA was averaged
over 2500 snapshots equally distributed along the whole simulation time, the ion atmosphere
was obtained using volumetric integration.

The ion density around tRNAphe was averaged over 2500 snapshots equally distributed
along the whole simulation time. Electric field and electrostatic potential around tRNAphe

were averaged over 1600 and 3200 snapshots, respectively, taken at the last few ns of the
simulation. The electric field itself is calculated at the midpoint of the O1-P-O2 bisector
by projecting the total electric field onto the bisector axis.

System Simulation time

DMP 4.7 µs (1.59 µs for each cation)
dsRNA melting 1.2 µs
dsRNA+Mg2+ 0.6 µs

tRNAphe 1 µs

Table 3.1: Runtime of MD simulations for the different phosphate systems. The 4.7 µs of
DMP are comprised of three independent runs, 1.59 µs each, for the three counterions Na+,
Ca2+, and Mg2+.

Density functional theory

Density functional theory (DFT) calculations solve the Schrödinger equation of molecular
systems for only the electron density, thus highly reducing the degrees of freedom. Starting
geometries are optimized iteratively to achieve equilibrium, from which molecular orbitals
are computed. DFT calculations were employed in this thesis to calculate vibrational fre-
quencies of νAS(PO−2 ) in DMP molecules as a function of DMP...cation distance. Simulated
clusters contain a single DMP anion in gg-conformation, a single positive cation (Na+, Ca2+,
or Mg2+) and N water molecules. Harmonic normal mode analyses to calculate the geom-
etry dependent frequency of the νAS(PO−2 ) vibrational mode were performed for N = 19.
Absolutely localized molecular orbital energy decomposition analysis (ALMO-EDA) uses
the calculated molecular orbitals of the same N = 19 clusters to sort intermolecular in-
teraction energies into polarization contributions, charge transfer and a combined term for
electrostatic and exchange repulsion interactions. To determine the molecular bonding po-
tential, DFT cluster geometries were displaced along positive and negative directions of
the νAS(PO−2 ) normal mode vector. ALMO-EDA was then performed without any further
equlibration time, the molecular bonding potential was obtained via self-consistent field
simulation (SCF). Minimum hydration DFT calculations were performed with N = 11 for
DMP/Mg2+ and DMP/Na+ ion pairs, and N = 13 for DMP/Ca2+ complexes. For details
see the supplementary information in [116] and [117].

QM/MM calculations

QM/MM (quantum mechanics/molecular mechanics) calculations allow characterization of
complex molecular systems by considering only the most relevant part under a quantum
mechanical model (QM region). All other parts of the system are treated classically (MM
region). QM/MM calculations were used in this thesis to calculate and assign vibrational
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frequencies to phosphate groups of RNA molecules. QM/MM calculations were performed
using the NWChem program package v6.3 [118]. The QM region used in calculating the
vibrational frequencies consists of two neighbouring phosphate groups and the three bind-
ing ribose moieties together with first hydration shells of both phosphates and ions (Both
Mg/Mn2+ and Na+). The boundary region between QM and MM is bridged by hydrogen
link atoms. The two terminating nucleotides at each end of the double helix were excluded
from the calculations.

60



4
Sample Preparation and Characterization

This thesis examines a variety of phosphate systems in aqueous solution. This chapter
gives a description of how samples were prepared and characterized prior to measurements.
Figure 4.1 provides an overview of IR phosphate absorbance in the range of the asymmetric
PO−2 vibration for all samples used in this thesis. While νAS(PO−2 ) for DMP is centered
around 1200 cm−1, the RNA vibrational spectrum in this frequency region is more diverse.
The two-peak structure around 1220 and 1240 cm−1 has been attributed to the phosphate
stretching vibration itself. Vibrational modes at higher frequencies have been attributed
to NH vibrations of the bases, for example uracil at 1280 cm−1 [119] or adenine at 1290,
1310, and 1330 cm−1 [120, 121]. Theoretical simulations also predict some contribution to
the absorbance spectrum at ν̃ > 1260 cm−1 to originate from νAS(PO−2 ) where the phos-
phate group is forming contact ion pairs with the naturally present Na+/K+-counterions [14].

4.1 DMP

The properties of the dimethyl phosphate anion have been dicussed in section 2.2. For the
experiments in this thesis, the DMP sodium salt Na+DMP− (suppliers: ALFA Chemistry;
TRC) was dissolved in ultrapure water (Roth) with a concentration of 0.2 M. To this solu-
tion, salts of alkali and alkaline earth metals were added. Concentrations of sodium chloride
(NaCl, Fluka), potassium chloride (KCl, Roth), calcium chloride (CaCl2 anhydrous, VWR),
and magnesium chloride (MgCl2 anhydrous, Alfa Aesar) ranged from 0.5 to 2 M.
Reference solutions with the same salt concentrations but without Na+DMP− were also
prepared. This allows to subtract the librational background absorption of the solvent from
all recorded FTIR spectra.

4.2 RNA

Specifically tailored single-stranded (ss) and double-stranded RNA (dsRNA) was provided
as lyophilized sample (IDT DNA). All samples were 23 nucleotides in length. Two par-
ticular sequences were used: dsAU-RNA (AAUAUAUAUAUAUAUAUAUAUAA+ comple-
mentary strand) and ssA-RNA (A)23. The lyophilized RNAs were dissolved in ultrapure
water. Counterion concentrations in the initial sample were measured by inductively cou-
pled plasma optical emission spectrometry (ICP-OES) and amounted to 51 Na+-ions and
5 K+-ions per RNA molecule. The ICP-OES experiments were kindly performed by the
Leibniz Institute of Freshwater Ecology and Inland Fisheries (IGB).
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Figure 4.1: FTIR spectra of several phosphate systems in the region of the asymmetric
phosphate stretch vibration νAS(PO−2 ). Spectra are normalized to the absorbance maxi-
mum.

Two kinds of tRNA samples have been used: tRNA from E.coli MRE600 (manufacturer
Roche, supplier Sigma-Aldrich) which is a mix of all different amino acid encoding tRNAs
in Eschericia coli, and tRNAphe from yeast (Sigma-Aldrich), which encodes the amino acid
phenylalanine (anticodon sequence: GmAA, see chap. 1). The tRNA samples were provided
with initial Mg2+ counterions as part of the commercial extraction and purification process.
ICP-OES measurements of E.coli tRNA samples showed 62 Na+, 0.2 K+, 2.1 Ca2+, and 5.7
Mg2+ ions per tRNA molecule. Dialysis procedures detailed below allow to substitute Mg2+

with Na+, ICP-OES of dialyzed tRNA samples showed 77 Na+ per tRNA, together with
0.5 K+, 0.6 Ca2+ and < 0.1 Mg2+, confirming a negligible Mg2+ content after dialysis. For
the experiments, tRNA was dissolved in ultrapure water, dialyzed and then measured. pH
values of both kind of RNA samples were repeatedly monitored to be between 6.7 and 7.3.

4.2.1 Concentration determination

Linear UV absorption spectroscopy can be used to measure the concentration of an RNA
sample in solution, as described in section 3.1. From the Lambert-Beer equation (eq. 3.1),
absorbance is the product of sample thickness l, concentration c and the molar absorption
coefficient at 260 nm ε260. The concentration can be easily calculated when l and ε260 are
known. However, ε260 depends on RNA composition and differs between different RNA
samples.
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It is well established that 1 OD UV absorption of single-stranded RNA in a 1 cm sam-
ple cell corresponds to a concentration of 40 µg/ml [122]. The molar absorption coeffi-
cient can then be calculated using the molecular weight of the specific sample. For the
short ssA-RNA oligomer this corresponds to 188000 M−1cm−1. For transfer RNA the av-
erage molecular weight is 25000 g/mol, so the ε260 is 625000 M−1cm−1. There is no such
established literature value for double-stranded RNA. It can be calculated according to
ε260 = (nAεA + nUεU )/H [123]. Here, nA = nU = 23 is the number of adenine/uracil
bases in our oligomer, εA = 15400 M−1cm−1 and εA = 9900 M−1cm−1 are the absorption
coefficients of the mononucleotides [124], and H = 1.4 the hypochromism factor [125]. This
factor accounts for the reduced absorbance due to base stacking and base pairing interac-
tions that are particularly pronounced in duplexed helices. The molar absorption coefficients
together with the molecular weight of the samples are summarized in table 4.1, the RNA
concentrations used for the different experiments are given in table 4.2.

molecular absorption avg. ext. coeff. ε260

sample weight coefficient ε260 per nucleotide

g/mol 103 M−1cm−1 M−1cm−1

23-mer dsAU-RNA 14490 415 9000
23-mer ssA-RNA 7510 188 8200

tRNAs ≈ 25000 625 8000

Table 4.1: Sample data used to calculate RNA concentrations from UV absorption mea-
surements. The molar absorption coefficient depends on the exact RNA sequence and
neighbouring base-base interaction. For comparison with literature the average absorption
coefficient per nucleotide is given.

Experiment

sample FTIR/2D UV/CD Fluo

mM

23-mer dsAU-RNA 4.6/2.3-6.9 0.9 0.26-1.1
23-mer ssA-RNA 8.8/4.4 1.1 -

tRNAs 4 0.3-0.9 1

Table 4.2: RNA concentrations used in the various experiments as measured with UV
absorption spectroscopy at 260 nm.

4.2.2 RNA melting

The absorption coefficient strongly depends on the macromolecular structure of RNA, which
changes upon heating. We performed RNA melting experiments with ssA-RNA and dsRNA
to track these changes as a function of sample temperature TS . dsRNA samples were held
in a temperature controlled liquid cell (Harrick) in between two 1 mm thick BaF2-windows
separated by a 12 µm Teflon spacer. Heat was applied using a metal block cylindrically
surrounding the sample. Temperature changes were applied at a steady rate of 2 K/min,
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the temperature accuracy was within 1 K. The sample was left to equilibrate at the target
temperature for 6-8 minutes before starting a measurement.

dsRNA forms an A-type double helix in water. This type of double helix is characterized
by a more compact structure compared to the predominant B-type geometry of DNA (cf.
chapter 1), that is reflected in the electronic structure of the nucleic acid. Since the 260 nm-
π−π∗ transition is influenced by both inter- and intrastrand interactions, UV spectroscopy
provides a useful probe of RNA structure. Most interesting for this work is the information
UV spectra can provide on the thermally induced denaturation state of RNA.

Figure 4.2 shows UV and CD absorption spectra of dsRNA together with spectra of a
single-stranded RNA sample consisting purely of adenine bases. The dsAU spectrum at
room temperature consists of a peak centered at 258 nm. Upon heating, UV spectra of
dsRNA show a jump in absorbance. This so called hyperchromic effect is generally asso-
ciated with a change in helical structure [8, 126]. It is a sign of partial or full separation
of the strands, together with a destacking of the bases. The change in dipole-dipole inter-
actions between the nucleobases’ π-orbitals leads to the observed increase in absorbance [41].

The change is most clearly visible when plotting the relative increase in absorbance both
for dsRNA and ssRNA (inset). Absorbance of ssA-RNA increases monotonically, whereas
dsRNA shows a sigmoidal increase at temperatures between 313 and 333 K. The increase in
absorbance for the case of ssRNA is dominated by a gradual transition from a single-helical
structure at room-temperature to a random coil. This also occurs in the case of dsRNA, in-
dicated by the continuing increase of absorbance at high temperatures, but is overshadowed
by the jump from melting. A melting temperature can be extrapolated from the midpoint
of the sigmoidal curve to be ≈328 K.

Circular dichroism spectra allow a closer look into the structural change upon RNA heating
(figure 4.2c,d). CD spectroscopy works by measuring the difference in absorbance between
left-handed and right-handed circularly polarized light. The resulting spectra carry infor-
mation on the helical structure of the molecule in question (see section 3.1).
At room temperature, CD spectra of dsRNA show a distinct maximum at 258 nm together
with a side peak at 230 nm. This is a characteristic spectrum of an A-type helix [127]. CD
spectra for single-stranded RNA on the other hand show a maximum in ellipticity at 265 nm
and a minimum at 248 nm. This spectral shape has been observed for dinucleotides [128], as
well as B-type DNA helices [127]. Heating of the ssRNA sample results in a loss of elliptic-
ity, where the shape of the spectrum is preserved. On the other hand, heating dsRNA leads
to a distinctive transformation. At 348 K the CD spectrum of dsRNA shows similarities to
the one of ssRNA with a maximum at 270 nm and a minimum at 245 nm.
The gradual decrease in the case of ssRNA indicates a gradual loss in helicity, agreeing with
a transition to a random coil. The helicity in such a randomly oriented molecule would
be zero. The stark change in spectral shape in the case of dsRNA in contrast represents a
substantial reshaping of RNA structure. The shift of the ellipticity maximum with temper-
ature is traced in the inset. A sigmoidal shift with a transition temperature around 328 K
can again be observed.

All in all these are reliable indicators that dsRNA undergoes a structural transition upon
heating. The influence of this structural transition on RNA hydration, reflected by νAS(PO−2 ),
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Figure 4.2: Characterization results of spectroscopic measurements in the UV. (a,b) UV
absorption spectra of dsAU-RNA and ssA-RNA, respectively, for temperatures ranging
from 297 K to 353 K. Inset: Relative absorption change as a function of temperature for
dsAU-RNA (black) and ssA-RNA (red). A step-like behaviour is only observed in the case
of dsAU-RNA. (c,d) Circular Dichroism spectra for dsAU- and ssA-RNA, respectively, for
temperatures ranging from 297 K to 348 K. dsAU-RNA spectra exhibit a distinct change
in spectral shape with increasing temperature. Where the spectra at room temperature is
characteristic for an A helix, higher temperature spectra more closely resemble CD spectra
of B helix DNA. Spectra of ssA-RNA show no change in spectral shape, but only a decrease
in amplitude. Inset: relative change in wavelength for the maximum of the CD spectra.
Again, a step-like behaviour is exclusive to dsAU-RNA. The transition temperature of the
structural transition is at ≈320 K.
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Figure 4.3: (a)Chemical structure of EDTA (b) Chemical structure of the EDTA/Mg2+

chelate. Binding of Mg2+ is linked to a four-fold deprotonation of the EDTA molecule.

will be investigated in chapter 6.

4.2.3 Dialysis

The tRNA samples were provided with initial Mg2+ counterions as part of the commer-
cial extraction and purification process. ICP-OES measurements of E.coli tRNA samples
showed 62 Na+, 0.2 K+, 2.1 Ca2+, and 5.7 Mg2+ ions per tRNA molecule. This initial pres-
ence of Mg2+ ions is problematic for our experiments where we aim to follow the impact
of Mg2+ on a pure, ideally Mg2+-free RNA sample. It is therefore necessary to remove as
much of the initial Mg as possible. The best method for the low sample volumes we are
handling is desalting through dialysis. We used a combination of the methods described
in literature [53, 129] employing ethylene diamine tetraacetic acid (EDTA) as Mg-binding
agent. The chemical structure of EDTA is shown in figure 4.3. It forms a six-finger chelate
when binding Mg2+, linked to a four-fold deprotonation of the EDTA molecule. This con-
stitutes a particularly strong binding process (KEDTA/Mg2+ ≈ 108.6 [130], compared to

KRNA/Mg2+ ≈ 104 as given in ref. [53] for RNA binding to Mg2+).

To replace the initial Mg2+ ions with monovalent Na+ ions the tRNA was repeatedly dial-
ysed in buffers containing EDTA and NaCl. tRNA was placed in µl dialysis membranes
(SERVA ReadyLyzer) with a molecular weight cut-off of 12-14 kDa (mol. weight of tRNA
≈25 kDa). Dialysis was performed twice in 0.1 M NaCl (Fluka), 50 mM EDTA (SERVA,
dissolved in H2O, adjusted to pH 8 by adding NaOH), then once in 0.02 M NaCl, 10 mM
EDTA, once in 0.02 M NaCl, 1mM EDTA and finally in ultrapure water (Roth). Each stage
of dialysis was performed for at least two hours. Dialysis buffer was present in an excess
of >500. Dialysis buffer will seep into the dialysis membrane because of osmosis, lowering
the tRNA concentration of the dialyzed sample by a factor of 4. To increase the tRNA
concentration after dialysis back to concentrations suitable for measuring IR spectra, some
excess water was evaporated by keeping the sample at 80°C (353 K) for about 3 hours. All
dialyzed samples have final pH values between 6.7 and 7.3 and contain Na+ counterions.
Using a Na+-selective electrode (SI Analytics) ≈ 37 Na+-ions were measured before dialysis,
46 Na+ after dialysis. The electrode is sensitive to free ions only, so the difference to charge
neutrality (78 PO−2 groups) is likely due to Na+ ions strongly associated with the RNA.
These results were supported by ICP-OES measurements after dialysis. Per tRNA molecule
77 Na+ ions were detected, together with 0.5 K+ ions, 0.6 Ca2+ ions and < 0.1 Mg2+ ions,
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confirming a negligible Mg2+ concentration after dialysis.
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5
DMP as a model system

Ions in the solvation shell of nucleic acids play a central role in stabilizing macromolecular
arrangements. Particularly along the negatively charged phosphate-sugar backbone, where
electrostatic repulsion impedes the folding of structural elements, positively charged alkali
and alkaline earth ions have been located. Structures range from ions in direct contact with
the phosphate group of the backbone - here one phosphate oxygen replaces a water from
the regular ion hydration shell - to ions being part of a more diffuse ion atmosphere. Ions
that are separated from the phosphate group by one to three water layers form a transition
region between these two cases.

Direct contact ions have so far only been reported in x-ray crystallographic experiments, it
was not feasible up until now to detect these geometries in solution, as reported in chapter
2. The extent to which each ion geometry contributes to the overall stability was unclear.
Poisson-Boltzmann simulations claim that long-range electrostatic contributions from the
ion atmosphere collectively stabilize nucleic acid geometries [33]. Vibrational modes of the
phosphate backbone reflect changes in nucleic acid hydration as a response to strong electric
fields from water molecules in the first few hydration layers [36, 43]. The sensitivity to the
local environment offers an opportunity to use phosphate modes, particularly the asymmet-
ric phosphate stretch vibration νAS(PO−2 ), to investigate directly bound ions around RNA
molecules.

To gain first insight into the interplay of molecular forces, we performed measurements on
the dimethyl phosphate anion DMP− in solution. Consisting of a phosphate linking two
methyl groups (see fig. 5.1), DMP− is the simplest analog both of the phosphodiester net-
work (C-O–P–O-C) and the anionic phosphodioxy group (O=P–O−) central to the nucleic
acid backbone. The latter is known to be the major hydration site, so it will be of the most
interest in our study.

5.1 Ion-dependent Steady State Infrared Absorption Spectrum

Steady-state IR absorption spectra of DMP− in the range of νAS(PO−2 ) show the influence
of various alkali and alkaline earth metals on the vibrational frequency. For the measure-
ments, 0.2 M of DMP− and its counterion Na+ were dissolved in water. The corresponding
FTIR absorption spectrum is shown in figure 5.2 (a-d) as a solid black line. The spectrum
exhibits an absorbance maximum at 1206 cm−1 with a shoulder at about 1190 cm−1. These
features reflect the predominant gg (1206 cm−1) and gt (1190 cm−1) conformations of DMP
in solution, as explained in sec. 2.2.

69



CHAPTER 5. DMP AS A MODEL SYSTEM

Figure 5.1: Chemical structure of a DMP−-ion in gg conformation. Colors are as follows:
gold - phosphorous; red - oxygen; black - carbon; white - hydrogen.

Various amounts of alkali or alkaline earth metal chlorides were solvated together with DMP.
They fully dissociate in metal cations and Cl− anions in the water environment at the con-
centrations present. FTIR absorption spectra in the region of the asymmetric phosphate
stretch vibration νAS(PO−2 ) are shown in figure 5.2(a-d). Absorption spectra of reference
solutions containing only the respective salt concentrations, but no DMP, are subtracted
to remove the water librational background. All spectra show a broad absorption peak, as
just discussed.

With addition of ions, the peak absorption decreases for most spectra. In the case of the
divalent ions calcium (Ca2+) and magnesium (Mg2+) an additional shoulder appears at 1242
and 1250 cm−1, respectively. These changes can be followed more closely in difference ab-
sorption spectra ∆A = A−A0, figure 5.2 (e-h) (A0: absorbance of DMP− in neat water). In
the case of the monovalent sodium (Na+) the absorbance decrease is centered at 1195 cm−1,
spectra with potassium (K+) show an absorption decrease at 1190 cm−1 together with an
increase at 1220 cm−1. For the divalent ions Ca2+ and Mg2+ the absorption decrease is
strongest at 1200 and 1210 cm−1, respectively. An absorption increase can be detected at
1240cm−1 for Ca2+ and 1250 cm−1 for Mg2+.

It is possible to distinguish contributions from DMP/cation interactions using a weighted
differences methods. The method works by assuming two different contributions to the
total absorbance spectrum:

Atotal(ν) =
c1

c0
ADMP (ν) +Acomplex(ν) (5.1)

Here, ADMP gives the absorption of DMP without any addition of ions, and Acomplex the
contribution from DMP−/cation complexes. c0 is the total concentration of DMP in the
sample, c1 the unknown concentration of DMP not affected by ions. The ratio c1/c0 thus
gives the proportion of DMP not bound in ion complexes. The difference spectrum ∆A can
then be expressed as:

∆A(ν) =
c1

c0
ADMP (ν) +Acomplex(ν)−ADMP (ν)

Acomplex(ν) = ∆A(ν)−
[
−c0 − c1

c0
ADMP (ν)

]
≥ 0 (5.2)
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Figure 5.2: FTIR spectra in the region of the asymmetric phosphate stretch vibration
νAS(PO−2 ) of DMP. (a-d) Absorption spectra of 0.2 M DMP−Na+ salt with added amounts
of alkali or alkaline earth salts varying from 0.5 to 2 M. Absorption from a reference sample
containing the respective ion concentration, but no DMP, was subtracted for all spectra to
remove the librational water background. (e-h) Difference spectra for varying concentrations
of metal ions, computed by subtracting the linear spectrum of pure DMP in water (black
lines) from the respective spectra in (a-d).

By adjusting the unknown weighting factor c0 − c1 = ccomplex to the spectra at hand, with
the boundary condition that Acomplex(ν) as a physical quantity can not be negative, con-
clusions on the concentration of DMP/ion complexes can be drawn. The complexes that
contribute to such absorption spectra include both contact ion pairs (CIP) and solvent-
separated ion pairs (SSIP), as will be discussed in more detail below.

Figure 5.3 shows the decomposition into spectral components under two different assump-
tions. A lower limit (solid red lines) for the concentration of DMP-ion pairs ccomplex,min is
set by allowing a minimum Acomplex(ν) = 0 at one frequency. In the case of Na+ and K+ the
condition is met for ccomplex,min = 24 mM and 12 mM, respectively (12%/6% of all DMP
molecules, Acomplex(ν = 1180 cm−1) = 0). The corresponding linear absorption components
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Figure 5.3: Linear absorption spectra of DMP with an added 2 M of the respective ions
(black). The spectra are separated into contributions solely from ion-unaffected DMP
molecules (dashed) and molecules that interact with ions in either CIP or SSIP geome-
try (solid red and blue, see text for details). DMP/ion complex spectra are calculated
by subtracting a rescaled spectrum of DMP at 0 M added ions (see equation (5.2)). Red
lines show absorption for a lower estimate of DMP/ion complex concentration, by allowing
Acomplex(ν) = 0 at one frequency (1180 cm−1 for Na+ and K+, 1200 cm−1 for Ca2+, and
1210 cm−1 for Mg2+). Blue lines show an upper estimate by comparing linear to 2D-IR
spectra.
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are shown in fig. 5.3 as solid red lines, scaled up by a factor of 5. The spectra of DMP-ion
complexes for both Na+ and K+ show a single band centered at 1230 cm−1. The remaining
DMP molecules (176 mM for Na+, 188 mM for K+) do not significantly interact with the
ions under this assumption. Their absorption is shown in fig. 5.3 as dashed red lines.

A larger portion of DMP molecules interacts with divalent ions. The lower boundary con-
dition for DMP pairing with Ca2+ and Mg2+ is met at ccomplex,min = 39 mM and 36 mM,
respectively (Acomplex(ν) = 0 at ν =1200 cm−1 for Ca2+, 1210 cm−1 for Mg2+). The spec-
trum with added Ca2+ is displayed in figure 5.3 and consists of an absorbance maximum at
1238 cm−1 and a small contribution at 1185 cm−1. The spectral contribution of DMP/Mg2+

ion pairs consists of two bands at 1188 cm−1 and 1246 cm−1 separated by a minimum at
1210 cm−1. All in all, 2 M bulk ion concentrations, an estimated lower boundary of 12%
and 6% of DMP molecules pair with Na+ and K+, respectively. Ion pairing with divalent
cations reaches at least 20% and 18% for Ca2+ and Mg2+, respectively.

An upper boundary of 30% for Ca2+ and 37% for Mg2+ can be estimated by comparing
linear and 2D-IR spectra and will be discussed in section 5.2.

5.2 Femtosecond spectroscopy

The spectral changes are expected to be more pronounced with nonlinear spectroscopy
techniques as a result of the µ4-dependency of the nonlinear signal on the transition dipole
moment µ. PP and 2D spectroscopy, as introduced in section 3.2.4, are used here to inves-
tigate the emergent band due to DMP/ion interactions.

The DMP− molecules are dissolved in an aqueous solution, librations of the water molecules
contribute to the nonlinear signal. Figure 5.4(a) shows the pump-probe signal of pure water
to establish a reference. An initial positive absorbance change for T<200 fs is followed by a
negative absorbance change that decays with a lifetime longer than the 50 ps runtime of the
experiment. This long-lived absorbance change is due to the formation of heated ground
states of the underlying water librations [131]. This vibrational background is subtracted
in all presented kinetic traces of DMP.

Spectrally resolved pump-probe data are displayed in fig. 5.4 for all cations discussed above.
The PP spectrum of pure DMP in water shows two features: an increase in absorbance at
1180 cm−1, as a result of excited state absorption v=1→ 2 (ESA), as well as an absorbance
decrease due to ground state bleach (GSB) and stimulated emission (SE) at 1220 cm−1.
They intersect at 1200 cm−1, the steep slope suggests an overlap of v=0→1 and v=1→ 2
vibrational bands due to the small diagonal anharmonicity of νAS(PO−2 ). The pump-probe
signal mainly decays within 1 ps, the long-lived negative absorbance change reflects the sol-
vent behaviour, as shown above.

Addition of excess ions leads to changes in the spectrum that strongly depend on the ion
species. The spectrum of DMP with added Na+ is indistinguishable from that of pure DMP.
Adding Ca2+ results in a broadening of the GSB&SE feature, whereas the addition of Mg2+

leads to a side peak centered at 1255 cm−1.
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Figure 5.4: (a-d) Pump-Probe spectra of 0.2 M DMP in water with 2 M of added ions
show the absorbance change as a function of wavenumber for different pump-probe delay
times. Contributions from ESA result in a positive absorbance difference, GSB&SE con-
tribute to the observed negative absorbance changes. (e-h) Absorbance change as a function
pump-probe delay time at selected frequency positions. Signal from the librational water
background has been subtracted. Fitting the curves using a single-exponential decay (solid
lines) yields decay times on the order of 300 fs for the curves at 1175 cm−1 and 1222 cm−1,
and 500 fs at 1250 cm−1 for the divalent ions Ca2+ and Mg2+.
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Kinetic traces at characteristic frequencies, taken as a function of the delay T between
pump and probe pulses, allow to extract the vibrational lifetimes of the underlying oscil-
lations. The absorbance changes are plotted as a function of delay time in figure 5.4(g-j).
The curve taken at 1290 cm−1 shows residual background signal, which is negligible after
subtracting the water background of fig. 5.4(a). For -200 fs< T <200 fs the time overlap
of pump and probe pulse results in coherent artifacts from interaction with the sample
windows. The other kinetic traces represent ESA (1175 cm−1), GSB&SE of DMP in neat
water (1222 cm−1), and GSB&SE in the region of the newly emergent feature (1250 cm−1).
For lifetime analysis the curves were fitted with a single-exponential decay curve. Fits show
a ≈300 fs lifetime of the νAS(PO−2 ) vibration of DMP in neat water. This decay is slowed
down for the emergent feature to ≈ 500 fs upon addition of Ca2+ or Mg2+.

Mg2+ shows the strongest influence on νAS(PO−2 ). To further investigate this behaviour,
figure 5.5 shows the pump-probe signal of DMP with increasing concentrations of added
MgCl2. The spectra (left) show the emergence of the side peak at 1255 cm−1 for concen-
trations cMg2+ >0.5 M. Kinetic traces (right) also illustrate the shift of relative intensities
from the original vibration at 1222 cm−1 to the new feature at 1250 cm−1.

A more detailed insight into the properties of the ion-induced band is gained from 2D-IR
spectroscopy. In particular, the question as to whether coupling between the new and the
original mode persists, or whether the oscillators on independent molecules are probed,
needs to be answered. Additionally, 2D-IR lineshapes encode interactions with the sur-
rounding water environment. To this purpose, 2D-IR spectra were taken with the different
cations, varying the ion concentration, and varying the waiting time. These spectra are
presented in figures 5.6-5.10.

Figure 5.6 shows 2D spectra of 0.2 M DMP in water with 2 M of the respective salt. Since
NaCl and KCl both showed a similar behaviour in the linear spectra, 2D spectra were taken
only for NaCl. The 2D spectrum of DMP without addition of ions shows two dominant
features. At (ν1, ν3)=(1206,1215) cm−1 yellow-red contours show a peak due to GSB and
SE on the v=0→1 transition of the νAS(PO−2 ) vibrational mode. Red-shifted along the de-
tection frequency ν3, due to the vibrational anharmonicity, is the spectral peak from ESA
on the v=1→2 transition, centered around (ν1, ν3)=(1206,1175) cm−1. Both features are
elongated along the diagonal, pointing to inhomogeneous broadening.

This spectrum is preserved upon addition of NaCl, although a slight blue shift can be ob-
served, similar to the FTIR spectrum. The GSB&SE peak is shifted to (1208,1217) cm−1,
more clearly seen in a diagonal cut through the maximum of the bleaching feature (Figure
5.7, indicated by the dashed line in figure 5.6). With addition of divalent metal ions, the
blue-shifted component emerges also in the 2D spectra. This is reflected in a strong shift of
the GSB&SE maximum to (1224,1234) cm−1 in the Ca2+ case. For Mg2+, the maximum is at
(1205,1215) cm−1, similar to the case without additional ions, but a new shoulder emerges,
centered around (1237,1253) cm−1. The new frequency component shifts more for Mg2+, as
in the FTIR spectra of figure 5.2, but the signal amplitude is larger for Ca2+. Diagonal cuts
through the GSB&SE maximum shown in figure 5.7 reflect this behaviour clearly.

The diagonal cuts also allow to estimate an upper boundary for the concentration of
DMP/ion pairs, by comparing the spectral position of the emerging band in FTIR and
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Figure 5.5: (a-d) Pump-Probe spectra of 0.2 M DMP with added excess Mg2+ show the
absorbance change as a function of wavenumber for different pump-probe delay times. Con-
tributions from ESA result in a positive absorbance difference, GSB&SE contribute to the
observed negative absorbance changes. (e-h) Absorbance change as a function pump-probe
delay time at selected frequency positions. Signal from the librational water background
has been subtracted. Fitting the curves using a single-exponential decay (solid lines) yields
decay times on the order of 300 fs for the curves at 1175 and 1222 cm−1 and 500 fs at
1250 cm−1.
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Figure 5.6: Absorptive 2D-IR spectra taken for 0.2 M DMP−Na+ in H2O without excess
salt (a), as well as with 2 M of NaCl (b), 2 M of CaCl2 (c), and 2 M of MgCl2 (d). Spectra
were taken at waiting times of T=300 fs (left) and T=500 fs (right). As described in section
3.2.4 yellow-red contours show ground-state bleach and stimulated emission signals, whereas
the blue contours depict the signal from excited state absorption, shifted to lower frequencies
due to the diagonal anharmonicity of the vibrational oscillator. Neighboring contour lines
are separated by 7.5% of the total signal.
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Figure 5.7: Cuts taken through the 2D spectra of fig 5.6 (black: T =300 fs, red:
T=500 fs), normalized to the maximum of the respective 2D-IR spectrum. (a-d) Diago-
nal cuts, taken through the GSB maximum at (1241,1250) cm−1. (e-h) Antidiagonal cuts
taken through (1206,1206) cm−1. (i-l) Antidiagonal cuts taken through the respective fre-
quency of the newly emergent feature: (1230,1230) cm−1 (Na+), (1235,1235) cm−1 (Ca2+),
and (1250,1250) cm−1 (Mg2+). Cuts through the 2D spectrum of pure DMP (a,e,i) are
shown in all other graphs as dashed lines for reference.

2D-IR spectra. The signal amplitudes of linear spectra are proportional to µ2, those of
2D-IR spectra to µ4, the spectral position, however, should not be affected by the spectro-
scopic method. The maximum of the diagonal cuts through the 2D signal is registered at
1235-1240 cm−1 for Ca2+ and 1245 cm−1 for Mg2+. This is in agreement with the absorption
maxima of Acomplex,min at 1238 cm−1 for Ca2+ and 1246 cm−1 for Mg2+ (see fig. 5.3, solid
lines). When increasing the concentration ccomplex in eq. (5.2) above ccomplex,min, the spec-
tral position of Acomplex shifts towards lower frequencies. We found that for Ca2+ Acomplex
is centered at 1233 cm−1 for ccomplex > 60 mM (0.3c0, i.e. 30% of all DMP molecules),
and for Mg2+ at 1244 cm−1 for ccomplex > 74 mM (0.37c0). These concentrations therefore
mark an upper boundary for the concentration of DMP/ion complexes, the uncertainty is
on the order of 25%. An upper estimate of DMP/Na+ complexes is not possible, due to the
comparably small frequency shift.
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Figure 5.8: Horizontal cuts through the spectra of fig. 5.6. Cuts were taken at
ν3=1206 cm−1 and the respective frequency of the newly emergent feature ν3=1230, 1235,
and 1250 cm−1 for Na+, Ca2+, and Mg2+, respectively. Horizontal cuts would disclose off-
diagonal peaks, should they be present in the 2D-IR spectra.

Important to note in the 2D-IR spectra of fig. 5.6 is the absence of off-diagonal peaks in
the region of νAS(PO−2 ) (cf. the off-diagonal elements in the schematic 2D-IR spectrum of
fig. 3.8). A reliable indicator of this are cuts through the 2D spectrum along the detection
frequency axis, shown in fig. 5.8. Fig. 5.8(a) shows these horizontal cuts for the various
ions at ν1 = 1206 cm−1, the maximum of the signal for pure DMP. They reflect the pos-
itive GSB&SE signal at 1218 cm−1 and the negative ESA signal at 1180 cm−1. Coupling
between the original νAS(PO−2 ) mode at 1206 cm−1 and the new band would result in an
additional peak at the frequency of the DMP/ion complex (1235 cm−1 and 1245 cm−1 for
Ca2+ and Mg2+, respectively). This is clearly not the case for Mg2+, while Ca2+ shows some
broadening in this frequency region.

Similarly, coupling would result in off-diagonal peaks at ν3 ≈ 1200 cm−1 in horizontal cuts
through the maximum of the emerging mode. Such cuts are displayed in fig. 5.8(b) for the
different ions. The cuts for the addition of Mg2+ and Ca2+ both show a broad, but weak
minimum in the frequency region around 1200 cm−1. This can be attributed to the ESA
signal of the original νAS(PO−2 ) mode that extends to these high frequencies. It is no sign
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of coupling between the original νAS(PO−2 ) mode and the new mode due to ion interactions.

To investigate the behaviour of 2D spectra of νAS(PO−2 ) with increasing ion concentra-
tion, figure 5.9(a-d) shows 2D-IR spectra of DMP with added Mg2+ concentrations ranging
from 0.5 to 2 M. All spectra are taken at a waiting time T = 300 fs and show diagonally
elongated spectra for all Mg2+ concentrations. With the addition of 0.5 M MgCl2 the peak
structure of pure DMP undergoes a spectral broadening, the signal maximum shifts to
(1209,1221) cm−1. Upon further increase of Mg2+ ion concentration a shoulder develops
around (1237,1253) cm−1.

Cuts taken diagonally through the signal maximum at (1206,1215) cm−1 show the evolution
of the diagonal linewidths and are presented in fig. 5.9(e). The initial spectral broadening
at 0.5 M Mg2+ concentration gives way to a side shoulder for higher Mg2+ concentrations.
The original DMP peak shape is conserved for 1 and 2 M of Mg2+ ions, its amplitude
decreases by about 25%. Antidiagonal cuts (fig. 5.9(f,g)) through (1205,1205) cm−1 and
(1250,1250) cm−1 depict antidiagonal linewidths for DMP and DMP/ion complexes, respec-
tively. The lineshape of the original νAS(PO−2 ) mode at 1205 cm−1 is shown to be inde-
pendent of Mg2+ concentration. The signal strength of the cut through (1250,1250) cm−1

increases from a negligible contribution at cMg2+ = 0 M to ≈1/2 of the original peak at
cMg2+ = 2 M. By rough estimate, the antidiagonal linewidth of the emergent feature is
smaller by a factor of 2, illustrated by the rescaled frequency axis.

Figure 5.10(a-c) shows 2D spectra of DMP with 2 M added MgCl2 for different waiting
times T . While the general shape of 2D features is conserved up to T = 750 fs, the signal
amplitudes shift with increasing waiting time. Cuts along the diagonal axis show that the
signal decrease of the emergent band is far less pronounced than for the initial DMP species.
The spectra at longer waiting time show a significantly stronger signal at 1250 cm−1 relative
to the νAS(PO−2 ) mode of pure DMP. This is in good agreement with the longer lifetime
measured for the emergent spectral feature in pump-probe experiments.

The qualitative analyses of the experimental 2D-IR spectra can be corroborated by a quan-
titative 2D spectral analysis based on Kubo lineshape theory, as described in section 3.2.4.
The 2D-IR spectra are simulated by explicitly calculating the third-order response func-
tion. The frequency fluctuation correlation function (FFCF) of a given vibrational mode νi
that gives rise to the lineshape function gi(t) is modeled using a double-exponential Kubo
ansatz of the form 1

4π2 〈δω(τ ′′)δω(0)〉 = ∆ν2
1ie
−t/τ1 + ∆ν2

2ie
−t/τ2(cf. eq. (3.13)). The two

exponentials represent fluctuations in the environment of the νAS(PO−2 ) mode with the
fluctuation amplitude ∆ν that act on on two different timescales. Here, we use correlation
times τ1=300 fs and τ2 = 50 ps, in accordance with previous simulations on DNA samples,
to mimic fast librations of surrounding water molecules and slower chemical rearrange-
ments [37]. Simulations have aimed at replicating the 2D spectra of pure DMP and DMP
with 2 M of added MgCl2 at a waiting time T=500 fs, since these spectra offer the clearest
separation of original and emerging band. The simulated spectra are shown in fig. 5.11,
the corresponding parameter set is given in table 5.1.

The pure DMP spectrum is made up of two spectral components, reflecting the two con-
formers: gt-DMP at 1195 cm−1, gg-DMP at 1215 cm−1. The vibrational lifetimes of both
components are set to 300 fs in accordance with the PP measurements of fig. 5.5. Fast fluc-
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Figure 5.9: Dependence of DMP and DMP/ion species on added ion concentra-
tion. (a-d) 2D spectra of 0.2 M DMP in H2O taken for different concentrations of
added MgCl2 at a waiting time of T=300 fs. (e) Diagonal cuts through the 2D spectra
through (ν1, ν3)=(1206,1215) cm−1. With increasing concentration the emergent feature at
1275 cm−1 can be clearly distinguished. (f) Cuts through the 2D spectra taken along the an-
tidiagonal through (ν1, ν3)=(1205,1205) cm−1 and (g) through (ν1, ν3)=(1250,1250) cm−1.
The antidiagonal linewidth of the emergent feature is smaller by a factor of ≈2.
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Figure 5.10: Dependence of pure DMP and DMP/ion species on waiting time. (a-c) 2D
spectra of 0.2 M DMP and 2 M MgCl2 in H2O for T=300, 500, and 750 fs, respectively.
(d) Cuts through the 2D spectra taken parallel to the frequency diagonal passing through
(ν1, ν3)=(1206,1215) cm−1.

Figure 5.11: 2D spectra simulated using the Kubo formalism detailed in section 3.2.4.
Simulated spectra show DMP in H2O (a) and DMP in H2O with added 2 M of MgCl2 (b)
at a waiting time of T=500 fs.
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relative frequency anharmonicity decay fluctuation amplitudes
mode νi scaling v=0→1 ∆ time T1i ∆ν1i ∆ν2i

cm−1 cm−1 fs cm−1 cm−1

ν1 90/83 1195 26/26 300 17/15 9.5/8.0
ν2 100/100 1215 21/25 300 13.8/13.8 10.7/11.7
ν3 0/49 1248.5 -/25 500 -/10.6 -/10.0

Table 5.1: Parameter set as used in the numerical simulation of the 2D-IR spectra of DMP
with added 0/2 M MgCl2 shown in figure 5.11 at a waiting time T = 500 fs.

Figure 5.12: (a) Difference 2D spectrum displaying the newly emergent frequency band
upon addition of ions. The spectrum was calculated by subtracting normalized 2D-IR
spectra of DMP with and without 2 M Mg2+. (b) Simulated 2D-IR spectrum of only the
emergent component (row ν3 of table 5.1).

tuations show higher amplitudes than slower fluctuations for both gg and gt conformers.
The recovered fluctuation amplitudes allow to put the parameters into the context of the two
limiting cases of Kubo lineshape analysis, discussed in section 3.2.3. In the homogeneous
limit, where the lineshape is Lorentzian, ∆ω · τc � 1, where ∆ω[fs−1] = 2πc ·∆ν[cm−1]. In
the inhomogeneous limit, ∆ω · τc � 1 needs to be satisfied, the lineshape then is Gaussian.
The fast fluctuations that act on νAS(PO−2 ) occur at timescales τc1 = 300 fs and show ampli-
tudes ∆ν1 ≈ 14 cm−1, yielding ∆ω1 · τc1 = 0.8. The fast fluctuations thus contribute to the
homogeneous broadening of the 2D-IR spectrum, but are not significantly in the limiting
region. The timescale of the slow component in the simulation is τc2=50 ps. Together with
the fluctuation amplitudes ∆ν2 ≈10 cm−1, the product ∆ω2 · τc2 ≈ 100, well within the
inhomogeneous limit. These fluctuations then are responsible for the strong inhomogeneous
broadening that we observe along the diagonal.

The emergence of the new band is simulated by an additional vibrational mode centered
at 1248.5 cm−1 and scaled at 49% of the original gg vibrational mode. The lifetime was
set to 500 fs (cf. PP results). Fluctuation amplitudes are 10 cm−1 for both fast and slow
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Figure 5.13: Simulated vibrational frequency as a function of P–ion distance for
Mg2+, Na+, and Ca2+. (a-c) Weighted difference spectra for DMP/Mg2+, DMP/Na+, and
DMP/Ca2+ complexes at 2 M ion concentrations, depicting contributions of DMP/ion com-
plexes to the vibrational spectrum, as shown in fig. 5.3. (d) Radial distribution function
of the phosphate-water oxygen distance showing the distribution of solvation shells around
the phosphate group. (from [38]) (e-g) Vibrational frequency of the asymmetric phosphate
stretch vibration as a function of P–ion distance for Mg2+, Na+, and Ca2+, respectively. Fre-
quencies were calculated using DFT for clusters of one DMP molecule, 19 water molecules,
and one respective cation.

component. Figure 5.12 isolates the emerging mode by comparing a differential 2D spectrum
to a simulated 2D spectrum consisting purely of the new mode ν3. The differential 2D-IR
spectrum was computed by subtracting the normalized 2D spectrum of pure DMP from the
normalized spectrum of DMP/2 M Mg2+. The spectra are in good agreement.
0

5.3 Theory and Discussion

The experimental results were complemented by theoretical simulations of DMP/ion clus-
ters in a water environment. Figure 5.13 links DFT calculations to experimentally measured
spectral changes. The points in fig. 5.13(e-g) show the computed frequency of νAS(PO−2 )
as a function of ion-phosphorous distance D. For comparison, fig. 5.13(d) marks the hydra-
tion layers around fully hydrated DMP according to the minima in the radial distribution
function of P–water oxygen distances [38]. Ions are initially placed at D> 10Å under fully
solvated conditions (NH2O=19), the equilibrium frequency is 1212 cm−1. Approaching the
DMP molecule leads to an initial red-shift in vibrational frequency for all ions, down to
1190 cm−1 for Na+, 1185 cm−1 for Ca2+, and 1180 cm−1 for Mg2+. The clusters show dis-
tinct differences, at what distance this minimal frequency is reached. DMP/Na+ reaches the
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Figure 5.14: Normalized interaction energy of a DMP−(H2O)19Mg2+ cluster as a func-
tion of Mg-P distance. ALMO-EDA allows to separate the total energy into contributions
from electrostatic and exchange repulsion interactions (black), polarization terms (red) and
charge transfer (blue). Normalization is performed with respect to the total interaction
energy at 10.09Å.

minimum at ≈3 Å, whereas the divalent ions have their turning point at significantly larger
distances. Ca2+ shows strong fluctuations, but starts shifting to the blue again within the
2nd solvation shell, Mg2+ reaches its minimum at ≈7 Å. When the ions surpass this critical
distance, νAS(PO−2 ) strongly shifts towards higher frequencies. Breaking into the first hy-
dration shell of the phosphate group in particular changes the frequency significantly. The
final data point records 1220 cm−1 at a distance of 2.5 Å for Na+, but up to 1240 cm−1 for
Ca2+ (D≈3 Å) and 1260 cm−1 for Mg2+. These frequencies agree well with the frequency
contributions emergent in the infrared absorption spectra, shown here in (a-c) (from fig.
5.2).

To investigate the microscopic origin of the frequency blue shifts, we look at the contribu-
tions to the intermolecular interaction energy using ALMO-EDA (fig. 5.14, for DMP/Mg2+).
The contribution of polarization and charge transfer terms decreases with decreasing Mg2+

phosphate distance. In turn, electrostatic and exchange repulsion terms, that are predom-
inant to begin with, increase from ≈50% to > 60%. This change influences the molecular
binding potential (fig. 5.15). At fully solvated geometries, here D= 9.0889Å, the total inter-
molecular interaction terms are symmetrical about the oscillator’s equilibrium position. For
small distances, the contributions are highly asymmetric, resulting in a deformed bonding
potential. For positive displacements from the potential minimum, the dominant term is
electrostatic and exchange repulsion. For negative displacements, polarization effects and
charge transfer dominate, but to a reduced amount compared to electrostatics and exchange
repulsion at positive elongations.

Theoretical simulations were also used to gain a geometrical insight into DMP-ion interac-
tions. Minimal hydration geometries were constructed to this purpose for DFT calculations.
Only enough water molecules were added to fill both the first hydration shell of DMP and of
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Figure 5.15: Molecular binding potential along the νAS(PO−2 ) normal coordinate Q for
a DMP−(H2O)19Mg2+ cluster. Potentials were analyzed using ALMO-EDA at D=9.0889Å
(a, solvent-separated geometry) and at D=3.0889Å (b, contact ion pair geometry). Contri-
bution to the total intermolecular interactions (blue) come from electrostatic and exchange
repulsion (black), polarization (red), and charge transfer (green). The potential was ob-
tained by self-consistent field simulation (purple) and accounts for the geometric displace-
ment of the cluster.

the respective ion (N=11 for Na+ and Mg2+, N=13 for Ca2+). This minimal arrangement is
expected to lead to CIP geometries typical for the respective ion. The corresponding geome-
tries after constrained optimization are shown in fig. 5.16, together with the phosphate-ion
distance and the angle α = ] P-O1...Ion. The Na+ ion forms part of the regular hydration
tetrahedron around the phosphate oxygen (α = 127.3°), where it replaces one of the water
molecules. The divalent ions arrange more in a linear extension of the P-O1 bond. In the
case of Mg2+ the angle is 173.9°, the Ca2+ ion is situated between the two distinct cases with
an angle α = 152.2°. Both Ca2+ and Mg2+ disturb the tetrahedral hydration gemometry
around the O1 oxygen significantly, a good reference gives the intact tetrahedron around the
O2 oxygen. The solvation shell of the ions, however, is less perturbed. Mg2+ keeps its char-
acteristic octahedral hydration geometry, replacing one of the water molecules by the O1
oxygen of the phosphate group. Mg2+ also reports the smallest distance to the phosphorous.

A broader understanding is achieved by MD simulations of the DMP-ion system. Two-
dimensional potentials of mean force (PMF) from these simulations are shown in fig. 5.17.
They display the relative free energy along the P...ion distance and the angle α = ]P-
O1...Ion. This illustrates the configuration space that the ion explores within the 1.59 µs of
simulation time. The Na+ ion evidently shows the strongest fluctuations, the free energy
is lowest at a P–Na+ distance ≈5 Å, with a broadly angled local minimum at ≈3.5 Å and
a highly localized minimum at 3.8 Å, α = 80°. Ca2+ shows the free energy minimum at
3.8 Å, larger distances are also probed but separated by a potential barrier on the order
of 2000 cm−1. The Mg2+ only probes short distances within the simulation time. Depict-
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Figure 5.16: Minimum hydration geometries of DMP−/Na+ (a, NH2O=11), DMP−/Ca2+

(b, NH2O=13), and DMP−/Mg2+ (c, NH2O=11), respectively. Minimum hydration geome-
tries show a prototypical contact pairing geometry, distance and angle are shown.

ing the minimal energy at each respective angle for distances D < 4Å shows the angular
dependency of the minimal free energy. The singular data points represent the minimal
hydration geometries from the DFT calculations in figure 5.16.

The results provided in this chapter demonstrate the sensitivity of νAS(PO−2 ) to detect the
formation of phosphate-ion contact pairs. DMP samples exhibit changes of the vibrational
spectrum, no matter which of the four biologically relevant cations is added. The extent
of these changes differs, in hand with the distinctly different, ion-dependent geometries of
CIPs.

IR spectra of pure DMP in water reflect the different conformations the molecule can adapt.
The elongation of 2D-IR lineshapes along the diagonal indicates an inhomogeneous distri-
bution of frequencies due to the structural heterogeneity of DMP molecules in solution.
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Figure 5.17: (a-c) 2D potential of mean force of DMP and, respectively, the three major
cations along P-ion distance and the angular coordinate α = ] P-O1...Ion. The PMF was
obtained from MD simulations, white areas show unsampled configurations. (d) Angular
dependence of the free energy, derived by locating the energy minimum for each α at
distances D < 4Å. The singular data points indicate the angle of the minimal hydration
geometries displayed in fig. 5.16.

Molecules are arranged either in gg or gt conformation with a surrounding fluctuating hy-
dration shell.

The emergence of a vibrational band, blue-shifted from the original νAS(PO−2 ) has been
traced by FTIR and 2D-IR spectroscopy, its dependency on ion concentration suggests an
underlying interaction of the DMP molecule with the ion. The previously established sen-
sitivity of (PO−2 ) vibrations on hydration (see sec. 2.2) points to an interaction within
the first two to three hydration layers of the phosphate group. DFT calculations directly
link the vibrational blue-shift to ions situated within the first hydration shell, forming a
direct contact ion pair with the DMP molecule. The absence of off-diagonal elements in
all measured 2D-IR spectra points to independent oscillators that do not interact on the
750 fs timescale of the experiment. Short-lived effects like energy exchange would be visible
already on the timescales we work with. Chemical exchange, i.e. the breaking and rebond-
ing of solvation geometries, particularly ion pairs, that would also induce such off-diagonal
elements [132].

Mg2+ ions induce the strongest blue-shift (50 cm−1), a substantial shift is also observed for
Ca2+ (35 cm−1). Monovalent ions cause a significantly weaker spectral shift, suggesting an
underlying mechanism that highly depends on ion charge. DFT calculations show a domi-
nant contribution of electrostatic and exchange repulsion interactions to the intermolecular
interaction energies. The reduced distance between DMP− and a cation in the second and
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third shell leads to an increase in electrostatic interactions. Water molecules re-orient them-
selves along the strong electric field and increase the field strength. The simulations predict
a red-shift that will be discussed momentarily. Upon breaching the first hydration layer,
closing the distance between ion and DMP molecules further leads to exchange repulsion
interactions on the basis of the Pauli exclusion principle. Fig. 5.15 shows the impact of
this repulsion on the bonding potential: the induced asymmetry leads to the observed blue-
shifted transition frequencies.

The ion-dependent behaviour can be understood by looking more closely at the geometries
of the different CIPs. The minimal hydration CIP geometries in fig. 5.16 show that in
the case of Mg2+ the phosphate oxygen O1 replaces one of the water molecules originally
surrounding the Mg2+ ion. The rigid hydration structure around Mg2+ has been empha-
sized in section 2.1.2, the Mg2+–P distance of 3.47 Å is smaller than the typical P..OW

distance in the first solvation shell evident in the radial distribution function of figure 5.13
(d(P-OW ) ≈3.8 Å). Interactions are therefore within the regime of exchange repulsion inter-
actions (Mg..O1 distance ≈ 2.02 Å). The Mg2+ ion aligns almost linearly with respect to the
P..O1 axis, the high rigidity of the system is reflected in the potential of mean force. Within
the MD simulation time, the Mg2+ ion does not explore the configuration space outside of
the CIP geometry, in line with the >µs residence time of first shell water molecules (cf.
table 2.1). A second influence of the specific CIP geometry is found when analyzing the
2D-IR spectra. The smaller antidiagonal linewidth of the new mode is a sign of reduced
fluctuations of water molecules surrounding these DMP/Mg2+ CIPs. The lineshape of the
original band at 1220 cm−1 is conserved, underlining that the original vibrational mode is
unaffected by the excess ions.

Ca2+ and Na+ show a higher degree of structural fluctuation around the PO−2 moiety. The
Ca2+ ion deviates from the almost linear geometry of the Mg2+, the Na+ ion even embeds
itself fully into the tetrahedral hydration geometry of the phosphate. Both ions are fur-
ther away from the PO−2 in the minimal geometry than Mg2+, likely due to the less strict
hydration structure surrounding both ions. The repulsive part of the interaction potential
is probed to a lesser degree by the Ca2+ ion, so the blue-shift is smaller. For Na+ (and
similarly K+) the singular charge prevents as strong an electric field between the ion and
the phosphate group. Frequency shifts in both directions are therefore significantly smaller,
in fact only the blue-shift is distinct enough to be detected in IR spectroscopy.

The divalent ions Mg2+ and Ca2+ also perturb the relaxation mechanism of νAS(PO−2 ),
leading to the observed longer lifetime of 500 fs for the new vibrational mode. Relaxation
occurs via energy dissipation to lower energy modes of the phosphate group, such as bend-
ing vibrations. The shift of the vibrational frequency likely detunes the efficient resonance
conditions that are responsible for the fast relaxation (300 fs) of pure DMP species.

In addition to the purely qualitative observation that the blue-shift occurs, the amplitude of
the CIP band allows to draw quantitative conclusions on the population of CIPs. DMP-ion
interactions are statistically distributed in first-, second-, and third-order hydration shell
geometries. Pure DMP samples contain 0.2 M DMP− and 0.2 M Na+. A full hydration of the
first shell requires 2.2 M H2O, which is amply provided for by the ≈ 55 M concentration of
H2O molecules in pure water. The addition of cations requires 6 additional water molecules
to solvate each ion’s first hydration shell (8 for Ca2+), as well as 6 water molecules for each
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Cl− anion. With up to 2 M salt concentrations used in the experiments, this adds up to
24 M of water molecules for the monovalent salts, 36 M for MgCl2, and 40 M for CaCl2. At
these concentrations second hydration shells are bound to overlap and ions occupy positions
at all levels of hydration, mimicking the distinction of CIPs and SSIPs observed in RNA
hydration (see sec. 2.1.3).

A lower estimate for CIP concentration can be derived from the boundary condition that
the absorbance purely due to DMP/ion complexes, as derived in eq. (5.2), must be greater
than zero. The relative concentration of DMP/ion pairs is then 12% for Na+, 6% for K+,
20% for Ca2+, and 18% for Mg2+. An upper boundary can not be estimated by FTIR alone.
Rather, we compare the frequency position of the CIP band from diagonal cuts through
2D-IR spectra with the increasingly red-shifted frequency maximum in absorption spectra
of DMP/ion complexes Acomplex(ν) upon tuning ccomplex (cf. fig. 5.3). This yields an upper
concentration estimate of 30% for Ca2+ and 37% for Mg2+. The blue-shifted contribution
to the spectrum of DMP/Na+ is too small to isolate its frequency position, so no upper
estimate can be given in that regard.

The relative scaling parameter used in 2D Kubo analysis (cf. table 5.1) also gives concentra-
tion proportions under the assumption that the transition dipole moment µ is the same for
all vibrational bands. From the spectrum of DMP in neat water the scaling factors indicate
that 47% of DMP molecules are in gt, 53% in gg conformation. From the simulation with
Mg2+, 21% of all phosphate contributions come from the blue-shifted CIP mode, well within
the estimated range.

The DFT calculations from fig. 5.13 predict not only a blue-shift of νAS(PO−2 ) once the
counterion breaches the first hydration shell, but also a red-shift for the divalent ions Mg2+

and Ca2+ in the second and third hydration shell. This corresponds to a scenario where
the strong electric field between PO−2 and the ion polarizes the separating water molecules,
increasing the field strength and consequently the field-dependent Stark shift of νAS(PO−2 )
to lower frequencies. In FTIR spectra this can be observed for DMP/Mg2+ complexes and
to a lesser extent DMP/Ca2+ complexes. The amplitude of this SSIP band is smaller than
the CIP band, even though a larger proportion of SSIP geometries is expected from the
statistical considerations stated above. This lack of absorbance points to either a higher
population of CIP states than expected, or to a reduced transition dipole moment for SSIPs.
A reduced µ also explains the absence of red-shifted elements in the 2D-IR spectra, where
the µ4-dependency intrinsically filters out smaller contributions, like the librational water
background. It is therefore the more likely scenario.

In conclusion, the data collected in this chapter show that the asymmetric phosphate stretch
vibration is a reliable sensor for the formation of contact ion pairs via a blue-shift in vibra-
tional frequency. The particularly rigid hydration shell of Mg2+ is responsible for a partic-
ularly strong response, which may be the origin of the special role Mg2+ ions play in biology.

90



6
RNA Melting

The previous chapter established the sensitivity of νAS(PO−2 ) to the direct ion environment.
The aim of this thesis is to apply this technique to biologically relevant RNA molecules.
The infrared spectrum of RNA molecules in the range of νAS(PO−2 ), however, reflects a
complex solvation environment around the RNA that is not well understood, as explained
in chapter 2. Since the phosphate vibration is so sensitive not only to ions in residence,
but also to the water environment, any understanding of the ion problem requires a better
understanding of the solvation structure in general.

The aim of this chapter is thus to discern hydration geometries present around solvated
RNA and the extent to which they contribute to the IR spectrum. RNA disordering upon
melting at high temperatures is used perturb the solvation structures prevailing at room
temperature. Together with theoretical simulations this allows to track changes in the in-
frared spectrum and ultimately assign hydration geometries to spectral features.

In section 4.2.2 the structural changes accompanying dsRNA melting were discussed. Rais-
ing the temperature above the characteristic melting point Tm ≈ 328 K results in a sepa-
ration of strands that significantly increases UV absorbance at 260 nm and transforms the
spectral shape of circular dichroism spectra. As shown earlier, the phosphate vibration
νAS(PO−2 ) can sensitively report changes in its environment. In this chapter, the extent
to which the structural changes upon heating influence the phosphate environment will be
examined. This will allow to more accurately describe the different contributions to the
νAS(PO−2 ) band and, with the help of theory, to assign the different vibrational modes to
specific hydration geometries present around the RNA backbone.

6.1 Phosphate Behaviour upon Heating

As a reference measurement, the model system DMP was dissolved in water and heated.
This shows the influence of temperature on the phosphate mode itself. As shown in figure
6.1 heating of DMP results in an absorbance loss around 1190 cm−1 and a concomitant gain
at 1222 cm−1. The relative amplitude of these changes is on the order of 10%. The steep
gradient between minimum and maximum suggests a spectral overlap, that distorts the ac-
tual frequency positions. Two Gaussian functions were fitted to the difference spectrum to
account for this, they yield frequency positions for the absorbance decrease at 1195±2 cm−1

and the absorbance increase at 1213±12 cm−1, for a frequency difference of 18 cm−1. The
error is relatively high due to the strong overlap region.
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CHAPTER 6. RNA MELTING

Figure 6.1: (a) FTIR spectra of 0.2 M Na+DMP− in water for temperatures ranging
from 303 K to 333 K. (b) Differential FTIR spectra, where the absorbance at T=303 K is
subtracted from all spectra in (a). Inset: Two Gaussian functions centered at 1195 and
1213 cm−1, respectively, fit the difference spectrum to disclose the approximate shape of
the individual contributions.

Two possible explanations present itself for the observed frequency shift. For one, this
could be an indication for a population transfer from gt to gg conformers. Recent ab-initio
calculations report vibrational frequencies of 1185 and 1215 cm−1 for gt and gg conformers,
respectively [38].

A second possible explanation lies in the spatial rearrangement of the surrounding water
molecules upon heating. From MD simulations Liu et al. have reported moderate spatial
rearrangement of hydration waters from the first to the second solvation shell upon tem-
perature increase [133]. This results in a redistribution of electric field amplitudes with
electric field differences about 25 MV/cm. The amplitude change of ≈10% predicted in
ref. [133] agrees well with the data presented here. Reported Stark shift parameters for
the asymmetric phosphate stretch vibration range between 0.5 and 1.35 cm−1/(MV/cm)
[38,104]. The frequency difference of 18 cm−1 would correspond to a Stark shift parameter
of 0.72 cm−1/(MV/cm), well within the range of parameters reported so far.

In all, the precise origin of the frequency shift is unclear, and will not be further discussed
in this work. While a frequency shift due to rearranging water molecules would lead to a
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similar signal change, an increase in gg conformer concentration at higher temperatures can
not be fully excluded. Further thermodynamical calculations, that are beyond the scope of
this work, would be necessary for further evidence. It is important however, to keep the
frequency upshift in mind, when discussing spectral changes upon heating of RNA systems.

6.2 Vibrations of the RNA backbone

Figure 6.2: Vibrational spectra of dsAU-RNA in H2O in the range of the phosphate stretch
vibrations display the multitude of vibrational backbone modes. (a) FTIR absorption spec-
trum together with assignments of absorption maxima to phosphate stretch vibrations and
C–O stretch vibrations. (b) 2D-IR spectrum showing the rich coupling pattern of the vi-
brational backbone modes at a waiting time T=250 fs.
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We have talked about the backbone vibrations of RNA as carriers of energy transport within
the RNA molecule, but also heavily involved in dissipation of energy from the RNA molecule
to the solvent. Fig. 6.2 gives an idea of the various interactions taking place within the
RNA backbone by displaying the steady-state IR absorption spectrum (a) and the 2D-IR
spectrum (b) of dsRNA in water [14]. In the displayed range from 1030-1280 cm−1 we ob-
serve the dominant symmetric and asymmetric phosphate stretch vibrations νS(PO−2 ) and
νAS(PO−2 ) at 1090 cm−1 and 1220-1250 cm−1, respectively. Other backbone modes in this
frequency region are C–O stretch vibrations either from the C2′-OH bond (1120 cm−1) or
from linker C-O groups that link phosphate groups and ribose rings (1060 cm−1).

2D-IR spectroscopy allows to disentangle the convoluted linear spectrum. This resolves cer-
tain side shoulders as distinct vibrational modes, e.g. the peak at (ν1, ν3) = (1100, 1105) cm−1,
that was assigned to a second C-O linker mode. The 2D-IR spectrum most prominently
shows the rich coupling pattern, particularly involving the phosphate group vibrations. Cou-
pling between νS(PO−2 ) and νAS(PO−2 ) results in cross-peaks at (ν1, ν3) = (1240, 1100) cm−1

and (1080,1250) cm−1. The ν(C2′ − OH) vibration is also involved in coupling to both
phosphate modes. Particularly interesting in the context if this thesis is the double-peak
structure of νAS(PO−2 ) at 1220/1250 cm−1, that shows no intermode coupling between the
two peaks. The peaks come from distinctly different phosphate sites in the RNA backbone,
ref. [14] attributes the spectral separation to different local hydration geometries.

6.3 RNA behaviour upon heating

In light of these results we look at the behaviour of the νAS(PO−2 ) vibration of dsRNA in
water upon heating. FTIR spectra taken for different sample temperatures TS are shown
in figure 6.3. Heating the RNA sample leads to a substantial reshaping of the absorbance
spectrum. At room temperature the spectrum displays three distinct peaks, centered at
1220, 1245, and 1278 cm−1. These develop into a broad feature for temperatures TS exceed-
ing 338 K. This broad absorption band is centered around 1230 cm−1, with a steep descent
on the red flank and a longdrawn blue flank.

Difference spectra allow to assess the changes in more detail. In figure 6.3(b) difference spec-
tra are computed by subtracting the FTIR spectrum at TS=303 K from spectra at higher
temperatures. The strongest decrease in absorbance is measured at 1250 cm−1, with a sec-
ond, significantly weaker decrease around 1282 cm−1. These are accompanied by a broad
absorbance increase around 1210 cm−1 and 1230 cm−1, interrupted by a local minimum at
1220 cm−1. Absorbance also increases slightly around 1265 cm−1.

Insight in the ultrashort dynamics is gained from pump-probe spectra shown in fig. 6.4.
The spectrum at TS =303 K shows a strong positive absorbance change at 1210 cm−1 and
a negative absorbance change at 1255 cm−1 separated by a convoluted central region (fig.
6.4(a)). The strong features are due to ESA of the 1220 cm−1 sidepeak and GSB&SE of the
main peak at 1245 cm−1 (cf. FTIR spectra in fig. 6.3). The close spectral proximity of both
these bands leads to an overlap of the GSB component of the 1220 cm−1 band and the ESA
component of the 1245 cm−1 band, which makes the overlap region from 1210-1240 cm−1

difficult to interpret. Raising the sample temperature above the transition temperature Tm
simplifies the appearance of the PP spectrum (fig. 6.4(b)). At TS = 348 K the spectrum
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Figure 6.3: (a) Temperature-dependent FTIR spectra of 2.3 mM dsAU-RNA in water.
With increasing temperature a shift in maximum absorption together with a general broad-
ening is observed. (b) Absorbance difference spectra calculated by subtracting the ab-
sorbance at 303 K from the spectra in figure (a). Spectra show a strong decrease (≈ 20%)
at 1240 cm−1 together with a jagged increase in the range of 1170-1230 cm−1.

consists of a positive absorbance change at 1200 cm−1 and a negative change at 1245 cm−1.

Kinetic traces track the temperature dependence of the νAS(PO−2 ) vibrational lifetime.
They are shown in fig. 6.4 (c) and (d) together with single-exponential fits. To avoid the
overlap region, the traces were averaged over a 10 cm−1 region (1245-1255 cm−1 and 1195-
1205 cm−1, respectively), the single-exponential decay function is fitted for delay times
T ≥ 300 fs to avoid coherent artifacts from the sample windows (here: CaF2). The fitted
decay times were 370 and 350 fs for the ESA signal at 303 and 348 K, respectively, as well as
310 and 320 fs for the GSB&SE signal at 303 and 348 K, respectively. There is no evident
dependence of the vibrational lifetime on temperature.

2D-IR spectra deconvolute the condensed overlap region by mapping the spectral response
onto a two-dimensional plane. 2D-IR spectra of dsRNA at low and high sample temper-
ature (TS=303 and 348 K) in the frequency region of νAS(PO−2 ) are displayed in figure
6.5. The spectrum taken at room temperature shows three discernible peaks, similar to
the FTIR spectrum. The strongest peak is centered around (ν1, ν3)=(1240,1250) cm−1, two
more peaks are centered around (ν1, ν3)=(1217,1222) cm−1 and (ν1, ν3)=(1280,1283) cm−1,
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Figure 6.4: (a,b) Temperature-dependent pump-probe spectra of 4 mM dsAU-RNA in
water in the range of the asymmetric phosphate stretch vibration νAS(PO−2 ). Positive
contributions to the signal reflect excited state absorption (ESA) of the v=1→2 transi-
tion, negative signal shows ground-state bleach and stimulated emission (GSB& SE) on the
v=0→1 transition (c,d) Temperature-dependent pump-probe signal as a function of delay
time taken at maximum and minimum pump-probe signal. Data were averaged over a fre-
quency window of 10 cm−1 and fitted with a single-exponential decay function. The decay
time constant is indicated.

respectively. There are no discernible off-diagonal elements. Raising the temperature of the
sample to TS=348 K leads to a single, broad spectral feature elongated along the diagonal
and centered around (ν1, ν3)=(1220,1220) cm−1.
From the full spectrum it is difficult to clearly gather information on line shape and
linewidths. To facilitate the analysis, cuts taken along diagonal and off-diagonal axes are
displayed in figure 6.6, normalized to the absolute maximum of the respective 2D spectrum.

Diagonal cuts (figure 6.6(a)) are most sensitive to the inhomogeneous broadening of a vi-
brational mode. This usually reflects differences in the static environment of the molecule
in question. In the case of dsRNA, cuts along the diagonal axis through the maximum
of 2D signal at (ν1, ν3)=(1240,1250) cm−1 reflect the three-peak structure that is also
present in the FTIR spectra of figure 6.3. The maximum of the signal is centered around
ν3=1250 cm−1, with two broad shoulders at 1220 cm−1 and 1280 cm−1, respectively. With
increasing temperature the peak signal shifts to 1230 cm−1, the shoulder at 1280 cm−1 dis-
appears completely. The feature at high temperatures appears to have a larger spectral
width due to a larger inhomogeneous broadening.

Antidiagonal cuts through the maximum of each spectral peak (figure 6.6(b)) in turn re-
flect the antidiagonal linewidth of the signal. It is determined mainly by fast fluctuations
in the vicinity of the phosphate group. The dispersive nature of the antidiagonal cuts is
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Figure 6.5: Experimental 2D-IR spectra of 4.6 mM dsAU-RNA in water at sample tem-
peratures TS = 303 K (a) and TS = 348 K (b). Shown is the absorptive 2D signal nor-
malized to the absolute maximum of the signal. Yellow-red contours represent signal due
to ground-state bleach and stimulated emission on the v=0→1 transition, blue contours
signalize excited state absorption on the v=1→2 transition. Neighboring contour lines
are 7.5% apart. In both cases the waiting time was 300 fs. At room temperature the
three-peak structure present in the FTIR spectra can be resolved. The maximum peak
is centered at (ν1, ν3)=(1240,1250) cm−1, with two side peaks at (1217,1222) cm−1 and
(1280,1283) cm−1. The absence of off-diagonal elements indicates that there is no cou-
pling between the spectral elements. At 348 K, the spectrum consists of one broad peak
centered at (ν1, ν3)=(1220,1220) cm−1. Dashed lines indicate where cuts of the spectrum
were taken for a more detailed look (figure 6.6).

due to the overlap of GSB&SE elements with ESA signal, an indication that the diagonal
anharmonicity of the vibrational mode is small compared to the spectral linewidth.
The signal at 1241 cm−1 decreases by a small amount upon heating, a strong increase can
be observed for the component at 1221 cm−1. A significant broadening is evident for the
1241 cm−1 component, an indication of increasing fluctuations contributing to the linewidth.
The 1283 cm−1 band disappears completely upon heating, in agreement with the diagonal
cuts in (a).

A quantitative approach to 2D spectral analysis is possible using numerical density ma-
trix simulations. As discussed in section 3.2.4, the absorptive 2D signal is calculated using
a Kubo-Ansatz for the FFCF. In our case, the FFCF contains two exponentials (see eq.
(3.13)), representing fluctuations on short (τ1 = 300 fs) and long time scales (τ2=50 ps),
respectively. Fast fluctuations, such as water librations mostly affect the antidiagonal
linewidth, whereas slow fluctations, due to structural differences, impact the broadening
along the diagonal.

Simulated spectra for dsRNA at a waiting time T=300 fs are shown in figure 6.7 for
TS=303 K (a) and TS=348 K (b). Simulated and experimental cuts taken along diagonal
and anti-diagonal axes are shown in figure (c) and (d) to demonstrate the good agreement
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Figure 6.6: Cuts along the 2D spectra shown in figure 6.5 (solid lines: TS=303 K, dashed
lines TS=348 K) (a) Cuts along the diagonal axis through (ν1, ν3)=(1240,1250) cm−1. (b)
Cuts along the anti-diagonal axis through (ν1, ν3)=(1221,1221) cm−1, (1241,1241) cm−1,
and (1283,1283) cm−1. All cuts were normalized with respect to the absolute maximum of
the respective 2D spectrum. Clearly visible is the strong shift to lower frequencies with
temperature.

Figure 6.7: Simulated 2D spectra of dsAU-RNA for TS=303 K (a) and TS=348 K
(b). Cuts through the 2D spectra (solid: experiment, dashed: simulation)
show a good agreement with experimental spectra: (c) Cuts along the diago-
nal axis through (ν1, ν3)=(1240,1250) cm−1 (black: TS=303 K, red: TS=348 K. (d)
Cuts along the anti-diagonal through (ν1, ν3)=(1221,1221) cm−1 (red, TS=348 K) and
(ν1, ν3)=(1241,1241) cm−1 (black, TS=303 K)
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with experimental results. The parameter set is provided in table 6.1. Most notable is the
change in relative scaling with temperature, the ratio ν1:ν2 flips from ≈1:2 to 3:1. The fluc-
tuation amplitudes show differing behaviour. The amplitude ∆ν1 for fluctuations on a short
time scale (τ1=300 fs) increases by a factor of ≈ 2−3 for all modes. Fluctuation amplitudes
∆ν2 on the long timescale (τ2=50 ps) are increasing by a factor of 2 for ν1, but decreas-
ing by a factor of 3 for ν2, identical to the changes in relative scaling of the respective modes.

relative frequency anharmonicity decay fluctuation amplitudes
mode νi scaling v=0→1 ∆ time T1i ∆ν1i ∆ν2i

cm−1 cm−1 fs cm−1 cm−1

ν1 43/100 1220 11 300 3.2/9.6 6.4/12.7
ν2 100/36 1245 10/13 300 8.5/13.8 10.1/3.2
ν3 22/10 1280 11/9 450 5.3/10.6 9.1/8.0

Table 6.1: Parameter set for 303/348 K as used in the numerical simulation of the 2D-IR
spectra shown in figure 6.7.

It is of interest to compare the observed temperature-dependent frequency changes to ab-
sorbance changes of single-stranded RNA. Section 4.2.2 outlined that heating a single-
stranded adenine RNA oligomer (ssA-RNA) is accompanied by a monotonous increase in
UV absorption. This indicates a steady destacking of the bases with increasing tempera-
ture. The structural changes are expected to be less pronounced than the melting effect in
dsAU-RNA.

The structural changes are reflected in the FTIR absorbance spectra displayed in figure6.8.
The spectrum at room temperature is dominated by a peak at 1242 cm−1 with a side shoul-
der at ≈ 1220 cm−1. With rising temperature the spectrum reforms into a single broad
feature centered around 1230 cm−1. The difference spectra (b) exhibit a similar behaviour
to that of dsAU-RNA. A strong decrease in absorbance at 1245 cm−1 is flanked by increases
at 1226 and 1270 cm−1, respectively. The amplitude of the changes, however, is only on the
order of 10 mOD, a factor of 2-3 lower than the absorbance differences for dsAU-RNA.

The 2D-IR spectra of ssA-RNA presented in fig. 6.9 also display spectral changes that are
less pronounced than in the dsRNA case. The spectrum at 303 K shows a strong GSB&SE
maximum at (1250,1240) cm−1 with an ESA contribution around (1220,1235) cm−1. Both
are highly elongated along the diagonal axis. The GSB peak shifts to (1245,1235) cm−1 at
elevated temperatures, the ESA contribution to (1205,1225) cm−1. Diagonal cuts are shown
in fig. 6.9(c) and highlight the comparatively small frequency shift upon heating.

6.3.1 Theory and Discussion

Theoretical MD simulations in combination with QM/MM calculations were performed with
the aim of understanding the origin of the frequency redshift. The results most relevant
in the present context are summarized in fig. 6.10. MD simulations were run to map the
23-mer AU double helix and its hydration shell. The simulations show three charateristic
types of hydration patterns, presented as snapshots in figure 6.10(a), that will be referred
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Figure 6.8: (a) Temperature-dependent FTIR spectra of 4 mM ssA-RNA in water. With
increasing temperature a limited shift in maximum absorption together with a general
broadening is observed. (b) Absorbance difference spectra calculated by subtracting the
absorbance at room temperature from the spectra in figure (a). Spectral changes are on
the order of 10% of the absolute absorption signal.

to as type-A/B/C hydration.

Characteristic for geometry A is a fully solvated hydration shell around the phosphate
group. Six water molecules form a tetrahedral solvation shell around each of the two free
oxygens. Geometry B on the other hand is characterized by an under-coordination of the
phosphate group by water. Depicted is an overlap of hydration spheres between neighbor-
ing phosphates, a single water molecule bridges the comparably small phosphate-phosphate
O...O distance. Type-B geometries are located mainly in the deep and narrow major groove
and regions with particularly strict steric constraints. Type-C hydration is characterized
by an Na+ counterion in direct coordination with the phosphate group. It displaces one of
the water molecules in the first hydration shell, leading to an undercoordinated solvation
environment.

The visual difference in hydration manifests itself in a bimodal distribution of the mean
number of phosphate oxygen – water hydrogen bonds (HB). Figure 6.10(c) disentangles
this distribution along the lines of the hydration types introduced above. The maximum of
the distribution for type-A hydration is at 5 HBs (4.82 statistical average) and distinctly
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Figure 6.9: Absorptive 2D-IR spectra of 8 mM ssA-RNA in water at sample temper-
atures TS = 303 K (a) and TS = 348 K (b). (c) Diagonal cuts through the spectra at
(1240,1250) cm−1. normalized with respect to the absolute maximum of the respective 2D
spectrum. The dashed line shows the diagonal cut through the spectrum of dsAU-RNA at
303 K for comparison.

less for B and C (on average 4.02).

The different hydration schemes are mapped to vibrational frequencies using QM/MM cal-
culations (fig. 6.10(a)). Geometry A (green) contributes mainly to vibrational absorption
along 1220 cm−1, the vibrational mode at 1245 cm−1 has contributions of both B- and C-
type solvation (blue and orange, respectively). Higher frequency absorption is linked only
to C-type hydration.

The theoretical assignment of vibrational frequencies to hydration geometries now helps to
understand the spectral signature observed upon RNA melting. FTIR spectra of dsRNA
show a decrease in absorbance at 1250 cm−1 and a concomitant increase at 1220 cm−1. The
absence of cross peaks in the 2D-IR spectra distinguishes the vibrational modes as inde-
pendent oscillators at different RNA sites. The changes of the FTIR and 2D-IR spectra
with increasing TS show a decrease in the number of type B geometries as sterical con-
straints are lifted upon strand separation. Accordingly, the number of phosphate sites with
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Figure 6.10: Results of MD simulations in combination with QM/MM calculations estab-
lish different hydration geometries as source of distinct νAS(PO−2 ) modes. (a) Stereotypical
hydration geometries found in MD simulations of 23-mer dsAU-RNA. A-type hydration
consists of six water molecules solvating the free phosphate oxygens in a tetrahedral arrange-
ment. B-type hydration is characterized by an under-coordination of water molecules, due
to sterical constraints set by the RNA molecule. The relatively small phosphate-phosphate
distance allows individual water molecules to bridge the gap and act as linkers. C-type
hydration has a positively charged counterion (blue) in direct vicinity of the phosphate
group, also resulting in an under-solvated environment. (b) Stick representation of simu-
lated IR absorption spectra in the range of the asymmetric phosphate stretch vibration from
QM/MM calculations, contributions from the different hydration geometries are color-coded
(green: A-type; blue: B-type; orange: C-type). The black spectrum gives the experimental
spectrum of dsAU-RNA at room temperature as a reference. (c) Probability of hydrogen
bond formation depending on geometry, taken from snapshots of MD simulations.
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6.3. RNA BEHAVIOUR UPON HEATING

a full hydration shell (type A) increases. The results of the analysis of the 2D-IR spectra
(table 6.1) allow to estimate the extent of the transfer: at room temperature the majority
of phosphate groups (≈60%) contribute to B-type mode ν2 at 1245 cm−1, 25% to A-type
absorption at ν1 = 1220 cm−1. At 348 K the contributions, and with it the relative concen-
trations of solvation geometries have shifted towards a full hydration shell (25% vs. 68%).
This proportional change is also reflected in the transformation of the inhomogeneous fluc-
tuation amplitude.

The pronounced structural rearrangement of the RNA double helix upon heating governs
the relative abundance of hydration geometries. Raising the temperature above the melting
temperature results in a separation of the two strands, together with a more continuous
destacking of bases. This increases phosphate-phosphate distances, reducing the sterical
constraints present in B-type geometries. Water molecules are able to reach the phosphate
oxygens, so that the full hydration of the phosphate groups predominates the solvation
structure at elevated temperatures.

The experimental data of single-stranded RNA underline these observations. ssA-RNA ex-
hibits a stronger 1220 cm−1 side shoulder already at room temperature. It forms a single
helix, as can be seen from CD measurements, but is characterized by P...P distances longer
than in the double helix. Therefore, already at room temperature more phosphate groups
are solvated in a full tetrahedral arrangement. Heating results in a steady destacking of
bases without particular restructuring (see also the melting curves in fig. 4.2). The resul-
tant changes both in FTIR and 2D-IR spectra are expectedly smaller.

The structural rearrangement of the double helix provides the macroscopic explanation for
the observed frequency shifts. What is their underlying microscopic origin? Similar fre-
quency shifts of νAS(PO−2 ) in DNA systems upon increasing hydration have been reported
in [36, 43] and were attributed to electric fields stemming from water molecules in the first
two to three hydration layers. The observed frequency shift was due to a Stark shift under
electric field strengths of ≈ 50 MV/cm with a Stark shift parameter of 0.5 cm−1/(MV/cm).
MD simulations of dsRNA found electric fields from the water molecules of fully solvated
DNA on the order of 80-150 MV/cm [134], shown in fig. 6.11 (red bars). However, the
decisive part for the Stark effect was determined to be the projected electric field on the
bisector axis of the O1...P...O2 phosphate group (blue bars). This is greatly reduced in
RNA due to the steric constraints particular in groove regions. The difference in electric
field strengths between underhydrated geometries and fully hydrated geometries amounts
to ≈ 50 MV/cm, explaining the frequency difference of 25 cm−1 we observe.

FTIR difference spectra of ssA-RNA display a blue-shift with a frequency difference of
∆ν ≈ 25 cm−1 in addition to the red-shift due to the transformation of the phosphate hy-
dration shell. This blue-shift is in line with the observations of heated DMP systems in
section 6.1. There, the shift was attributed to either a conformational preference for the gg
conformer at higher temperatures or a structural rearrangement of the solvation shell waters.

Another solvent-induced effect can be seen in the homogeneous fluctuation amplitudes ∆ν1

in table 6.1. They increase significantly upon heating, independent of the vibrational mode.
These fluctuations occur on short time scales and are predominantly the librations of the
surrounding water shell. As such, it comes as no surprise that a temperature increase in-

103



CHAPTER 6. RNA MELTING

Figure 6.11: (a) Electric field strengths acting on the phosphate group. Red: Total electric
field at the midpoint of the O1-P=O2 bisector . Blue: Projected electric field onto the O1-
P=O2 bisector. (b) Dependence of the νAS(PO−2 ) vibrational frequency on the projected
electric field from MD simulations. Frequencies were calculated using QM/MM calculations
on the particular geometric arrangement responsible for the respective electric field. The
solid line represents a slope of -0.38 cm−1/(MV/cm).

duces stronger fluctuations.

One aspect that has not been discussed this far is the C-type hydration structure. It is
characterized by an Na+ counterion in the direct vicinity of the phosphate group and is
predicted to be responsible for vibrational absorption at significantly blue-shifted frequen-
cies. This blue-shifted absorbance is also observed in the counterion-dependent spectra of
the DMP model system in chapter 5. The close proximity of ion and PO−2 results in an
under-hydrated phosphate group and strong exchange repulsion interactions that shift the
νAS(PO−2 ) mode to higher frequencies. Its application to RNA systems is systematically in-
vestigated in the upcoming chapter. In the context of temperature-dependent experiments,
we observe a decrease of this particular spectral signature, which indicates a reduced ion
population in heated RNA samples. This effect has been described in ref. [135] to be a con-
sequence of the reduced charge density upon heating. The corresponding lower electrostatic
potential yields less counterions to condensate around the RNA.

In summary, this chapter investigated the hydration structures surrounding dsRNA phos-
phate groups. Using theoretical simulations, three major hydration geometries were estab-
lished: Fully hydrated phosphate groups, phosphates with a reduced hydration coordination,
and phosphates exposed to counterions. At room temperature phosphates with reduced co-
ordination predominate, due to the steric constraints RNA geometry sets. Elevating the
temperature rearranges the RNA helical structure. This leads to a distinct transformation
from partially hydrated phosphate groups to full hydration, that can be followed using IR
spectroscopy of the asymmetric phosphate stretch vibration.
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7
Magnesium ion binding to RNA

Figure 7.1: Tertiary structure of the RNA molecules used in the experiments. dsRNA
(left) shows A-helix geometry stereotypical for helical RNA, tRNA (right) forms a complex
functional structure.

After clearly assigning vibrational modes in the νAS(PO−2 ) region to specific hydration
geometries of RNA phosphate groups, it is now possible to investigate the impact of Mg2+

ions on RNA. In this chapter, synthetical double-stranded RNA (dsRNA) and biologically
relevant transfer RNA (tRNA) will be examined after adding controlled amounts of Mg2+

to an RNA aqueous solution. dsRNA with its helical structure is a good reference for
the tRNA. Both molecules are shown in figure 7.1. tRNA forms a typical folded tertiary
structure to fulfil its functional role of linking mRNA codons to their respective amino acid
counterpart. The tRNA molecule contains regions with particularly high phosphate density,
such as the D loop or the TΨC loop, as well as regions that more closely resemble the helical
structure of dsRNA, such as the anti-codon loop. For our experiments we employed two
different tRNA samples, as explained in section 4.2. Phenylalanine specific tRNAphe from
yeast, as well as tRNA extracted from E.coli that represents a variety of different anti-codon
sequences. All samples were dialyzed using the Mg2+ chelating agent EDTA to remove Mg2+
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Figure 7.2: Mg2+ binding for double-stranded RNA at 1 mM (black triangles) and 260 µM
(hollow squares) as determined by fluorescence titration measurements. The graph displays
the average number v of Mg2+ ions bound per dsRNA molecule as a function of the added
Mg2+ per RNA. The main graph captures the saturation behaviour of Mg2+ binding, whereas
the inset focuses on the behaviour for R< 12. The solid line corresponds to full Mg2+ uptake,
i.e. every Mg2+ ion added also interacts with the RNA sample.

ions initially present (cf. chapter 4). The thus treated tRNA molecules are characterized by
a counterion environment consisting almost entirely of sodium ions, as revealed by ICP-OES
measurements. Analytic methods allow to quantitatively evaluate Mg2+-RNA interactions
that can be interpreted with the help of theoretical simulations.

7.1 Experimental Results

It is helpful to quantify the ion atmosphere in the system at hand before focusing on ions
in the more direct vicinity of the RNA sample. Figures 7.2 and 7.3 show the results of fluo-
rescence titration measurements for dsRNA and tRNA, as explained in section 3.1. Briefly,
MgCl2 is added to a solution of RNA and 8-HQS. Binding to 8-HQS increases the measured
fluorescence intensity, binding to RNA inhibits fluorescence. The method allows to quantify
the number of Mg2+ ions associated with RNA, but can not specify whether the interactions
occur in a direct binding geometry or via the diffuse ion atmosphere. The number of Mg2+

ions associated with the RNA molecule is plotted against the ratio R of their concentrations.
This ratio R=c(Mg2+)/c(RNA) gives the amount of Mg2+ added per RNA and allows to
compare experiments with different concentrations of RNA. The curve initially follows the
solid line where every added Mg2+ interacts with RNA. Deviation from this behaviour sets
in at around R≈3 for dsRNA, so that e.g. at R=10 only 8-9 of the added ions interact.
Binding saturates at R≈20 reaching values of 14±2 Mg2+ ions per dsRNA molecule. In the
case of tRNA, we see a dependence of Mg2+ binding on the tRNA sample used. tRNAphe
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Figure 7.3: Mg2+ binding by dialyzed tRNAphe (black squares) and E.coli tRNA (red
circles) as determined by fluorescence titration measurements. The graph displays the
average number of Mg2+ ions bound per tRNA molecule as a function of the added Mg2+

per tRNA. The main graph focuses on the behaviour for R< 15, whereas the inset captures
the differing saturation behaviour of the two tRNA samples. The solid line corresponds to
full Mg2+ uptake, i.e. every Mg2+ ion added also interacts with the RNA sample.

follows the linear reference closely up to R=15 and deviates from it by ≈3 Mg2+ ions at
R=28. In contrast, E.coli tRNA with different specificities deviates from the linear trend
already at R≈4 and saturates at ≈18 Mg2+ ions per tRNA molecule.

It is important to emphasize that the RNA samples initially contain negligible amounts of
Mg2+. In the case of tRNA, Mg2+ ions in the supplied samples were removed using a dial-
ysis procedure detailed in section 4.2.3 and replaced by Na+ ions. ICP-OES measurements
confirmed that the dominant counterion before measurements was Na+ both in dsRNA and
tRNA samples.

After quantifying general interactions of RNA with Mg2+ ions, infrared absorption exper-
iments were performed over a range of Mg2+ concentrations. The aim is to discern the
blue-shift characteristic for contact-ion pairs established in chapter 5 for DMP. Fig. 7.4(a)
shows measured absorption spectra of dsRNA in the range of the asymmetric phosphate
stretch vibration νAS(PO−2 ) for different values of R, figures 7.5 and 7.6 show spectra of
tRNAphe and E.coli tRNA, respectively. All spectra show the previously noted double
peak structure with absorption maxima at 1220 cm−1 and 1244 cm−1. These peaks are
characteristic for a fully hydrated and an undercoordinated solvation shell, as was shown
in chapter 6 by observing a transformation of the spectrum upon melting of the double
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Figure 7.4: FTIR spectra of 6.9 mM dsAU-RNA in water with added MgCl2. Mg2+

concentration is given in terms of the RNA concentration in the sample by the ratio
R=c(Mg2+)/c(RNA). This parameter R is crucial to compare the wide ranges of RNA and
Mg2+ concentrations used throughout. (a) Linear absorption spectra for R=0-20. Absorp-
tion from the librational water background (including the respective solvated MgCl2) was
subtracted for all spectra. (b) Difference spectra computed by subtracting the spectrum
A(R=0) from all spectra in (a). (c) Absorbance difference spectra corrected to account for
the loss of regular phosphate species according to equation (7.1). Thus, these difference
spectra illustrate the absorption exclusively of backbone phosphate groups affected by the
added Mg2+.
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Figure 7.5: FTIR spectra of 4.2 mM tRNAphe in water with added MgCl2. Mg2+

concentration is given in terms of the RNA concentration in the sample by the ratio
R=c(Mg2+)/c(RNA). (a) Linear absorption spectra for R=0-14.3. Absorption from the
librational water background (including the respective solvated MgCl2) was subtracted for
all spectra. (b) Absorbance difference spectra corrected to account for the loss of regular
phosphate species according to equation (7.1).

helix. dsRNA shows an additional peak at 1278 cm−1 which was shown to be the result of
an ion perturbed solvation shell. The side shoulder around 1300 cm−1 is in the range of
N-H and C-N base vibrations. The absorption spectra show an increase in absorbance at
1277 cm−1 upon addition of Mg2+. This is accompanied by a decrease in absorbance of the
two dominant vibrational bands at 1220 and 1245 cm−1. These absorption changes show up
prominently in the difference spectrum given in fig. 7.4(b), where the absorbance spectrum
at R=0 was subtracted from all spectra in (a). Figure 7.4(c) focuses on the absorbance of
phosphates interacting with ions, similarly to the weighted difference spectra shown in fig.
5.3. These weighted difference spectra are calculated by subtracting a weighted spectrum
of dsAU-RNA without added Mg2+ to reflect the depletion of the original phosphate species
that does not interact with Mg2+ ions. This is done by factoring in a normalization term χ
into the differential absorption

∆A(R, ν) = A(R, ν)− χ ·A(R = 0, ν), (7.1)

with χ =
A(R, ν = 1245cm−1)

A(R = 0, ν = 1245cm−1)
.

This normalization term takes into account the decrease in concentration of phosphate
groups contributing to the major absorption band at 1245 cm−1. This weighted absorbance
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Figure 7.6: FTIR spectra of 4 mM E.coli tRNA in water with added MgCl2. Mg2+

concentration is given in terms of the RNA concentration in the sample by the ratio
R=c(Mg2+)/c(RNA). (a) Linear absorption spectra for R=0-12.5. Absorption from the
librational water background (including the respective solvated MgCl2) was subtracted for
all spectra. (b) Absorbance difference spectra corrected to account for the loss of regular
phosphate species according to eq.(7.1).

difference spectrum shows a maximum signal at 1277 cm−1, with a weaker feature (≈ 1/3)
around 1220 cm−1. Weighted absorbance difference spectra for tRNAphe and E.coli tRNA
are shown in fig. 7.5(b) and 7.6(b). They show the same qualitative behaviour, with the
blue-shifted component centered around 1270 cm−1. The maximum absorbance change for
tRNAphe at R=14 amounts to 11 mOD, ≈ 4% of the maximum absorbance at 1240 cm−1.
In the case of E.coli tRNA, the peak reaches 13 mOD at R=12.5, 3.3% of the maximum
absorption.

A total of eight measurement series at various dsRNA/tRNA and Mg2+ concentrations were
performed to investigate the systematic behaviour of the 1270 cm−1 band. Curves plotting
the maximum of weighted absorption spectra against the Mg2+ concentration show a sys-
tematic increase of the 1270 cm−1 band upon addition of Mg2+. Samples differ in RNA
concentration by up to 20%, so data were normalized to the respective absorbance max-

imum at R=0 for each measurement series according to ∆Anorm(R, ν) = ∆A(R,1277cm−1)
A(R=0,νmax) .

νmax denotes the peak position of νAS(PO−2 ) and is 1245 cm−1 for dsRNA samples and
1240 cm−1 for tRNA samples.

Such a curve for the two measurement series of dsRNA is plotted in fig.7.7, and in fig. 7.8
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Figure 7.7: Normalized absorbance difference of the newly emergent νAS(PO−2 ) mode of
dsAU-RNA at 1277 cm−1 as a function of R. Data of two measurement series are shown
with differing RNA concentration and normalized to the respective absorbance maximum
(1245 cm−1) at R=0 for each series. The solid line is extrapolated from the data at R< 10
to illustrate the saturation behaviour.

Figure 7.8: Normalized absorbance difference of the newly emergent νAS(PO−2 ) mode of
tRNAphe (black squares) and E.coli tRNA (hollow squares) at 1270 cm−1 as a function of
R. Data of six measurement series (four for E.coli tRNA, two for tRNAphe) are shown nor-
malized to the respective absorbance maximum (1240 cm−1) at R=0 for each measurement
series. The solid line is extrapolated from the data at R=2 to illustrate the saturation
behaviour.
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Figure 7.9: Pump-probe spectra of 4 mM tRNAphe in water for R=0 (a) and R=15 (b)
show the absorbance change as a function of probe frequency. (c,d) Kinetic pump-probe
traces taken at 1244 cm−1 and 1259 cm−1, i.e. blue and red flank of the ground-state
bleach signal, show the influence of the added Mg2+ as a slight increase in decay time. An
exponential function was fitted to the data for T ≥250 fs and yielded decay constants of
290 fs at 1244 cm−1. At 1259 cm−1 the time constant was 290 fs as well, but an additional
exponential component with t2=700 fs was required to adequately fit the curve for R=15.

for all six tRNA measurements. The solid line is chosen to represent the approximately
linear initial increase of the CIP band with Mg2+. A saturation from this linear behaviour
for dsRNA sets in at R≈12. At R=20, the additional CIP band amounts to 5% of the
original absorbance maximum. Assuming a similar molar absorption coefficient ε, an initial
quantitative estimate for CIP population is 1-2 contact ion pairs per RNA molecule.
The tRNA data show a steady increase that immediately deviates from the initial linear
trend. In this behaviour tRNA differs from dsRNA. In contrast to the general uptake of
Mg2+, where the different tRNA samples showed different saturation behaviour, the emer-
gent CIP band follows the same course for both tRNAphe and E.coli tRNA. At R=14 we
reach relative absorbance differences of 4% for an initial estimate of 3 CIPs per tRNA.

Pump probe experiments with both tRNA species were performed to uncover lifetime dy-
namics of the different νAS(PO−2 ) modes, results are shown in figs. 7.9 and 7.10. Fig.
7.9 (a,b) displays the pump probe spectrum of tRNAphe without and with added Mg2+.
Both spectra show a positive absorbance change centered at 1190 cm−1 that reflects excited
state absorption, as well as a negative absorbance change centered around 1250 cm−1 due to
ground-state bleach and stimulated emission. The close spectral proximity makes it impos-
sible to differentiate the two different contributions to νAS(PO−2 ) that have been established
in chapter 6. It is also not possible to visibly discern an impact from the addition of Mg2+

in the region of the CIP peak ≈ 1270 cm−1. However, kinetic traces taken at different fre-
quency positions reveal deviating relaxation behaviour upon Mg2+ uptake. These traces are
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Figure 7.10: (a-c) Pump-probe spectra of 4 mM E.coli tRNA in water for R=0-25 show the
absorbance change as a function of probe frequency. (d-f) Kinetic pump-probe traces taken
at 1244 cm−1 and 1259 cm−1, i.e. blue and red flank of the ground-state bleach signal, show
the influence of the added Mg2+ as a slight increase in decay time. An exponential function
was fitted to the data for T ≥250 fs and yielded decay constants of 290 fs at 1244 cm−1. At
1259 cm−1, single-exponential fits yielded time constants of 290, 315, and 360 fs for R=0,
7.5, and 25, respectively. This corresponded to a double-exponential decay with a primary
decay time of t1=290 fs and an additional exponential component with t2=700 fs.

shown in fig. 7.9(c) and (d) and follow the delay-dependent absorbance change at 1244 cm−1

and 1259 cm−1, i.e., the low- and high-frequency flank of the GSB signal, respectively. At
R=0 both curves overlap, whereas at R=15 the curve at 1259 cm−1 shows a slowed decay.
Data were fit to exponential functions, displayed as solid lines. Single-exponential functions
with a time constant T =290 fs capture the decay for R=0, as well as the curve taken at
1244 cm−1 for R=15. The kinetic trace at 1259 cm−1 for R=15 was fitted using a double-
exponential decay with time constants t1 = 290 fs and t2=700 fs.

This slowing down is more pronounced in pump-probe data of E.coli tRNA, fig. 7.10.
Again, the pump-probe spectra show ESA, as well as GSB&SE of the spectrally overlapping
νAS(PO−2 ) vibrational modes at 1200 cm−1 and 1250 cm−1, respectively. The kinetic traces
taken at 1244 cm−1 and 1259 cm−1 show different relaxation for the samples with added
Mg2+. Single-exponential fits reveal a stable time constant of ≈ 290 fs for the component at
1244 cm−1. However the time constant of the 1259 cm−1 contribution increases with added
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Mg2+. Fits show single-exponential decay constants of 290, 315, and 360 fs for R=0, 7.5,
and 25, respectively, all time constants carry an error of ≈30 fs both from measurement and
fitting. As was the case for tRNAphe, the kinetic trace at 1259 cm−1 can be similarly fitted
using a double-exponential decay function with time constants t1=290 fs and t2=700 fs.

2D-IR spectra of RNA with and without added Mg2+ allow to disentangle the different con-
tributions to the vibrational response. Figure 7.11 presents such spectra for dsAU-RNA.
The absorptive 2D signal, i.e. the real part of rephasing and non-rephasing signal added
up, is plotted as a function of detection frequency and excitation frequency. The spectrum
reflects the three types of local hydration structure discussed in the previous chapter. The
strongest vibrational GSB&SE signal at (ν1, ν3)=(1240,1250) cm−1 originates from phos-
phate groups with an underhydrated solvation shell due to the sterical constraints of the
RNA molecule. The corresponding ESA signal is shifted to (1240,1225) cm−1. The shoulder
at (1217,1222) cm−1 reflects a second νAS(PO−2 ) mode from phosphate groups surrounded
by a full hydration shell. The third peak in the 2D-IR spectrum at (1280,1283) cm−1

was attributed to phosphate groups with an ion perturbed solvation shell in chapter 6.
Adding Mg2+ results in a change of the relative heights of the three peaks and a rearrange-
ment of contour lines around (1285,1278) cm−1. Diagonal cuts taken through the maxi-
mum of the GSB signal at (1240,1250) cm−1 show the increase of nonlinear signal around
(1280,1280) cm−1 upon addition of Mg2+ more clearly and are displayed in fig. 7.12.

Absorptive 2D-IR spectra of tRNAphe are shown in fig. 7.13 for c(Mg2+)/c(tRNA) ratios
up to R=15. The spectrum at R=0 shows two particularly strong features: a positive,
yellow-red contoured signal centered at (1250,1240) cm−1 due to GSB&SE, and a nega-
tive, blue-contoured signal, shifted towards lower detection frequencies (1208,1230) cm−1.
This signal stems from ESA, and is blue-shifted due to the diagonal anharmonicity of the
νAS(PO−2 ) vibrational mode. The diagonal anharmonicity also results in a steep overlap
region along the ν1 = ν3 axis. Both major signals are elongated diagonally, with a certain
asymmetry favoring lower frequencies. At higher frequencies, the signal appears compressed.
A second, less pronounced feature is registered at (1295,1290) cm−1 as a yellowish peak, its
ESA counterpart is centered at (1280,1285) cm−1. Both components are elongated along
the diagonal. The addition of Mg2+ to the tRNA results in the extension of the major peak
towards higher frequencies. At R=7.5 the extension connects with the minor feature men-
tioned above. Further addition continuously increases the signal strength in the frequency
region ≈(1275,1270) cm−1, as can be seen in the contour lines adopting increasingly yellow
shades. The red flank of the 2D-IR spectrum ≈(1225,1210) cm−1 does not react in any
particular way to the addition of Mg2+.
Cuts parallel to the diagonal are shown in fig. 7.14 and follow the emergence of the new
band at ν3 ≈ 1289 cm−1 via the development of a spectral shoulder. There is no shoulder
around 1220 cm−1, in contrast to the diagonal cuts of dsRNA. Generally, the behaviour
around 1220 cm−1 is very irregular with added Mg2+ concentration.

2D-IR spectra of E.coli tRNA show a very similar behaviour, they are displayed in fig.
7.15. Spectra initially report a strong and a weak GSB&SE feature at (1250,1240) cm−1

and (1290,1285) cm−1, respectively. They are complemented by ESA contributions at
(1210,1230) cm−1 and (1275,1285) cm−1. Addition of Mg2+ ions increases signal around
(1280,1270) cm−1 that can be perceived as a weak shift in contour lines for R≤5.6 and
manifests in a shoulder for R≥8.3. Again, the signal at lower frequencies appears to remain
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Figure 7.11: Experimental 2D-IR spectra of 4.7 mM dsAU-RNA in water for in-
creasing Mg2+ concentrations, given here in terms of the total RNA concentration as
R=c(Mg2+/c(RNA)). The absorptive 2D signal is plotted as a function of excitation fre-
quency ν1 and detection frequency ν3. Blue contour lines indicate signal due to ESA of
the v=1 → 2 transition of νAS(PO−2 ), yellow-red contours show GSB&SE on the v=0 → 1
transition. Signal change between neighbouring contour lines is 7.5%.
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Figure 7.12: Diagonal cuts through the spectra of dsAU-RNA shown in figure 7.11 for
the different Mg2+ concentrations. Cuts are taken parallel to the diagonal axis ν1 = ν3 and
pass through (ν1, ν3)=(1240,1250) cm−1.

unaffected. Cuts along the diagonal are presented in fig. 7.16 to underline these findings.
The particularly elongated red flank forms a shoulder for all Mg2+ concentrations, the CIP
mode increases the 2D signal around ν3=1275 cm−1.

The 2D Kubo simulations introduced in chapter 3 allow for a quantitative analysis of the
experimental spectra. Figure 7.17(a-c) display the simulated spectra of dsAU-RNA together
with anti-diagonal cuts (d-f). The cuts demonstrate the good agreement of simulation and
experiment.

relative frequency anharmonicity decay fluctuation amplitudes
mode νi scaling v=0→1 ∆ time T1i ∆ν1i ∆ν2i

cm−1 cm−1 fs cm−1 cm−1

ν1 43/44/39 1218 11/14/14 300 3.2/3.2/4.2 6.4/9/6.4
ν2 100 1242.5 10/7/7 300 8.5/8.5/8 10.1/10.1/10.1
ν3 0/13/15 1274 -/8/10 600 -/9.6/9.6 -/5.3/4.2
ν4 22/21/17 1282 11/6.5/5 450 5.3/5.3/3.7 9.1/5.8/4.2

Table 7.1: Parameter set as used in the numerical simulation of the 2D-IR spectra of
dsAU-RNA for R=0/19/32 shown in figure 7.17.

The parameters used in the simulation are given in Table 7.1. Four vibrational modes
were considered for the simulations: ν1 at 1220 cm−1 represents phosphate groups with
fully coordinated hydration shell, ν2 at 1242 cm−1 (1243 for E.coli) those with an under-
coordinated shell, predominant in RNA. ν3 at 1276 cm−1(E.coli : 1269) represents the ini-
tially non-existent contribution to the spectrum due to Mg2+-PO−2 contact ion pairs, and
ν4 at 1290 cm−1 (E.coli : 1281) the initial signal observed in the 2D spectrum in the range
of N-H base vibrations. The decay time of the first two modes is assumed to be 290 fs, that
of the last two modes 700 fs (E.coli : 800 fs), in line with results from pump-probe measure-
ments. Contributions to the Kubo lineshape come from a fast component τ1=300 fs and a
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Figure 7.13: Experimental 2D-IR spectra of 4 mM tRNAphe in water for increasing Mg2+

concentrations given by the ratio R. The absorptive 2D signal is plotted as a function of
excitation frequency ν1 and detection frequency ν3. Blue contour lines indicate signal due
to excited state absorption of the v=1 → 2 transition of νAS(PO−2 ), yellow-red contours
show ground-state bleach and stimulated emission. Signal change between neighbouring
contour lines is 7.5%.
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Figure 7.14: Diagonal cuts through the spectra of tRNAphe shown in figure 7.13 for the
different Mg2+ concentrations. Cuts are taken parallel to the diagonal axis ν1 = ν3 and pass
through (ν1, ν3)=(1240,1250) cm−1.

slow component τ2=50 ps, that contribute with the fluctuation amplitudes ∆ν1 and ∆ν2.
For R=20 the relative scaling of the CIP band amounts to roughly 10% of all phosphate
contributions, or 4-5 Mg2+ contact ions per RNA molecule.

Simulated spectra for tRNAphe and E.coli tRNA are shown in figs. 7.18 and 7.19, respec-
tively, together with cuts along diagonal and anti-diagonal axes. The cuts illustrate the
accuracy of the simulation, the parameters used in each simulation are summarized in ta-
bles 7.2 and 7.3 for tRNAphe and E.coli tRNA, respectively. The relative scaling of the CIP
mode at 1276 cm−1 rises with addition of Mg2+ from 0 to 16 (18 for E.coli) for the given
ratios of R=0→15. The rise is particularly pronounced for small R≈ 5. In that concen-
tration range simulated spectra show a relative scaling of ≈ 6% of all phosphate modes,
corresponding to 5 phosphate groups in CIP geometries.

Fluctuation amplitudes show no particular dependence on Mg2+ concentration, nor is there
a strong difference between fast and slow fluctuations. However, we observe that amplitudes
are strongest for the dominant vibrational mode ν2 and smallest for the two weaker modes
ν3 and ν4. The simulated parameters agree with the Kubo simulation results in chapter 6
for dsRNA at different temperatures.

7.2 Theoretical Results

Theoretical simulations were performed on the RNA/Mg2+ systems to help interpret the
experimental results. Figure 7.20(a,b) compares the experimentally measured IR spectrum
of dsRNA and tRNAphe to QM/MM simulation results in the range of the asymmetric
phosphate stretch vibration νAS(PO−2 ). The vibrational density of states (DOS) allows to
map Mg2+-PO−2 distances to vibrational frequencies. The DOS exhibits a clear spectral sep-
aration between contact ion pairs (CIP, 1250-1300 cm−1, blue) and unaffected phosphate
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Figure 7.15: Experimental 2D-IR spectra of 3.6 mM E.coli tRNA in H2O for increasing
Mg2+ concentrations given by the ratio R. The absorptive 2D signal is plotted as a function
of excitation frequency ν1 and detection frequency ν3. Blue contour lines indicate signal
due to ESA of the v=1→ 2 transition of νAS(PO−2 ), yellow-red contours show GSB&SE on
the v=0→ 1 transition. Signal change between neighbouring contour lines is 7.5%.
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Figure 7.16: Diagonal cuts through the spectra of E.coli tRNA shown in figure 7.15 for
the different Mg2+ concentrations. Cuts are taken parallel to the diagonal axis ν1 = ν3 and
pass through (ν1, ν3)=(1240,1250) cm−1.

Figure 7.17: (a-c) Simulated 2D-IR spectra of dsAU-RNA with added Mg2+. Spec-
tra were obtained by calculating the third-order response function with the help of the
Kubo lineshape model. The parameters used are summarized in table 7.1. (d-f) Anti-
diagonal cuts taken through (ν1, ν3)=(1223,1223) cm−1 (black), (1246,1246) cm−1 (red), and
(1277,1277) cm−1 (blue) normalized to the respective signal maximum. Dashed lines show
the simulated signal, solid lines the experimental data.
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Figure 7.18: (a,d,g,j) Simulated 2D-IR spectra of tRNAphe with added Mg2+. Spec-
tra were obtained by calculating the third-order response function with the help of the
Kubo lineshape model. The parameters used are summarized in table 7.2. (b,e,h,k) Anti-
diagonal cuts taken through (ν1, ν3)=(1219,1219) cm−1 (black), (1246,1246) cm−1 (red), and
(1270,1270) cm−1 (blue, (ν1, ν3)=(1288,1288) cm−1 for R=0) normalized to the respective
signal maximum. (c,f,i,l) Diagonal cuts through (ν1, ν3)=(1240,1250) cm−1, as in fig. 7.14,
dashed lines show the simulated signal, solid lines the experimental data.
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Figure 7.19: (a,d,g,j) Simulated 2D-IR spectra of E.coli tRNA with added Mg2+. Spec-
tra were obtained by calculating the third-order response function with the help of the
Kubo lineshape model. The parameters used are summarized in table 7.3. (b,e,h,k) Anti-
diagonal cuts taken through (ν1, ν3)=(1224,1224) cm−1 (black), (1245,1245) cm−1 (red), and
(1270,1270) cm−1 (blue, (1285,1285) cm−1 for R=0) normalized to the respective signal max-
imum. (c,f,i,l) Diagonal cuts through (ν1, ν3)=(1240,1250) cm−1, as in fig. 7.16, dashed lines
show the simulated signal, solid lines the experimental data.
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mode relative frequency anharmonicity decay fluctuation amplitudes
νi scaling v=0→1 ∆ time T1i ∆ν1i ∆ν2i

cm−1 cm−1 fs cm−1 cm−1

ν1 57 1220 12 290 6.9 6.9
ν2 100 1242 11 290 9 11.1
ν3 0/10/12/16 1276 12.5 700 5.3 6.4
ν4 17/16/15/17 1290 8 700 6.4 7.4

Table 7.2: Parameter set as used in the numerical simulation of the 2D-IR spectra of
tRNAphe for R=0/5/7.5/15 shown in figure 7.18.

mode relative frequency anharmonicity decay fluctuation amplitudes
νi scaling v=0→1 ∆ time T1i ∆ν1i ∆ν2i

cm−1 cm−1 fs cm−1 cm−1

ν1 67/71/71/70 1219.5 12 290 6.9 7.4
ν2 100 1243 11 290 8 8.5
ν3 0/9/15/18 1269 8 800 5.3 5.3
ν4 16/15/10/18 1281 8.5 800 6.4 5.8

Table 7.3: Parameter set as used in the numerical simulation of the 2D-IR spectra of
E.coli tRNA for R=0/5.6/8.3/16.7 shown in figure 7.19.

groups (1190-1260 cm−1, black). Phosphate groups in solvent-separated ion pairing (SSIP)
overlap with unaffected phosphates to a large degree, spectral outliers exist both for CIPs
and SSIPs, resulting from singular, specific interaction geometries. The simulated spectrum
captures the broad spectral contributions to the linear absorption spectrum, albeit signal
intensities diverge from the measured experimental absorption. Fig. 7.20(c) projects the
frequency shifted phosphate groups onto the three-dimensional tRNA structure. The map-
ping shows the general proximity that CIPs and SSIPs share.

MD simulation results on dsRNA (runtime 0.6 µs) presented in fig. 7.21 give an insight
into particularities of the system. The snapshot in (a) shows a distribution of Mg2+ ions
predominantly in the deep, but narrow major groove of the helix. Both CIP and SSIP
geometries can be observed, the insets show typical geometries of Mg2+ ions (CIP: middle,
SSIP: bottom). The middle inset also shows the parallel occurence of CIP and SSIP: direct
contact is only the case for the phosphate group to the top left, whereas contact to the
lower phosphate group is mediated by a water molecule in the first hydration shell of the
Mg2+ ion.
The interaction potential of the RNA/Mg2+ system as a function of Mg2+...PO−2 distance
d and interaction angle α = ]Mg2+...O1-P is displayed in a 2D potential of mean force
depicted in fig. 7.21(b). Both coordinates are illustrated in the top inset. The distinction
lines between CIP (d<4Å) and SSIP (4Å<d< 6Å) follow the radial distribution of water
molecules around DMP− shown in figure 5.13. Two distinct, steep minima in the PMF
are observed for CIPs at α ≈ 5° and α ≈ 11°. The energy landscape for SSIPs is more
even. It shows symmetry along the bisector of the phosphate group (α ≈ 56°), where a local

123



CHAPTER 7. MAGNESIUM ION BINDING TO RNA

Figure 7.20: (a,b) Simulated (blue) and experimental (black) linear infrared absorption
spectra in the frequency range of νAS(PO−2 ). QM/MM simulations are compared to the
experimentally measured FTIR spectra of dsAU-RNA (a) and tRNAphe (b) in water. The
bottom panel shows the respective vibrational density of states (DOS) of the νAS(PO−2 )
band. Frequency positions of (PO−2 )/Mg2+ CIPs are color coded in blue, SSIPs in red. Un-
affected PO−2 are shown in black. (c) Vibrational frequencies of phosphate groups mapped
onto the tertiary structure of tRNAphe.

minimum is recorded.

The trajectory of a tRNAphe molecule was simulated for 1 µs, the results are summarized
in figs. 7.22-7.24. Fig. 7.22 shows the simulated Mg2+ distribution around tRNAphe along
isodensity contour lines of 0.005 Å−3 (grey) and the instantaneous ion positions from a
snapshot at the end of the simulation time (gold). The majority of Mg2+ ions cluster in
regions of high charge density, particularly the TΨC and D loop. Snapshots of selected local
Mg2+ geometries show the variety of interactions. The ion M1 in the TΨC loop links two
neighbouring phosphate groups via direct interactions. In contrast, M5 is situated in the
helical region of the anti-codon loop. It forms a contact pair with one (PO−2 ), but interacts
with the neighbouring phosphate in a solvent-separated geometry. Fig. (c) illustrates the
hydration pattern of the bound Mg2+ ions using the example of M8. One water molecule
from the tetrahedral first hydration shell is replaced by one of the phosphate oxygens. Con-
tact geometries form a linear P-O..Mg2+ arrangement observable in all snapshots, similar to
the findings for dsRNA (cf. fig.7.21). Radial distribution functions (rdf) are shown in fig.
7.23 to illustrate the distance-dependent probability distributions for various phosphate-
atom/ion interactions. Divalent ions (c) are particularly pronounced around 2 Å from the
phosphate oxygen, significantly below typical phosphate-water distances in the first hydra-
tion shell (a). Na+ ions, intrinsically present both in experiment and MD simulation, also
accumulate within the first phosphate hydration shell, but additionally reflect solvation be-
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Figure 7.21: Molecular structure of AU double helical RNA and its surrounding Mg2+

ions, snapshot taken at 0.6 µs of MD simulation. Mg2+ ions are shown in ochre, oxygen
atoms in red, nitrogen atoms in blue, carbon atoms in black and phosphorous atoms in
yellow. The grey contour lines represent an isodensity line for a Mg2+ concentration of
0.02 Å−3. The inlays show the distance coordinate d and the angular coordinate α (top), a
contact ion pair (CIP, middle) and a solvent separated ion pair (SSIP, bottom) of phosphate
groups and Mg2+ ions together with water molecules in the first solvation shell of the Mg2+

ion. Hydrogen bonds of H2O with the (PO−2 ) group are indicated with dashed lines. (b)
Potential of mean force in the plane of (PO−2 ) groups, as experienced by Mg2+ ions.
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Figure 7.22: Tertiary structure of tRNAphe (blue) with Mg2+ ion positions. Mg2+ ions
in ochre show instantaneous positions after 1 µs of MD simulations. Grey contour lines
represent regions with the same concentration density of 0.005 Å−3, averaged over 2500
equidistant snapshots. A singular Mn2+ ion was included in the simulation on the basis
of x-ray diffraction measurements, it is situated above the M6 Mg2+ ion. Exemplary local
geometries are shown for three contact ion pairs in different regions of the tRNAphe molecule.
Oxygen atoms are shown in red, hydrogen atoms in white and phosphorus atoms in yellow.
Uninvolved atoms of the tRNA molecule are shown in black.

yond the 9Å shown here, indicating their role in the formation of the diffuse ion atmosphere.

The effect of Mg2+ ions on the surface electrostatic potential is shown in fig. 7.24(c). The
negative charge of the PO−2 groups is unsurprisingly responsible for a high negative po-
tential for the majority of the tRNA molecule. However, regions that harbour Mg2+ ions
show a more neutral potential (anti-codon loop) or even revert to a net-positive potential
(particularly D and TΨC loop). This impact on electric properties is also observed in
fig.7.24(a,b), where the electric field on the mid-point of the O1-P-O2 bisector is displayed
for both CIPs and solvent-surrounded phosphate groups. The ion contribution to the elec-
tric field for CIPs reaches around 150 MV/cm and is mediated by water molecules to a total
field strength of ≈100 MV/cm. The electric field on solvent exposed phosphate groups is
significantly lower (40 MV/cm, up to 60 MV/cm) and stems mainly from the surrounding
water molecules in the first shell. Contributions from surrounding ions, present from the
second shell outwards, amount to no more than 15 MV/cm.

Fig. 7.25 shows the radial distribution of Mg2+ ions surrounding the RNA double helix
at R=20. Three peaks can be distinguished at 3Å, 8Å, and 11Å, respectively. The con-
centration tails off up until ≈20Å. Quantitative information on the formation of CIPs was
gathered by performing multiple simulations for varying ratios R of Mg2+ to RNA concen-
tration. The result is shown in the inset of figure 7.25 and shows an initially linear increase
that saturates at R ≈ 20. It must be noted that the population of CIPs strongly depends on
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Figure 7.23: Radial distribution functions (rdf) show the probability of finding two atoms
at a specific distance from one another. This is shown here for the phosphate groups
of tRNAphe and the constituents of its hydration shell, namely water oxygens (a), Na+

counterions (b), and divalent counterions (c). Contributions of divalent ions are further
separated by Mg2+ (red) and manganese ions (Mn2+, yellow).

the applied force fields. The presented force-field combination TIP4P-FB/12-6-4-J captures
the saturation behaviour accurately and is therefore considered to be the most reliable in
the context of the experiments. 10±1 CIPs per RNA molecule are predicted, a factor of
≈ 2 more than found in the experiments. Simulations run with other force field parameters
predict significantly higher CIP numbers or none at all. These considerations overextend
the scope of this work but are discussed in detail in [136].

7.3 Discussion

Chapter 5 established the asymmetric phosphate stretch vibration as a marker mode for
contact-ion pair formation in the phosphate model system DMP. Here, the impact of ex-
cess Mg2+ concentration on νAS(PO−2 ) of double-helical RNA (dsRNA) and two different
samples of dialysed transfer RNA (tRNAphe and E.coli tRNA) was examined. All RNA
systems show an emerging vibrational mode around 1270 cm−1 with increasing Mg2+ con-
centration. This frequency shift is comparable to frequency shifts in DMP and can be
linked to the formation of CIPs by QM/MM calculations. Exchange repulsion interactions
were established in chapter 5 as the origin of the shift in the model system DMP. This
appears to also be the case for RNA. The 2D-PMF in fig. 7.21(b) shows that CIPs occur
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Figure 7.24: (a,b) Electric fields acting on the bisector of the tRNAphe phosphate group
sorted by their origin shown here for phosphate groups in contact ion pairs (a), and phos-
phate groups where the first solvation shell consists exclusively of water molecules (solvent
exposed phosphates, b). Contributions of water molecules are shown in blue, ion contribu-
tions in green. Contributions from other phosphate groups are shown in purple to add up
to the total electric field (yellow). (c) Surface electrostatic potential of tRNAphe, calculated
from MD simulations.

at Mg2+–P distances d < 4Å, thus intruding on the first hydration shell of the phosphate.
Radial distribution functions show that these interactions of Mg2+-phosphate oxygen pairs
are significantly closer than for phosphate oxygen-water oxygens.

The combination of fluorescence measurements with IR spectroscopy allows to quantita-
tively put the formation of CIPs into the context of the general ion environment of the
RNA molecules. The initial ion environment, as measured in ICP-OES experiments, con-
sists almost exclusively of Na+ counterions. In the case of tRNA this is the result of dialysis
with EDTA. Added Mg2+ interacts with the RNA as either a part of the diffuse ion atmo-
sphere, in a direct binding geometry, or not at all. The number of Mg2+ ions associated
with dsRNA saturates at about 13 Mg2+ ions for R≥15, that for E.coli tRNA at 18 Mg2+

per RNA for R≥24, reflecting the higher number of negatively charged phosphate groups.
tRNAphe deviates little from the linear trend.

The IR absorbance changes around 1270 cm−1 show a saturation behaviour for all RNA
molecules. The increase in CIP feature follows an initially linear trend for dsRNA, but
deviates from it for tRNA. This is in agreement with the observed Mg2+ localization in
the homogeneous major groove, whereas Mg2+ binds to tRNA at distinct, highly different
binding pockets. Quantitative information on contact binding can be drawn from linear IR
absorption spectra, where the relative absorbance change predicts a rough estimate of 1-2
dsRNA-Mg2+ contact pairs at R=19 and ≈ 3 Mg2+-tRNA contact pairs at R=14. A more
sophisticated reporter of CIP population are the presented 2D-IR spectra. Their elliptical
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Figure 7.25: Radial profile of Mg2+ ion concentration from the helical center of dsRNA at
R=20, as determined by MD simulations. Three peaks show CIP& SSIP binding, the ion
atmosphere sets in around 15Å. Results are given for simulation cell sizes with a 10 Å buffer
region (blue) and a 40 Å buffer region (red). Inset: Number of recorded contact ion pairs
after 0.6 µs simulation time as a function of Mg/RNA concentration ratio R. The solid lines
show the average over the last 50 ns of the simulations, dashed lines illustrate the standard
deviation.

lineshape reflects the inhomogeneous environment of RNA phosphate groups, the absence
of cross peaks shows that the vibrational response originates from independent oscillators at
different RNA sites. The CIP mode around (1275,1275) cm−1 emerges as a result of excess
Mg2+. Kubo analysis of the dsRNA 2D-IR spectrum at R=19 estimates 4-5 CIPs per RNA
from the relative amplitude of the emergent CIP mode,and 7-8 CIPs per tRNA molecule
at R≈15. This latter number is in good agreement with the observed Mg2+ binding sites in
x-ray diffraction [4], for the first time confirming CIP formation also in aqueous solution.
All in all, up to 35% of the interacting Mg2+ ions detected in fluorescence titration mea-
surements are found in CIP geometries.

The corresponding binding sites were analyzed using MD simulations. Simulations of
dsRNA predict up to 10 CIPs per RNA distributed predominantly in the major groove
of the double helix, twice as many as found in experiments. This disagreement is due
to current force fields overestimating the strength of the Coulomb interaction. The deep
and narrow major groove with its high negative charge density is the predominant location
of CIPs because it allows for a self-stabilizing effect: counterions bridge the interstrand
phosphate-distances, negate the electrostatic repulsion and thus allow for even further con-
traction. In tRNA, Mg2+ contact ions preferentially populate specific locations with high
negative charge density. Those tRNA-Mg2+ CIPs shown in isodensity plot of fig. 7.22
were stable throughout the 1 µs simulation time, matching the >µs residence time of wa-
ter molecules in the first hydration shell of Mg2+. This confirms the findings of previous
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simulations with DMP, that Mg2+-(PO−2 ) contact geometries form particularly stable ar-
rangements (see fig. 5.17). It provides evidence as to why magnesium plays such a vital
role in biomolecular processes.

It was shown that the majority of Mg2+ ions is located in condensed regions of the tRNA
molecule. There, the positive charge enables the ions to link phosphate groups, which man-
ifests in the parallel formation of CIP and SSIP geometries (see the local geometries in figs.
7.21 and 7.22). The small relative absorbance increase at 1220 cm−1 (fig. 7.4) seems to
reflect the formation of SSIPs, similar to the red-shifted feature observed in DMP−/Mg2+

systems in fig. 5.3. The structural rigidity of the binding pockets is corroborated by the fluc-
tuation amplitudes used to simulate the 2D-IR spectra. The amplitude of short timescale
fluctuations, ∆ν1, is ≈50% lower for the CIP vibrational mode (see tables 7.3 and 7.2).
This reflects reduced water librations compared to the main vibrational modes at 1220 and
1242 cm−1, i.e. a higher rigidity in the CIP pockets. Double helical RNA on the other hand
does not show these effects (table 7.1), likely because the binding along the major groove
does not stabilize the phosphate solvation shells to the same extent. Solvation geometries
are still largely accessible by water outside the groove, which is less the case for the D and
TΨC loop in tRNA.

The biophysical importance of these binding pockets is seen in the surface electrostatic
potential, fig. 7.24. Mg2+ ions lead to a (over)compensation of the originally highly nega-
tive potential. Coulomb repulsion, the major hindrance in achieving the condensed tertiary
folding, is overcome by the ions placed in these strategic locations. In addition, the coun-
terions situated in the anti-codon loop effectively neutralize the electrostatic potential at
the anti-codon. This may be a vital step in protein synthesis, as it reduces Coulomb re-
pulsion in tRNA-mRNA interactions [30]. It is important to note that the electrostatic
potential predicted by Poisson-Boltzmann calculations, e.g. in [33], is about one order of
magnitude lower. This results from the inherent assumption that it is long-range electro-
static interactions that govern Mg2+/RNA interactions. An extensive theoretical analysis
of shortcomings of PB theory versus MD simulations in the context of RNA molecules is
given in [136]. In our results, direct interactions of Mg2+ ions with the phosphate groups
of the backbone are most important in the electrostatic stabilization of the tRNA tertiary
structure. The comparably small contribution of the ion atmosphere to the electrostatic
environment is also visible in the contributions to the electric field. The electric field due
to positive counterions in solvent-exposed phosphates amounts to ≈ 14 MV/cm, an order
of magnitude lower than the contributions in contact-ion pairs. It is overshadowed by the
electric field due to local water molecules, an aspect disregarded in the continuum solvent
model of PB theory.

The radially dependent Mg2+ concentration in fig. 7.25 gives a global idea of how directly
bound ions (CIP&SSIP) are distributed in helical RNA with respect to the ion atmosphere.
The first major peak, at a distance of ≈ 3Å from the helical center stems mostly from Mg2+

ions that cluster at the ends of the helical axes. As such, these Mg2+ ions are a result of the
inherent nature of short double-stranded RNA. The ions in the major groove, as discussed
in CIP or SSIP geometries (or both), show a concentration maximum at ≈ 8Å. A smaller
portion of similar ion pairs is situated at ≈ 11Å, where interaction occurs mainly in SSIP
geometries (cf. the 13Å radius of an RNA double helix, fig. 1.3). MD simulations predict a
decaying concentration tail up to ≈ 20Å , contributions of the ion atmosphere to the overall
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Mg2+ concentration are small. This contrasts our experimental findings, where ≥ 70% of all
associated Mg2+ ions are associated in non-CIP geometries. But it agrees with the general
overestimation of CIPs by MD simulations.

In summary, this chapter investigated the effect of Mg2+ on the νAS(PO−2 ) vibrational mode
of several RNA systems. Added excess Mg2+ resulted in a significant frequency upshift of the
asymmetric phosphate stretching mode that was assigned to the formation of RNA-Mg2+

contact ion pairs. This assignment together with theoretical simulations allowed to predict
up to 30% of bound Mg2+ ions to form CIPs, predominantly in regions of high negative
charge density, i.e. the major groove of dsRNA, and the congested loop regions of tRNA.
More generally, phosphate group vibrations were shown to be sensitive reporters of the ion
environment in biologically relevant RNA systems.
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Conclusion and Summary

This thesis addresses the structure and interactions of hydrated biomolecular systems. Of
particular interest are electric interactions of RNA with a water environment containing
ions, and their impact on RNA structure and dynamics. Vibrations of the RNA backbone
serve as noninvasive probes of local electric fields and interaction geometries. Their response
is mapped by femtosecond two-dimensional infrared (2D-IR) spectroscopy and analyzed by
theoretical calculations.

In particular, we employed the asymmetric phosphate stretch vibration νAS(PO−2 ) as a
most sensitive reporter to investigate the binding of Mg2+ to phosphate groups of the RNA
backbone in an aqueous environment. These phosphate groups constitute the major hydra-
tion site of RNA, yet the complex interactions with surrounding solvent molecules are still
poorly understood on a local level. Additionally, Coulomb repulsion from proximate phos-
phate groups is a significant impediment to the formation of a functional tertiary structure
in RNA. To what extent positively charged counterions compensate these repulsive Coulomb
interactions on a molecular level has been controversially discussed in literature. Exploiting
the surface sensitivity of phosphate vibrations, we demonstrated a new approach to detect
the formation of RNA/Mg2+ contact ion pairs (CIP) and interpret their role in stabilization
of complex folded RNA structure. We used ultrafast 2D-IR spectroscopy to investigate the
response of the dimethyl phosphate anion (DMP), a common model system for the RNA
backbone phosphate group, to a variety of positively charged counterions. With the ref-
erence of the model system we studied hydration structure and ion environment of more
complex systems, namely a synthetical RNA double helix, as a model for helical regions of
complex RNA structures, and two kinds of biologically relevant transfer RNA. The following
results have been obtained:

Dimethyl phosphate anion

The dimethyl phosphate anion with its central phosphate group is a common model system
for phosphate groups in the nucleic acid backbone. Here, we dissolved the anion in aqueous
solutions containing the alkali and alkaline earth metals Na+, K+, Ca2+, or Mg2+. Vibrational
spectra in the spectral region of νAS(PO−2 ) show a distinct frequency blue-shift upon expo-
sure to ions. The new spectral feature originates from independent oscillators, confirmed by
the absence of cross-peaks in 2D-IR spectra, and exhibits a longer lifetime than the original
νAS(PO−2 ) mode. The extent of the blue-shift depends on valency and size of the respective
cation, the strongest frequency shift was observed for Mg2+. Theoretical simulations deter-
mined the origin of the shift to arise from exchange repulsion interactions upon formation of
a contact ion pair. CIPs are arranged in a linear Mg2+...O1-P arrangement, with Mg2+...O
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distances characteristically below 2.1Å. A weaker shift towards lower frequencies could also
be observed, albeit for divalent ions only, and assigned to solvent-separated ion pairs. The
identified characteristic frequency shifts upon contact pair formation with the phosphate
group form the basis for the quantitative investigations of CIP formation in more complex
RNA systems.

Melting experiments of synthetical dsRNA

The heating of synthetical double helical RNA (dsRNA) is accompanied by a structural tran-
sition at the melting temperature of Tm ≈328 K. This transition is captured by vibrational
spectra of νAS(PO−2 ) as a re-scaling of the major absorption peaks. 2D-IR spectroscopy
could discern three independent spectral components contributing to the vibrational spec-
tra of νAS(PO−2 ), attributed to three different kinds of phosphate hydration environments.
2D-IR peaks have an elliptical lineshape, reflecting the inhomogeneous environment around
the RNA backbone. Solvating water molecules generate electrical field strengths on the
order of tens of MV/cm that act on the phosphate group. As a result, νAS(PO−2 ) is subject
to a vibrational Stark shift, the vibrational frequency highly depends on the local solva-
tion structure. With increasing hydration, the νAS(PO−2 ) vibrational frequency shifts to
lower frequencies. MD simulations and QM/MM calculations assigned the particular local
geometries to their spectral position:

� Fully hydrated phosphate groups, i.e. surrounded by around six water molecules that
form a tetrahedral solvation shell, contribute at 1220 cm−1. Such phosphate groups
are generally situated at the RNA surface.

� Phosphate groups with an under-coordinated hydration shell, where single water
molecules bridge the small distance between neighbouring phosphate groups, con-
tribute at 1245 cm −1. These are mostly present in the deep and narrow major groove
of dsRNA where solvent accessibility is substantially reduced.

� Phosphate groups directly interacting with the Na+ counterions are further shifted to
the blue and contribute at 1280 cm−1.

The structural transition observed upon heating reduces sterical constraints in the RNA
double helix and allows a higher degree of hydration. Vibrational spectra thus report the
transition from predominantly under-hydrated phosphate groups to predominantly fully
hydrated local geometries.

Mg2+ binding to RNA

To investigate RNA-ion interactions, synthetical dsRNA and biological tRNA were dis-
solved in aqueous solution containing varying amounts of Mg2+ counterions. We observed
a similar frequency blue-shift upon exposing RNA to Mg2+, as with DMP. The changes
in the vibrational spectra could be attributed to a newly emerging vibrational mode as-
signed to the formation of RNA/Mg2+ contact ion pairs using QM/MM calculations. Upon
adding ≈ 20 Mg2+ ions per RNA molecule, up to 10% of phosphate groups contributed to
the CIP signal in each of the RNA systems. This is in line with the 7-9 directly bound
ions observed in crystallographic x-ray diffraction measurements of tRNAphe. The 2D-IR
measurements confirmed for the first time that CIP formation is an important structural
element also in aqueous environment. MD simulations show that CIPs form predominantly
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in the major groove of dsRNA, as well as in condensed loop regions of the tRNA molecule.
They (over)compensate locally the electrostatic Coulomb repulsion of the negatively charged
phosphate groups and thus stabilize the formation of RNA tertiary structure.

Concluding Remarks

Our work demonstrated the potential of vibrational excitations as sensitive, non-invasive
probes of biomolecular hydration environments. Together with a theoretical description on
the molecular level, time-resolved vibrational spectroscopy helps to understand the manifold
of RNA interactions with its surrounding water molecules and counterions. The approach
could be used further to study the role of water molecules and (contact) ions in more
complex scenarios, e.g., the highly dynamical folding process of complex RNA molecules.
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9
Zusammenfassung

Diese Dissertation betrachtet Struktur und Wechselwirkungen hydratisierter biomolekularer
Systeme. Von besonderem Interesse sind elektrische Interaktionen von RNA mit Wasser-
molekülen und Ionen der näheren Umgebung, sowie deren Einfluss auf Struktur und Dy-
namik der RNA. Schwingungen des RNA-Zuckerphosphat-Rückgrats fungieren als nicht-
invasive Sonden lokaler elektrischer Felder und Wechselwirkungsgeometrien. Ihre Antwort
wird durch zweidimensionale Infrarotspektroskopie (2D-IR) im Femtosekundenbereich er-
fasst und durch theoretische Berechnungen analysiert.

Wir verwenden insbesondere die asymmetrische Phosphatstreckschwingung νAS(PO−2 ) als
äußerst empfindlichen Sensor, um die Bindung von Magnesium-Ionen (Mg2+) an Phosphat-
gruppen des RNA Rückgrats in wässriger Umgebung zu untersuchen. Diese Phosphatgrup-
pen sind maßgebliche Hydratationspunkte der RNA. Die komplexen Wechselwirkungen mit
Wassermolekülen der Umgebung sind jedoch auf lokaler Ebene nur schlecht verstanden.
Zusätzlich ist die Coulombabstoßung benachbarter Phosphatgruppen ein signifikantes Hin-
dernis bei der Bildung einer funktionellen Tertiärstruktur der RNA. In welchem Umfang
positiv geladene Gegenionen diese repulsiven Coulombwechselwirkungen auf molekularer
Ebene kompensieren, wird in der wissenschaftlichen Literatur kontrovers diskutiert. Unter
Ausnutzung der Empfindlichkeit der Phosphatschwingungen auf ihre Solvatationsumge-
bung demonstrieren wir einen neuen Ansatz, um die Bildung von RNA/Mg2+ Kontak-
tionenpaaren (CIP) zu detektieren und deren Beitrag zur Stabilisierung komplex gefal-
teter RNA Strukturen auszuwerten. Wir verwenden ultrakurze 2D-IR Spektroskopie, um
die Antwort des Dimethylphosphat-Anions (DMP), eines verbreiteten Modellsystems der
RNA-Phosphatgruppe, auf unterschiedliche, positiv geladene Gegenionen zu untersuchen.
Mit dem Modellsystem als Referenz studieren wir die Hydratationsstruktur und die Io-
nenumgebung verschiedener RNA-Systeme: zum Einen eine synthetische RNA-Doppelhelix
als Modell für helix-ähnliche Regionen komplexer RNA-Strukturen, zum Anderen zwei
Arten biologisch relevanter Transfer-RNA (tRNA). Die Hauptergebnisse sind im Folgen-
den zusammengetragen:

Dimethylphosphat-Anion

Das Dimethylphosphat-Anion mit seiner zentalen Phosphatgruppe ist ein verbreitetes Mod-
ellsystem für Phosphatgruppen im Rückgrat von Nukleinsäuren. Hier lösen wir das Anion in
wässrigen Lösungen, die die Alkali- und Erdalkalimetalle Na+, K+, Ca2+, oder Mg2+ beinhal-
ten. Schwingungsspektren in der spektralen Region von νAS(PO−2 ) zeigen eine ausgeprägte
Blauverschiebung, wenn die Phosphatgruppe den Ionen ausgesetzt ist. Die neue spektrale
Bande stammt von unabhängigen Oszillatoren, wie die Abwesenheit von Kreuzsignalen im
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2D-IR Spektrum belegt, und zeigt eine längere Lebensdauer als die ursprüngliche νAS(PO−2 )-
Mode. Der Umfang der Blauverschiebung hängt von Valenz und Größe des jeweiligen Ka-
tions ab. Die stärkste Frequenzverschiebung wurde für das zweifach positiv geladene Mg2+

beobachtet. Theoretische Simulationen konnten den Ursprung der Verschiebung ermitteln,
sie entsteht durch repulsive Austauschwechselwirkungen bei der Bildung von Kontaktio-
nenpaaren. CIPs sind in einer linearen Mg2+...O1-P Geometrie angeordnet, mit charakter-
istischen Mg2+...O Abständen unter 2.1 Å. Eine schwächere Frequenzverschiebung hin zu
niedrigeren Frequenzen konnte ebenso beobachtet werden, jedoch nur für divalente Ionen.
Sie konnte Lösemittel-separierten Ionenpaaren zugeordnet werden. Die ermittelten charak-
teristischen Frequenzverschiebungen bei Entstehung von Kontaktpaaren mit der Phosphat-
gruppe bilden die Basis für quantitative Untersuchungen der CIP-Bildung in komplexeren
RNA-Systemen.

Schmelzexperimente synthetischer dsRNA

Das Erhitzen synthetischer Doppelstrang-RNA (dsRNA) wird von einem strukturellen Über-
gang an der Schmelztemperatur Tm ≈ 328 K begleitet. Dieser Übergang wird in Schwingungs-
spektren von νAS(PO−2 ) als Reskalierung der wichtigsten Absorptionsmaxima erfasst. 2D-
IR Spektroskopie erlaubt es, drei unabhängige spektrale Komponenten zu unterscheiden,
die zu Schwingungsspektren von νAS(PO−2 ) beitragen. 2D-IR Banden haben eine ellipti-
sche Linienform, was die inhomogene Umgebung der Phosphatgruppen als Teil des RNA-
Rückgrats widerspiegelt. Diese lassen sich auf drei unterschiedliche Hydratationsumgebun-
gen der Phosphatgruppe zurückführen. Solvatisierende Wassermoleküle generieren elek-
trische Feldstärken in der Größenordnung von bis zu 100 MV/cm, die auf die Phosphat-
gruppe wirken. Im Ergebnis ist die νAS(PO−2 ) Schwingung einer Stark-Verschiebung aus-
gesetzt, die Schwingungsfrequenz hängt stark von der lokalen Solvatationsstruktur ab. Mit
zunehmender Hydratisierung verschiebt sich die Schwingungsfrequenz zu niedrigeren Fre-
quenzen. MD-Simulationen und QM/MM-Berechnungen können die spezifischen lokalen
Konfigurationen der jeweiligen spektralen Position zuordnen:

� Vollständig hydratisierte Phosphatgruppen, umgeben von sechs Wassermolekülen, die
eine tetraedrische Solvatationshülle bilden, tragen zu 2D-IR Signal um 1220 cm−1 bei.
Solche Phosphatgruppen befinden sich für gewöhnlich an der Oberfläche des RNA-
Moleküls.

� Phosphatgruppen mit einer unterkoordinierten Hydratationshülle, bei der einzelne
Wassermoleküle die geringe Entfernung zwischen benachbarten Phosphatgruppen über-
brücken, tragen zu 2D-IR Signal um 1245 cm−1 bei. Diese befinden sich hauptsächlich
in der tiefen, schmalen großen Furche der dsRNA, in der die Verfügbarkeit von Wasser-
molekülen stark reduziert ist.

� Phosphatgruppen, die direkt mit Na+ Gegenionen interagieren, sind zusätzlich blau-
verschoben und tragen zu 2D-IR Signal um 1280 cm−1 bei.

Der strukturelle Übergang beim Erhitzen verringert sterische Beschränkungen in der RNA-
Doppelhelix und erlaubt eine stärkere Hydratation. Schwingungsspektren zeigen dann
den Übergang von hauptsächlich unter-hydratisierten Phosphatgruppen zu vornehmlich hy-
dratisierten lokalen Geometrien.
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Mg2+ Bindung an RNA

Um RNA-Ionen-Wechselwirkungen zu untersuchen, wurde synthetische dsRNA und biol-
ogische tRNA in wässriger Lösung mit unterschiedlichen Mengen an Mg2+ Gegenionen
gelöst. Wir beobachten eine ähnliche Blauverschiebung wie bei DMP, wenn RNA Mg2+

ausgesetzt ist. Die Veränderungen in den Schwingungsspektren gehen auf eine neu entste-
hende Schwingungsmode zurück, die mithilfe von QM/MM-Berechnungen der Bildung von
RNA/Mg2+ Kontaktionenpaaren zugeordnet wurde. Bei Zugabe von ≈20 Mg2+-Ionen pro
RNA-Molekül tragen bis zu 10% aller Phosphatgruppen zum CIP-Signal bei, dies für alle
betrachteten RNA-Systeme. Dies deckt sich mit den 7-9 direkt gebundenen Ionen, die in
kristallografischen Röntgenbeugungsmessungen von tRNAphe beobachtet wurden. Die 2D-
IR Messungen bestätigen zum ersten Mal, dass die Bildung von Kontaktionenpaaren auch
in wässriger Lösung ein wichtiges strukturelles Element ist. MD-Simulationen zeigen, dass
sich CIPs vordergründig in der großen Furche der dsRNA bilden, sowie in verdichteten
Schleifenstrukturen der tRNA. Dort (über)kompensieren CIPs die elektrostatische Cou-
lombabstoßung der negativ geladenen Phosphatgruppen auf lokaler Ebene und stabilisieren
so die Bildung der RNA-Tertiärstruktur.

Abschließende Bemerkungen

Unsere Arbeit demonstriert das Potential von Schwingungsanregungen als sensitive, nicht-
invasive Sonden biomolekularer Hydratationsumgebungen. Zusammen mit einer theore-
tischen Beschreibung auf molekularer Ebene hilft zeitaufgelöste Schwingungsspektroskopie
beim Verständnis der vielfältigen Wechselwirkungen zwischen RNA und den sie umgebenden
Wassermolekülen und Gegenionen. Der Ansatz könnte weiter genutzt werden, um die Rolle
von Wassermolekülen und (Kontakt)Ionen in komplexeren Szenarien zu untersuchen, z.B.
dem hochdynamischen Faltungsprozess komplexerer RNA-Moleküle.
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[53] R. Römer and R. Hach. tRNA Conformation and Magnesium Binding: A Study
of Yeast Phenylalanine-Specific tRNA by a Fluorescent Indicator and Differential
Melting Curves. Eur. J. Biochem., 55:271–284, 1975.

[54] G. Scatchard. The Attractions of Proteins for Small Molecules and Ions. Annaly New
York Academy of Sciences, 51:660–672, 1949.

[55] D. Grilley, A. M. Soto, and D. E. Draper. Direct quantitation of Mg2+-RNA interac-
tions by use of a fluorescent dye. Methods Enzymol., 455:71–94, 2009.

[56] D. Stigter. Evaluation of the Counterion Condensation Theory of Polyelectrolytes.
Biophysical Journal, 69:380–388, 1995.

[57] S. Kirmizialtin, A. R. J. Silalahi, R. Elber, and M. O. Fenley. The Ionic Atmosphere
around A-RNA: Poisson-Boltzmann and Molecular Dynamics Simulations. Biophysi-
cal Journal, 102:829–838, 2012.

[58] G. S. Manning. Limiting Laws and Counterion Condensation in Polyelectrolyte Solu-
tions I. Colligative Properties. J. Chem. Phys., 51,3:924–933, 1969.

[59] G. S. Manning. Limiting Laws and Counterion Condensation in Polyelectrolyte Solu-
tions 8. Mixtures of Counterions, Species Selectivity, and Valence Selectivity. J. Phys.
Chem., 88:6654–6661, 1984.

[60] M. Gebala and D. Herschlag. Quantitative Studies of an RNA Duplex Electrostatics
by Ion Counting. Biophysical Journal, 117:1116–1124, 2019.

[61] K. A. Sharp and B. Honig. Calculating Total Electrostatic Energies with the Nonlinear
Poisson-Boltzmann Equation. J. Phys. Chem, 94:7684–7692, 1990.

[62] S. W. Chen and B. Honig. Monovalent and Divalent Salt Effects on Electrostatic
Free Energies Defined by the Nonlinear Poisson-Boltzmann Equation: Application to
DNA Binding Reactions. J. Phys. Chem. B, 101:9113–9118, 1997.

146



BIBLIOGRAPHY

[63] Z.-J. Tan and S.-J. Chen. RNA Helix Stability in Mixed Na+/Mg2+ Solution. Bio-
physical Journal, 92:3615–3632, 2007.

[64] The Amber Homepage. https://ambermd.org/. Accessed: 11.01.2022.

[65] CHARMM. https://www.charmm.org//. Accessed: 11.01.2022.
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Messungen durchzuführen, auch noch sehr, sehr kurzfristig. Dr. Tobias Goldhammer für
die ICP-OES Messungen, noch kurzfristiger.

Alle Menschen, mit denen Mittagspausen eine spannende Zeit mit einer unendlichen Vielfalt
an Themen wurden. Vielen Dank, Andrei, Mara, Roman, Martin, Nirmalendu, Erik, Carlo,
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