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Perspectives for Applications of Quantum Imaging

Marta Gilaberte Basset, Frank Setzpfandt, Fabian Steinlechner, Erik Beckert,
Thomas Pertsch, and Markus Gräfe*

Quantum imaging is a multifaceted field of research that promises highly
efficient imaging in extreme spectral ranges as well as ultralow-light
microscopy. Since the first proof-of-concept experiments over 30 years ago,
the field has evolved from highly fascinating academic research to the verge of
demonstrating practical technological enhancements in imaging and
microscopy. Here, the aim is to give researchers from outside the quantum
optical community, in particular those applying imaging technology, an
overview of several promising quantum imaging approaches and evaluate
both the quantum benefit and the prospects for practical usage in the near
future. Several use case scenarios are discussed and a careful analysis of
related technology requirements and necessary developments toward
practical and commercial application is provided.

1. Introduction

Optical microscopy and spectroscopy are major tools in modern
research covering various disciplines, ranging from fundamen-
tal physics, to material science, chemistry, and life sciences. It
is very interesting to see how new knowledge about the nature
of light has led to new imaging applications throughout history.
The most simplified description of light is given by considering
it as ray bundles (“Strahlenbündel”). This geometric optics pic-
ture allows the description of the working principle of lenses and
their application in form of, for example, magnification glasses.
However, taking the wave nature of light into account allows to
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understand diffraction and interference.
This finds application for instance in in-
terferencemicroscopes. Inevitably linked
to this insight is that the resolution of
an optical system depends linearly on
the wavelength of the light used for ob-
servation. The fundamental insight that
light exists in form of discrete energy
portions—quanta—started the so-called
first quantum revolution at the begin-
ning of the twentieth century. It is the
basis of the whole photonics and laser
industry. Moreover, without this finding
fluorescence microscopy, a versatile and
widespread tool in modern life science,
cannot be explained. Today, we are wit-
nessing the second quantum revolution,

where quantum states, which can exhibit superposition and
entanglement, are harnessed for quantum technological applica-
tions. This new insights make various novel imaging modalities
possible.
Breaking the limitations of today’s established imaging

schemes is a goal many researcher try to realize all around the
globe. This addresses resolution, SNR, contrast, and spectral
range. Exploiting the quantum properties of light is one way to
overcome some of those limitations. In doing so, entanglement
plays a central role. In particular, momentum-, energy-, and po-
sition correlations of entangled photon pairs are crucial.[1,2] They
allow for spectroscopy and imaging in spectral ranges where no
efficient detection is possible or even imagingwith light that actu-
ally never interacted with a sample.[3–6] Furthermore, by utilizing
certain quantum states of light and their photon number statis-
tics, sensing and imaging beyond classical limitations, like the
shot noise level, become possible.[7–13] Additionally, two-photon
fluorescence microscopy can be carried out at extreme low light
intensity when applying quantum light, enabling new insights
into photosensitive biochemical probes.[14]

In essence, many quantum-enhanced imaging schemes har-
ness the beneficial properties of correlated photon pairs.Here, we
want to give a review on different imaging methodologies based
on photon pairs. First, in Section 2, we give a brief overview of
the basic properties of various quantum states of light and point
out the special properties of photon pairs and related states. Fur-
thermore, we describe how photon pairs are commonly gener-
ated and how their properties can be linked to the generation.
Photon pairs can be used for imaging in various ways, where
the photons are employed in fundamentally different manners.
We organize our review of imaging methods according to how
many of the photons interact with the object and are used for
recording an image. Figure 1 sketches the three main categories
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Figure 1. Schematic overview to categorize the quantum imaging approaches into three groups.

for quantum imaging techniques we define for systematization.
Quantum imaging methods, where only one photon of the pair
interacts with the sample and its partner is used for the actual
measurements are discussed in Section 3. Here, the image for-
mation is based on quantum interference of several sources. In
contrast to this, the approaches covered in Section 4 still have
only one photon of the pair interacting with the sample, but both
are needed to form an image utilizing their intrinsic correlations.
Finally, methods where the whole pair interacts with the object
and is detected or stimulates detectable fluorescence light are
described in Section 5. These approaches make use of entan-
glement of the photon pairs. A direct comparison to standard
microscopy techniques like phase contrast microscopy or laser
scanning microscopy can be drawn.
Some of the described imaging approaches are based on spatial

correlations between the two photons of a pair induced in the
generation process. As similar correlations are also present in the
spectrum of the photon pairs, equivalent methods for quantum-
enhanced spectroscopy have been developed, which will be also
described herein.
Basically all of the described methods up to now have been

only fundamentally investigated but not yet used in real-world
applications. Therefore, in our discussion we will highlight their
particular advantages and potential applications where these ad-
vantages would be of relevance. Furthermore, key experimental
challenges will be mentioned that have to be resolved in order
to foster application of the described methods. These often are
related to the properties of the used quantum light source or

detection hardware. To enable an assessment of the state of the
art in these fields with respect to the challenges connected to im-
plementing quantum imaging schemes, we also will give a brief
overview over different source and detector implementations in
Section 6.
In addition, we would like to mention several review pa-

pers and overview articles covering topics that are touched on
here but are beyond the scope of this review: single photon
sources and detectors,[15–17] integrated-optical sources of entan-
gled photons,[18,19] and generation of photon pairs via sponta-
neous four wave mixing.[20–22]

2. Fundamentals

Taking the quantum nature of light into account, it becomes pos-
sible to envision new imaging schemes, whichmay be realized in
actual quantum-enhanced microscopes or imaging devices. This
article briefly explains those non-classical properties or phenom-
ena associated with quantum light that directly give rise to appli-
cations within the field of quantum-enhanced imaging.

2.1. Photon Number Statistics

As all possible states of light can be described within quantum
optics, first we want to define which types of states we are consid-
ering here when we describe modalities for quantum-enhanced
imaging. A practical way to distinguish different types of light
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Figure 2. Photon number statistics for different quantum states of light: a thermal state (classical), a coherent state, and a Fock state (nonclassical).
The mean photon number 〈n〉 = 4 is identical for all three states. The right vertical axis applies to the Fock state distribution only.

is by means of their photon number statistics. Any given state
of light can be characterized by its mean photon number 〈n̂〉
and its variance 〈(� n̂)2〉, where we first consider only a single
spatial mode. While classical light is associated with a super-
Poissonian distribution with 〈(� n̂)2〉 > 〈n̂〉, non-classical light,
which can only be described using quantum optics, is linked
with a sub-Poissonian one, that is, 〈(� n̂)2〉 < 〈n̂〉.[7,9] An example
for classical light is thermal radiation of a light bulb (〈(� n̂)2〉 =
〈n̂〉 + 〈n̂〉2) and for non-classical light the Fock (photon number)
states (〈(� n̂)2〉 = 0). Coherent states, to which laser radiation can
be often approximated to, lie exactly on the boundary with a Pois-
sonian photon number statistics 〈(� n̂)2〉 = 〈n̂〉.[7,9] The different
statistics are exemplarily shown in Figure 2, where we plot the
photon number distributions for different types of light described
by the same average photon number, that is, intensity. A mea-
sure for the non-classicality can be found by the so-called Mandel
parameter[23]:

QM = 〈(� n̂)2〉
〈n̂〉 − 1

⎧⎨
⎩

> 0 super-Poissonian (classical)
= 0 Poissonian (coherent state)
< 0 sub-Poissonian (non-classical)

(1)

In essence, non-classical quantum states of light can showmuch
lower fluctuations in their photon number, which could be uti-
lized for enhanced SNR imaging. Here, we will consider imag-
ing modalities that use photon pairs, states of light with ex-
actly two photons and vanishing variance 〈(� n̂)2〉 = 0 as in-
put. This entails the already-mentioned single-mode number
states of light with n = 2, but is not limited to these basic states
of light when several optical modes are considered. For mul-
tiple optical modes, the total photon number is described by
the operator N̂ = ∑

l n̂l , with n̂l being the photon number in
mode l . For multimode states, we will consider states where
the variance of the total photon number 〈(�N̂)2〉 = 0. However,
the photon numbers in the individual modes can have a non-
zero variance in this case, giving rise to a variety of different
states. In particular, this encompasses entangled states, which
are the cornerstones of many applications of quantum optics,

like quantum computing and cryptography, and can also be ben-
eficial in quantum-enhanced imaging. It is worth to mention
here, that for two-mode photon-pair states it holds for signal
(s) and idler i) �( n̂s − n̂i) = 0, which is caused by their mutual
correlation.
A particular example of non-classical states not considered

here are squeezed states of light.[7,9] They also feature a sub-
Poissonian statistics, offering the possibility for measurements
with enhanced precision, which has been employed, for exam-
ple, for subshot noise phase measurements in gravitational wave
detectors.[11–13]

2.2. Spontaneous Parametric Downconversion

The past two decades have seen a flurry of research dedicated to
the generation and control of quantum states of light.
In particular, envisaged applications in photonic quantum

computing and quantum networks have motivated significant ef-
forts toward developing deterministic single-photon emitters—
ideal photon guns.[24] Technologies ranging from quantum dots
and defects in solids to 2D materials, to atoms and ions are
steadily improving in performance and have demonstrated that
on-demand generation of pure single-photon Fock states is well
within reach.
In the context of quantum imaging, deterministically trigger-

ing particular photon numbers is desirable but by no means a
strict necessity and many quantum imaging protocols may also
be implemented with probabilistic emission (typically a thermal
photon number distribution). In quantum imaging, the ability to
engineer the spatial and spectral properties of the emitted radi-
ation over a potentially broad range of modes can be more deci-
sive. As a result of decades of nonlinear optics research, photon
sources based on parametric optical processes in nonlinear ma-
terials allow the highest level of control over spatial and spectral
properties of the emitted radiation. This has resulted in a plethora
of nonlinear-optics based sources of correlated, and even spatially
entangled photons.
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To date, the most widely used approach to generate pho-
ton pairs is based on spontaneous parametric downconver-
sion (SPDC) in second-order nonlinear crystals such as bis-
muth borate (BBO),[25–29] lithium borate (LBO),[30] lithium nio-
bate (LN),[31–33] and potassium titanyl phosphate (KTP).[34–39] In
the SPDC process, a strong pump field with frequency ωp gener-
ates a spontaneous nonlinear polarization response in a nonlin-
ear material, which may spontaneously result in the emission of
a pair of lower-energy photons, commonly referred to as signal
(at ωs) and idler (at ωi), where

ωp = ωi + ωs (2)

due to energy conservation. For the pair generation process to
be efficient, photon pairs generated in different regions of the
nonlinear material must interfere constructively. This can be en-
sured by fulfilling the phase-matching condition for the propaga-
tion constants k of the interacting waves,

�k = k(ωs)+ k(ωi)− k(ωp) = 0 (3)

where �k is called the phase mismatch and | k(ω) |= 2πn(ω)/λ.
Phrased, entirely equivalently, in terms of the three photon inter-
action, the phase-matching condition for the wave vectors simply
reflects the conservation of total momentum in the SPDC pro-
cess, ks + ki = kp.
The phase matching condition is usually not automatically

fulfilled (i.e., or �k �= 0) due to material dispersion, so that de-
structive interference occurs after propagation over a distance
δc = 2π/�k, so that no photon pairs are generated.
In anisotropic nonlinear crystals, the phase mismatch can be

compensated using the material’s birefringence. This technique,
known as birefringent phase matching (BPM) requires at least
one of the SPDC photons to be polarized orthogonally with re-
spect to the pump field, resulting in two distinct polarization
configurations in BPM.[40] The configuration in which one of the
SPDCphotons, for example, the idler, is co-polarized with respect
to the pump is referred to as type-II BPM,[25] whereas type-I BPM
refers to the case in which the signal and idler are co-polarized.[26]

In general, BPM is achieved by angle tuning the crystal, which re-
stricts the nonlinear material coefficients that can be exploited
as well as the possible propagation geometries. Collinear ge-
ometries, in which all fields propagate along the same axis, are
particularly desirable since they maximize the spatial overlap of
the interacting fields and, as a consequence, increase the SPDC
efficiency.[27,29] However, since BPM involves at least one photon
of extraordinary polarization, Poynting vector walk-off imposes
limits to the useful crystal length.
An alternative approach is based on the ability to modulate the

nonlinearity of ferroelectric crystals (e.g., via application of high-
voltage field to patterned electrodes). In periodically poled non-
linear crystals (e.g., ppLN or ppKTP), the nonlinear polarization
response is inverted periodically after a distance δc/2, so that en-
ergy is continuously transferred from the pump to the downcon-
verted fields. This approach, the so-called quasi-phase matching
(QPM), allows for SPDC at almost arbitrary wavelength combi-
nations and the otherwise impossible type-0 interaction where
pump, signal, and idler photons are all co-polarized.[32,34–38] How-
ever, when the natural phase-mismatch of the interaction is sig-

nificant, the required poling period may be prohibitively small
from an engineering perspective. When this is the case, quasi-
phasematchingmay still occur at oddmultiples (phase-matching
order m) of the poling period at the cost of reduced efficiency
∝ 1/m2. Another very beneficial feature of QPM is that it can be
tailored such that all fields propagate along a principal axis of the
nonlinear crystal. The absence of transverse spatial walk-off in
this so-called non-critical phase-matching configuration enables
efficient use of long nonlinear crystals and waveguide structures.
Photon sources based on type-0 SPDC have resulted in some of
the highest pair emission rates reported to date.[41]

2.3. Photon-Pair Correlations

The ability to tailor the spectral and spatial properties of pho-
tons has led to remarkable progress in our understanding of
quantum physics as well as applications in quantum informa-
tion processing.[42,43] Controlling the spatial and spectral correla-
tions of two-photon states to the requirements of particular ap-
plications has been the topic of many theoretical and experimen-
tal works. In this section, we introduce some of the key spatial
properties of photon pairs produced via SPDC in homogeneous
nonlinear crystals. A detailed account of the underlying theory
is beyond the scope of this review and we refer the reader to
refs. [44–47] for an extensive introduction to transverse SPDC
correlations, to refs. [44,48] for a more extensive background on
the modal decomposition of SPDC states, and to refs. [49–52]
for studies related to efficient fiber-coupling of photon pairs. We
note, that photon pairs with tailored properties can also be gen-
erated in waveguide structures.[18,19] However, as these have up
to now not been used for quantum imaging, we will restrict our
discussion to bulk nonlinear crystals.
Following the notation introduced in refs. [44,45], we assume

that the SPDC emission is mainly directed along some prefer-
ential propagation axis (e.g., the z-axis). In this case, it is con-
venient to decompose the wave vectors of the three fields into
a transverse component perpendicular to the propagation axis
q = (kx, ky ) and a longitudinal component kz(q, ω). To facilitate
the separation of the signal and idler photons, the poling period
of the nonlinear crystal is chosen to fulfill a quasi-collinear type-II
QPM condition at center frequencies ω0

s and ω0
i and linear hori-

zontal (H) and linear vertical (V ) polarization states. Noting that
spectral correlations of biphotons, which determine the proper-
ties such as coherence and correlation times, play a role in all
experiments with photon pairs, we will focus only on the spatial
properties of the SPDC state. Experimentally, such a situation can
be achieved by placing spectral filters after the nonlinear crystal
to restrict the detection bandwidth to a narrow range of frequen-
cies. Under these assumption, we can express the leading terms
of the state generated by SPDC emission as

|�〉 = |vac〉 + √
γ

∫
dqs dqi	(qs , qi ) |qs 〉H |qi 〉V + o(γ ) (4)

Here, γ indicates the photon-emission efficiency, which depends
on the pump power and the nonlinear coefficient of the used
nonlinear crystal, and 	(qs , qi ) denotes the normalized two-
photonmode function in the transverse wave vector/momentum
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domain.[44,45,48,53,54] Typically, pump powers for SPDC are chosen
such that γ << 1 and the higher-order terms denoted by o(γ ) in
Equation (4) are negligible. Naturally, the vacuum contribution
does not result in photon detection events and hence we con-
sider only the spatial properties of the two-photon SPDC state in
the following. Neglecting the effect of transverse spatial walk-off,
and considering the typical experimental case where the pump is
a Gaussian laser beam E p(q) = [wp/

√
2π ] exp (−|q|2w2

p/4) with
the beam waist wp located at the center of the nonlinear crystal
of length L , we obtain the following closed form for the mode
function[44,48]:

	(q, q′) = K exp

(
−|q+ q′|2w2

p

4

)
sinc

(
�k(q, q′)L

2

)
(5)

where the proportionality constant K again depends on the pump
power and the nonlinear coefficient of the nonlinear crystal to en-
sure proper normalization of the state Equation (4). From Equa-
tion (5), we see that the photon-pair mode function is deter-
mined by the interplay of the spatial properties of the pump beam
and the phase matching function sinc(x) = sin(x)/x inside the
nonlinear crystal. The transverse spatial bandwidth of the Gaus-
sian pump beam determines the strength of transverse correla-
tion, and the phase-matching bandwidth determines the single-
photon bandwidth of the SPDC emission, which is generally is
significantly larger than that of the pump field. We notice that
the constraints imposed by energy conservation Equation (2) and
phase-matching (momentum conservation) Equation (3) usually
result in a non-separable two-photon mode function 	(qs , qi ) �=
φ(qs )φ(qi ), that is, an entangled two-photon state.
The modulus of the mode function now describes the photon-

pair detection probability in a far field imaging system, that is, in
the Fourier plane of a 2- f imaging system. For quantum imag-
ing approaches that exploit the spatial correlations, it is desirable
to have a large bandwidth of involved q-vectors as well as near-
perfect correlations to obtain the best possible resolution. These
requirements are met in the limit of a wide and short nonlinear
crystal L → 0 using a plane wave pumpmode (wp → ∞), where
the transverse wave vectors become perfectly anticorrelated[44]

φ(qs , qi ) ≈ δ(qs + qi ) (6)

This is intuitively clear as a consequence of momentum conser-
vation in the transverse plane. Likewise, by Fourier transform of
this expression we find that the photons also emerge from the
exact same point in the crystal crystal plane

φ(rs, ri ) ≈ δ(rs − ri ) (7)

These perfect (anti-)correlations of emission points in the near
field and transverse momentum (i.e., emission angles) in the
field are an embodiment of quantum entanglement.[44,46,55]

Achieving such perfect correlations by limiting the SPDC inter-
action to very short materials with a large aperture, while at the
same time achieving the conversion efficiency required for prac-
tical applications, is the subject of ongoing research (see also Sec-
tion 6).
We should also point out, that Equation (4) expresses the

biphoton state in terms of a transverse plane wave decomposi-

tion, which is convenient when we are interested in the far field
distribution of the emission detection modes. In particular, in
coherent quantum imaging schemes, it can be more useful to
express the biphoton state in terms of other modes, for exam-
ple, by decomposition into Laguerre–Gauss modes with a radial
mode index p and the topological winding number l as

|l , p〉 ≡
∫

dqUlp(q)|q〉 (8)

In this basis, we can decompose the biphoton mode function as
[48]

|�〉 =
l1,l2∑
p1,p2

Cl1,l2
p1,p2

|l1, p1〉s |l2, p2〉i (9)

where l1, p1 denote the mode indices of signal and p2, l2 those of
the idler, respectively. The mode amplitudes Cl1l2

p1 p2
are calculated

by projecting the biphoton state in free space (Equation (5)) onto
the respective target modes

Cl1l2
p1 p2

=
∫

dqs dqi 	(qs , qi , )U∗
l1 p1

(qs )U∗
l2 p2

(qi ) (10)

In the concrete example of Laguerre–Gauss modes, the signal
and idler photons carry a well-defined orbital angular momen-
tum (OAM) of l�. Since for a Gaussian pump beam l p = 0 and
OAM is conserved in the collinear SPDC process, we have l p =
l1 + l2 = 0, that is, OAM entanglement. The exploitation of OAM
beams, and other discrete mode decompositions (e.g., Hermite–
Gauss modes) has been proposed for applications in enhanced
phase contrast microscopy.[56,57] Exploring similar techniques at
the single-photon level while exploiting the spatial correlations of
OAM-entangled states thus seems promising.
The description in terms of a modal distribution is also rel-

evant in experimental scenarios, where photons are required to
be coupled into single mode fibers. The probability of collecting a
photon pair per Hz bandwidth per pump photon (spectral bright-
ness) into the fundamentalmode of a pair of single-mode fibers is
then given by |C00

00 |2. To maximize the fiber coupling efficiency, a
focused pump beam and a longer nonlinear crystal are required.
In fact, it has been shown that strong pump focusing, which
minimizes the amount of spatial entanglement, is required to
maximize the fiber coupling efficiency.[58] Using strongly focused
pump beams, pair detection rates in excess of 1 million pairs
per mW of pump power have already been demonstrated.[59] Fur-
ther improvement of the pair collection efficiency of photons
pairs, while also ensuring spectral purity and other desirable fea-
tures such as polarization-entanglement, is the subject of a vast
amount of ongoing research.[29,41,60]

3. Interference-Based Quantum Imaging

In the beginning of the twentieth century, when the foundations
of quantum physics were developed, one of the most fascinating
phenomena was the wave-particle duality of quanta, such as pho-
tons. Several double slit experiments have been envisioned and
performed to investigate and illustrate this intriguing behavior.
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Figure 3. Which-path information in a Mach–Zehnder interferometer. a)
Single photons (and coherent laser) light will behave as a wave and coher-
ently propagate through the interferometer, since both path possibilities
are indistinguishable. b) Marking one of the paths, for example, by chang-
ing the polarization in there with a half-wave plate (HWP); thus, gaining
which-path information destroys the coherent behavior and the photons
act as classical particles.

As it turned out, the wave or particle nature of photons is always
linked to the possibility (or impossibility) of distinguishing the
paths they took. This very principle of quantum mechanics can
be applied for novel imaging and spectroscopy approaches.

3.1. Induced Coherence and Nonlinear Interferometers

To explain wave-particle duality and the distinguishability of path
possibilities, we first discuss the Mach–Zehnder interferometer
(MZI) with exactly equal arm lengths as sketched in Figure 3.
Its behavior is well known for classical laser light, which is co-
herently split at the first beam splitter and due to interference,
which is associated to the wave nature of light, in a second beam
splitter it emerges only from one output port. Replacing now the
laser light by a stream of single photons will yield exactly the
same outcome. Photons will only be detected in one of the out-
put ports of the second beam splitter as sketched in Figure 3a.
This happens only due to the absence of which-path information,
that is, the knowledge of which particular path a particular pho-
ton propagated through the interferometer. Hence, the interfer-
ence effect should disappear whenever one gains which-path in-
formation. By making the paths distinguishable, for example,
by changing the polarization of the photons traveling through it
as shown in Figure 3b, the photons start to behave as individ-
ual particles instead of interfering waves. Accordingly, photons
will be present in both output ports of the second beam split-

ter (see Figure 3b). In this regard, one could state that by eras-
ing which-path information, coherence or coherent behavior is
induced.
In 1991, Mandel and co-workers applied this very principle

to non-linear interferometers where they found such induced
coherence[61,62] in SPDC. In their work, two nonlinear crystals
were coherently pumped by splitting the pump at a beam splitter
(see Figure 4). The idler photons from the first crystal were
aligned with the idler photons from the second one in order
to make the two path possibilities indistinguishable. This way
coherence is induced between the signal photons from the two
downconversion processes and they interfere if they are over-
lapped using a beam splitter. This is visible by the interference
fringes in the single counts in one of the output ports of the beam
splitter when moving it stepwise. However, the interference
between the signal photons is erased when the idler beam from
the first crystal is blocked before entering the second crystal.
In that situation, one could in principle distinguish if an idler
photon was generated in the first or the second crystal by placing
a detector in the idler arm and correlating its measurements with
the signal detector. Both detectors would click simultaneously
when a the photon pair was generated in the second crystal,
whereas only the signal detector would measure a photon when
the pair originated from the first crystal. This means, that both
possible paths of the signal and the idler photons become
distinguishable. This distinguishability removes the coherence
between the signal photons generated in the two crystals, even
if no idler detector is present. Consequently, the interference
vanishes from the detected single counts of the signal upon
movement of the beam splitter. It was also demonstrated
that when introducing an object between the two crystals, the
degree of coherence varies with the transmittivity of that object.
That results in a change of the visibility of the interference
fringes, canceling out the interference when the transmittivity
equals zero as we just described, and being maximum when
the transmittivity equals one. This way, information about the
object can be obtained as it will be further discussed in the next
Section 3.2.
It is important to emphasize several points here: i) no coinci-

dence detection is involved in order to observe this effect of in-
duced coherence, ii) the signal photons showing changing visibil-
ity of interference never interacted with the object, and iii) there
is no induced emission in the second nonlinear crystal due to the
idler beam from the first crystal, that is, the effect results from in-
terference of the probabilities of creating a photon pair either in
the first or the second crystal.[63]

3.2. Quantum Imaging with Undetected Photons

In the previous section, the concept of induced coherence in a
nonlinear (Mandel) interferometer was introduced. This concept
can be applied for spectroscopy (see Section 3.3) and quantum
imaging with undetected photons, as demonstrated by Lemos
and co-workers.[5] In this imaging method, the photons illumi-
nating the sample are not detected at all and the photons that are
detected never interacted with the sample. This scheme is highly
interesting since it brings new flexibility to the spectral ranges at
which the properties of objects can bemeasured. The wavelength
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Figure 4. Induced coherence without induced emission. Top: Experimental setup based on two nonlinear crystals (NL1,2), which are coherently pumped.
If both idler beams are overlapped to be indistinguishable, the corresponding signal beams show interference at a beam splitter (BSo). On the contrary,
gaining which-path information lets the signal interference vanish. Bottom: Experimental results obtained with the setup above. Curve A shows the
photon counting rate Rs obtained from detector Ds when placing a filter (NDF) with high transmission 0.91 between NL1 and NL2. It shows interference
behavior. Curve B shows the count rate when the beam between the two crystals is blocked. In this case, the source of the photons at the beam splitter
is known and there is no interference pattern. Reproduced with permission.[61] Copyright 1991, American Physical Society.

of the illuminating photons is now not limited by the availability
of suitable detectors.
The setup for the first imaging demonstration is based on the

one used by Mandel for demonstrating the induced coherence
phenomenon. It is depicted in Figure 5. Additional lenses imple-
ment the imaging system, where the plane of the first nonlinear
crystal (NL1) is imaged onto the plane of the second nonlinear
crystal (NL2) with the object in the Fourier plane.[64,65] The ob-
ject plane itself is imaged onto the electron multiplying charge-
coupled device (EMCCD) camera. Due to the indistinguishability
between the possibilities were a detected idler photonwas created
in the first nonlinear crystal, and thus passed through the object
before detection or were it was created in the second nonlinear
crystal, and thus did not interact with the object at all, the object
can be observed as interference image in the signal beams after
passing a beam splitter (see Figure 5).
In detail, assume that the object between the two crystals

has a real transmittance T (x, y), which depends on the spatial
coordinates x and y, and also causes a phase shift γ (x, y) to
the idler photon that passes through the object. Then, a straight
forward analysis shows that the probability of detecting signal
photons in the beam splitter output ports denoted by L5 and L6 in

Figure 5 is

PL5/L6(x, y) = 1
2
[1± T (x, y) cos γ (x, y)] (11)

It follows, that two kinds of imaging can be observed: one
based on constructive and one based on destructive interference
realized by the different signs in Equation (11). As discussed ear-
lier, the transmittance of the object determines the which-path
information, and thus, the visibility of the interference fringes.
In the extreme case, when T = 0 (idler beam path is blocked),
the interference completely disappears and no image can be
observed. Additionally, the phase introduced by the object creates
a different path length of the photons that can be observed by the
two emerging interference pictures as well. The phase difference
is determined by the path length difference of the light actually
going through the object rather than the light detected by the
camera. Interestingly, as Lemos and co-workers demonstrated,
objects that are not even transparent to the light that is used for
imaging on the camera can be observed by illuminating them
with light, which is not detected and to which the camera not
even needs to be sensitive.
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Figure 5. Experimental setup for imaging with undetected photons (top).
Intensity image (bottom): constructive and destructive interference im-
ages taken at the outputs of the beamsplitter (BS) when placing the object
O between dichroic mirrors D1 and D2. Reproduced with permission.[5]

Copyright 2014, Springer Nature.

As previously mentioned, this interference-based imag-
ing configuration offers interesting applications since non-
degenerate SPDC allows the generation of photon pairs with ex-
treme wavelength difference. This way, photons in the VIS range
and their partners in the deepUVor THz range can be harnessed.
Si-based VIS detection is highly efficient, reliable and economic.
Since this does not apply for UV or THz detection, quantum
imaging via a nonlinear (Mandel) interferometer can be used to
overcome this issue. In particular, for the UV range one can find
applications beyond physics, for instance in biology, metrology,
and lab-on-chip lithography. These applications would not only
benefit from the enhanced detection efficiency of the VIS detec-
tors but also from the minimum photon dose to not damage bi-
ological samples or to be classified as eye-safe technology.
However, current setups based on induced coherence are

purely academic so far. To be applicable, for example, inside a life
science laboratory, the SNR needs to bemaximized[66] and system
integration is necessary. A more compact and stable configura-
tion is possible by utilizing one crystal only, which is pumped by
the same laser from two sides.[67] Single frequency pumping is
beneficial in any case to guarantee a high degree of correlation be-
tween the generated signal and idler pairs. Moreover, harnessing
only a single crystal additionally circumvents the issue of reduced
contrast caused by partial distinguishability of the two crystals.
This could be an essential step for an actual device development
for this kind of quantum imaging.
We would like to mention a possible extension of this

scheme by employing multiphoton events. The general SPDC
state is known as two-mode squeezed vacuum and includes
higher-order pair emission.[68,69] Applying a SPDC process

with sufficient strong pump (but still within the spontaneous
regime) or with a pulsed pump to have non-negligible higher-
order pair events—most likely pairs of pairs—will lead to have
single photons as well as pairs in the signal and idler beams,
respectively. In addition, the usage of photon number resolving
detectors (see Section 6.2) allows to select measurement events
only caused by pairs (in the signal beam, so no coincidence
measurements). The advantage of such photon pair states in
signal and idler beam is the same as for N00N state microscopy
(see Section 5.2). Both approaches are based on the interference
of N photons going one or another way. An object with phase
function γ (x, y) in one of the arms causes a phase shift of
N × γ (x, y) for this particular path possibility. Hence, one can
achieve an enhanced phase sensitivity and accuracy below the
shot noise limit. As difference, in the quantum imaging scheme
based on induced coherence the actual detection is performed
with the corresponding partner photon pair. Despite the fact that
most likely N = 2 it can already enhance the sensitivity of the
quantum imaging scheme with undetected photons.
Recently it was also reported how methods of classical opti-

cal coherence tomography may be translated to new wavelength
regimes using the effect of induced coherence. In ref. [70], Valles
et al. used induced coherence in conjunction with frequency-
entangled photons to achieve axial sectioning of a partially reflec-
tive specimen. The approach is particularly intriguing for section-
ing bio specimens, where it could enable deeper penetration into
samples due to longer wavelength probe photons.

3.3. Quantum Spectroscopy

As it was previously introduced, photons generated in SPDC pro-
cesses are entangled in frequency since energy conservation has
to be fulfilled during the process (see Equation (2)) and the sig-
nal and idler wavelengths can be very different. Hence, adopting
the induced coherence approach as discussed previously, quan-
tum spectroscopy in technically hardly accessible spectral ranges
with detectors for the visible (VIS) spectral range becomes pos-
sible, leading to higher quantum efficiencies, lower noise levels,
and reduced cost.
This spectroscopy approach is most interesting in the Mid-IR

to THz spectral range, where many molecules have their spec-
troscopic fingerprints. Albeit light sources are available for such
wavelengths, detectors to cover the Mid-IR to THz regime suffer
from noise, are expensive, or do not even exist.
A first experimental realization of SPDC-based spectroscopy

was demonstrated by Kalashnikov and co-workers in 2016,[6] a
sketch of their experiment is shown in Figure 6a. To realize their
nonlinear interferometer, they employ two nonlinear crystals for
SPDC in a row, which both are pumped by the same laser beam.
They generate photon pairs with signal photons in the VIS spec-
tral range and idler photons in the Mid-IR. The analyzed gas
is between the two nonlinear crystals, so that both signal and
idler generated in the first crystal are transmitted through the
gas before interfering with the signal and idler photons in the
second crystal. However, the gas needs to be completely trans-
parent for both the signal and pump wavelengths. In this case,
as described before, the transmittance of the gas for the idler
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Figure 6. a) Quantum spectroscopy experimental setup presented by
Kalashnikov et al.[6] b) Measured 2D interferogram with a single spectral
component plotted in the inset. a,b) Reproduced with permission.[6] Copy-
right 2016, Springer Nature.

wavelength influences the visibility of interferences between sig-
nal photons generated in both nonlinear crystals. For the mea-
surement, an imaging spectrometer is employed. An example
for a measured 2D interferogram, measured in the VIS spec-
tral range, is depicted in Figure 6b, where also the correspond-
ing idler wavelengths in the Mid-IR are indicated. The fringes in
the vertical direction stem from interference of different spatial
modes emitted by both crystals under different angles. A theoret-
ical fit of this interference pattern yields both transmission and
phase shift due to the medium under test. Hence, this nonlinear
interferometer can be applied to simultaneously measure the re-
fractive index and absorption of a medium in the Mid-IR range
with VIS equipment. This technique provides a direct measure-
ment, does not suffer from losses because of water vapor absorp-
tion and has an accuracy of (5× 10−6) in determination of CO2

refractive index comparable with state-of-the-art IR methods. Re-
cently, a similar experiment has been demonstrated that avoided
using a monochromator by directly imaging the diffraction pat-
tern on a camera and using a single SPDC source with narrow
emission spectrum[71] which was pumped from both sides. For
changing the wavelength, the phasematching condition of the
SPDC crystals was changed by rotating the crystal. Due to a more

efficient use of the generated photons, this method provides an
improved SNR. The spectral resolution of the system is now lim-
ited by the SPDC linewidth instead of the spectrometer, meaning
that it can be controlled by the length of the used crystals.
Fully integrated spectroscopy based on SPDC can in principle

also be realized, as has recently been conceptually suggested in a
lithium niobate waveguide.[72] Integration in waveguides, where
the interaction with the medium under test can be achieved via
evanescent fields or coupling to adjacent liquid channels, would
provide ultimate stability and miniaturization.

4. Correlation-Based Quantum Imaging

The imaging and spectroscopy schemes discussed up to now
were based on detection of only one photon of the pair generated
by SPDC, where the second photon is used to mediate the inter-
ference between the different possible origins of photon pairs.
Imaging schemes in which still only one photon interacts with
the sample but both are detected will be the topic of this section.
Here, the formation of the measured image is due to the spatial
correlation between the two photons of a pair.

4.1. Quantum Ghost Imaging

The best known among such imaging schemes is the quantum
ghost imaging (QGI), principle of which is schematically de-
picted in Figure 7a. Here, the two photons of a correlated photon
pair generated by SPDC are split into two separate beams. One
of these beams, for example, the signal, is used to illuminate the
object, the transmitted signal photons are subsequently detected
using a so-called bucket detector. The idler beam, on the other
hand, is characterized by a spatially resolving single-photon de-
tector, which can be either implemented using an array detector
or a single scanning detector. Both detectors on their own cannot
generate an image of the object, as one of them does not receive
any spatial information, the other does not receive information
about the object. However, the image appears in the correlation
signal of the two measurements. This imaging scheme uses the
fact that the photons of a pair appear always perfectly correlated
in time and ideally also in space, as discussed in Section 2. Thus,
themeasurement of the position of the idler photon with the spa-
tially resolving detector is sufficient to determine the position of
the signal photon on the object, while measuring the transmitted
photons statistics eventually will lead to an estimate of the object
transmission at that position.
Many properties of this simple scheme can bemore intuitively

understood using the Klyshko picture,[73] where the nonlinear
crystal that generates the photons is thought of as a linear mir-
ror that reflects photons originating from a point source at the
position of the bucket detector toward the camera, as shown in
Figure 7b. In the unfolded version of this scheme, the upper arm
in the sketch is folded around the plane of the nonlinear crys-
tal/mirror, which then acts simply as an additional aperture.
Ghost imaging (GI) can be also realized with thermal light or

coherent light modulated spatially in a suitable way. Here, the
fluctuating beam is split using a beam splitter and the sample is
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Figure 7. a) Sketch of quantumghost imaging. Photon pairs are generated
by spontaneous parametric downconversion (SPDC) in a nonlinear optical
crystal pumped by a laser; the signal and idler photons are subsequently
separated. The idler photons are imaged onto a spatially resolving single-
photon detector without interacting with an object. The signal photons are
imaged onto the object and, after transmission, collected with a bucket
detector. The image can be obtained by correlating the measurements of
both detectors. b) Klyshko representation of the imaging scheme depicted
in (a), where the bucket detector and the nonlinear crystal are replaced
by a point light source and a mirror, respectively. This representation can
serve as an intuitive guide in determining the properties of quantum ghost
imaging.

again placed in one arm with a bucket detector, whereas spatially
resolved detection takes place in the second arm of the measure-
ment device.[74,75] In a sense, using correlated photon pairs is just
a specific way to implement the spatial modulation needed to es-
tablish spatial correlation between the two measurement arms.
In principle, each GI scheme that can be implemented with pho-
ton pairs may thus be realized also with classical light. However,
due to the fundamentally different statistical properties of coher-
ent and thermal light on one side and photon pairs, that is, num-
ber states, on the other side, differences in the SNR of the ob-
tained images appear[76] which point to a fundamental advantage
in using photon pairs in this respect. Here, we will concentrate
on the works that discuss QGI with photon pairs.
The first detection scheme of this type was realized using

only diffraction and hence was dubbed ghost diffraction (GD).[77]

Here, no imaging optics was used as shown in the sketch of the
experiment in Figure 8, the object was simply placed in one of the
separated photon beams, while the bucket detector D1was placed
behind a small aperture, thus measuring only photons in a spe-
cific spatialmode. This aperture is crucial for the formation of the
diffraction pattern in the measured coincidences, as collection
of multiple modes leads to immediate blurring of the measured
diffraction pattern.[78] Essentially, as can be understood using the

Klyshko picture, this effect corresponds to classical diffraction,
where one coherentmode is needed for illumination of the object
in order to generate a diffraction pattern. Widening the aperture
in GDwould correspond to using a spatially extended incoherent
light source in the classical representation, thus washing out the
interference. The GDmethod was also applied tomeasure phase-
only objects,[79] as they also produce a notable diffraction pattern.
QGIwas first implemented in 1995[80] by adding just one imag-

ing lens to the original GD setup. The placement of the lens is
ruled by a modified Gaussian lens equation. In the Klyshko rep-
resentation of the experiment, this lens needs to be placed in a
way to image the object onto the detector.
The experiments described up to now obtained spatial reso-

lution by scanning a single photon detector across the positions
to be measured and collecting correlation counts for a fixed time
at each point. Experiments involving arrayed detectors where
performed only after intensified CCD (iCCD) cameras became
available, which provided sufficient detection efficiency of a few
ten percent and temporal discrimination to perform correlation
measurements. The latter was achieved by triggering the image
intensifier with the detection signal from the bucket detector,
images where obtained by integrating many intensifier frames
in one CCD readout.[81–83]

A related approach was realized by imaging both the signal
beam transmitted through the object and the idler beam on
two separated areas of the same CCD-sensor[10,84,85] as shown in
Figure 9. Here, instead of sequentially measuring each photon
pair, the camera records both the spatial distribution of the
signal photons that passed through the sample and the spatial
distribution of the idler photons. The latter can be used to
normalize the measured transmission image, thus obtaining a
faithful image of the object.
It could be experimentally shown that this imaging scheme,

implemented with high-efficiency EMCCD cameras, can sur-
pass the classical noise limit and can perform subshot noise
imaging.[10,84,85] This capability is due to the perfect correlation
between signal and idler photons, which ensures that they share
exactly the same statistics. This advantage is in principle also
possible in QGI using single-photon correlation measurements,
which has been discussed theoretically already very early.[86,87]

However, experimentally it was up to now only realized in spec-
troscopy experiments with only one spatial mode.[88,89] It was also
shown experimentally, that this advantage is only possible in QGI
and cannot be realized in similar ghost imaging schemes with
classical light sources.[74,90] The advantage of QGI with respect
to classical GI is largest for small illumination levels,[76] where
the classical Poissonian statistics yields a large relative uncer-
tainty, and for high detection efficiency and low absorption in the
sample, that do not introduce Poissonian uncertainty outweigh-
ing this advantage. Thus, QGI seems to be especially suitable
for imaging objects that are very sensitive to illumination, as it
can extract a maximum of information from each photon pass-
ing the object. This may be especially valuable for short wave-
lengths, were samples under test can easily be modified or dam-
aged by light. Furthermore, it can be used to detect objects in the
presence of background light of similar or larger intensity than
the quantum light beam used to probe the object.[85,91–93] As was
shown recently, the needed illumination level for reaching a cer-
tain SNR can be further reduced when placing the object in one
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Figure 8. a) Sketch of the experimental setup for the implementation of ghost diffraction. b) Measured diffraction pattern obtained by correlating the
single-photon counts detected by the fixed detector D1, which is placed behind an aperture and detects signal photons transmitted by the sample, and
the moving detector D2, which detects the idler photons. a,b) Reproduced with permission.[77] Copyright 1995, American Physical Society.

Figure 9. Scheme of subshot noise imaging, where signal and idler photons are separated into two beams, one of which is transmitted through the
object, and both of which are detected by a CCD camera. Reproduced with permission.[84] Copyright 2010, Springer Nature.

arm of a linear interferometer, which is passed by only the sig-
nal photons.[94] The object disturbs the interference, leading to a
measurable signal. The lower number of photons needed to in-
teract with the object is due to the fact that also photons passing
the interferometer in the arm without the object will contribute
to the measured information.
Using two paired photons to measure an image also entails

the possibility that they can have different wavelengths, which in

general can be easily achieved in photon-pair generation using
SPDC. QGI with two different wavelengths has been demon-
strated theoretically and experimentally,[4,95–97] showing that the
sample under test can be imaged in wavelength ranges for which
no imaging detector is available. For instance, in ref. [97], photon
pairs with one photon in the visible spectral range and one pho-
ton in the near-infrared (NIR) at 1.5 µm wavelength were used.
The NIR photon was impinging on a sample and measured with
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a single bucket detector, whereas the visible photon was char-
acterized by a camera without interacting with the sample. The
measured image was determined by the sample properties in
the NIR. In contrast to imaging with undetected photons as de-
scribed before, in QGI for each used wavelength at least a single
bucket detector needs to be available. On the other hand, the ad-
vantage in terms of the achievable SNR becomes available only in
this case.
An intriguing question is that for the spatial resolution achiev-

able in QGI, especially in the case of non-degenerate photon
pairs. Early demonstrations of QGI with degenerate photon pairs
seemed to demonstrate an enhanced resolution with respect to
classical imaging using the wavelength of the photon pairs.[98]

However, theoretical works concluded, that the resolution cannot
be better than the one given by the wavelength of the photon pair,
and is usually worse due to finite-sized pump beams and crystal
lengths,[99,100] which was recently shown also experimentally.[101]

This can be intuitively understood in the Klyshko representation,
where the pumped nonlinear crystal is just another aperture,
which can influence the resolution only by degrading it. The
same result was obtained for QGI with non-degenerate photon
pairs,[3,95] although a higher field of view without degradation of
the resolution was shown.[4,102] However, for ghost diffraction,
it was predicted that for strongly non-degenerate photon pairs,
diffraction from periodic structures can be measured, which
period is much below the wavelength of the idler photons it
interacts with, but is larger than that of the signal photons that
are detected by the spatially resolving detector.[103]

4.2. Quantum Ghost Spectroscopy

The basic principle of ghost imaging, namely using two corre-
lated beams of light to perform measurements, can be extended
to obtain different properties than the spatial distribution of a 2D
object, which in QGI becomes possible due the the correlation in
the “birthplace” of signal and idler photons of a pair. In addition,
also the spectral properties can be determined using quantum
ghost spectroscopy (QGS). Here, the fact is used that due to en-
ergy conservation the frequencies of signal and idler photons are
strictly anticorrelated, as the sum of signal and idler photon en-
ergies has to be equal to the energy of a pump photon.
This was first implemented using degenerate photon pairs

in the visible spectral range.[104–106] In these experiments, spec-
trally broadband photon pairs were generated into a single spa-
tial mode and separated into signal and idler beams. The sample
was placed in one beam, the transmitted photons were measured
using a single detector. Spectral resolution was obtained by filter-
ing the second beam with a tunable monochromator in front of
the second detector, whose measurements were correlated with
themeasurements of the first detector. The number of the coinci-
dences as a function of the frequency selected by the monochro-
mator is proportional to the transmission of the sample at the
frequency of the idler photon, R(ωs ) ≈ T (ωi = ωp − ωs ). This
way, by scanning the spectral range of the signal arm with the
monochromator, the spectral properties of the sample can be an-
alyzed. Again, two different spectral ranges could be used for sig-
nal and idler,[107,108] hence, with a monochromator and detector

Figure 10. Sketch of the setup for quantum ghost spectroscopy. Pho-
ton pairs with large spectral bandwidths are generated by three cas-
caded BBO crystals. The signal photons are analyzed with a single-
photon-sensitive spectrometer; the idler photons transmit through the
object and are detected by a single-photon detector without spec-
tral resolution. The spectrum can only be obtained by correlating the
measurements of both detectors. b) Measured spectrum of plasmonic
nanoparticles with a resonance round 800 nm. a,b) Reproduced un-
der the terms of the CC-BY Creative Commons Attribution 3.0 License.
(https://creativecommons.org/licenses/by/3.0/).[109] Copyright 2014, The
Authors, published by American Physical Society.

optimized for one spectral range, a wide range of spectroscopic
applications can be addressed.
One advantage of using correlated photon pairs, namely the in-

creased signal-to-noise level, has been used extensively in QGS.
Using correlations also enables measurements that are more ro-
bust against external noise whichmay be present in themeasure-
ment system due to, for example, stray light, as this will not lead
to correlation counts. Kalashnikov and co-workers in 2014[109]

successfully showed QGS under very noisy conditions, while
a comparable conventional spectroscopy approach failed (see
Figure 10). The ratio of the SNR for conventional spectroscopy
and QGS is

SNRQ

SNRT
= ηi

Ni�t
(12)

where SNRT and SNRQ are the conventional and QGS SNR,
respectively. ηi is the detection efficiency for the idler channel,
Ni is the number of noise photocounts of the idler arm APD
and �t is the coincidence window of the coincidence circuit. As
Equation (12) shows, the SNRQ advantage is improving with
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high detection efficiency, low-noise detectors in the idler path,
and narrow coincidence time windows.

4.3. Applications and Challenges

As discussed before, the fundamental advantage ofQGI andQGS
is that the SNR of a measurement can be better than achievable
with classical light. This can be used in two different application
cases. First, it allows to measure with comparable SNR to clas-
sical techniques while using a lower amount of photons. This
is relevant for objects that are sensitive to light, for example, in
the biological and life sciences. It can be especially useful when
measuring at short wavelengths, especially in the UV spectral
range and below, where classical GI was already demonstrated
for X-rays.[110,111] The number of needed photons may be fur-
ther reduced by using techniques as compressed sensing,[82,112]

which faithfully reconstruct images from an incomplete amount
of measured information. In the second application, the better
SNR of QGI and QGS is used to enhance measurements in envi-
ronments inducing noise, for example, due to scattering.[113] Us-
ing such measurement approach could improve imaging over
long distances through moving atmospheres or fog as well as
imaging through tissue.
Furthermore, QGI offers other practical advantages that stem

from the fact that the two photons could be used for independent
measurements, although only one interacts with the sample.
Thismeans, in principle two different types of information can be
obtained simultaneously, thus maximizing the gained amount of
information from the available photons. For instance, the bucket
detector in QGI could be replaced by a spectrally resolving detec-
tor array, which would enable to obtain multispectral ghost im-
ages, thus combining the discussed techniques of QGI and QSI.
Another approach is the so-called plenoptic GI, in which the sin-
gle detector of conventional GI is replaced by another spatially
resolving detector that monitors the spatial spectrum of the sig-
nal photons passing the object.[114,115] Thus, the 3D geometry of
an object can be obtained. This scheme has been experimentally
demonstrated with a classical light source[116] and holds promise
for the realization of low-illumination-power 3D imaging. These
approaches offer the advantage that, if suitable detectors are avail-
able, they simultaneously can achieve a high resolution in both
the spatial and the spectral/spatiospectral domain without sacri-
ficing photons by filtering or enlarging the needed bandwidth.
For example, in classical multispectral imaging, either a narrow
spectral filter is employed for each wavelength channel, thus ab-
sorbing the other spectral components, or a large number of im-
ages are taken simultaneously, necessitating a large number of
detectors. In QGI, two detectors measuring in the needed do-
mains are sufficient and no filtering is needed.
In addition to measuring two different types of information

simultaneously, the correlations in different degrees of freedom
present in photon pairs can be also used together, for example,
to transmit images through single-mode fibers.[117] In this exper-
iment, broadband idler photons where dispersed spatially in a
way, that each position on the object was illuminated with a dif-
ferent spectral component. After reflection from the object, all
spectral components were coupled to a single mode fiber and
transmitted to the bucket detector. Due to dispersion the differ-

ent spectral components had different arrival times, which could
then be mapped onto the spatial positions on the object using
correlation measurements with a single detector measuring the
signal photons.
Although the discussed approaches for QGI and QGS have

fundamental advantages over classical measurement techniques
and could be envisioned in a number of applications, several tech-
nological challenges remain before a full assessment of the appli-
cability can be made. These challenges are to experimentally re-
alize the fundamental advantage of better SNR and doing so in a
way that is suitable for applications. To realize the increased SNR,
the main necessity are detectors with quantum efficiencies close
to unity in the needed spectral regions and the ability for a very
fast gating. Whereas for the visible and near-infrared fast single-
photon detectors with efficiencies close to 0.9 are available, for
other spectral regions of interest the efficiencies are much lower.
Evenmore development is needed for suitable cameras, although
they ideally have to detect only in the visible spectral region.Here,
there currently is no solution which combines high quantum ef-
ficiency and fast gating.
To apply QGI and QSI, also sources in the addressed spectral

ranges are needed, which should provide a large number of spa-
tial or spectral modes to enable a high resolution in the respective
domain. Furthermore, measurement times have to be reduced
from the now needed minutes or even hours to obtain one im-
age down to the second range. To achieve this, the sources have
to be optimized for generating more photon pairs. Additionally,
detection as well as correlation electronics must be fast enough
the handle correlation rates of several MHz.
Finally, cameras not only enabling fast gating but being able to

perform photon timing are needed to rid optical setups for QGI
from the up-to-now needed imaging delay lines. Only then, com-
pact measurement devices reminiscent of conventional micro-
scopes but employing QGI seem feasible. Subshot noise imag-
ing, where both photons are measured using conventional CCD
sensors, was already implemented in a microscope.[10]

5. Entanglement-Based Quantum Imaging

As seen in the previous sections, already the interaction of one
photon of a photon pair with the sample can lead to intriguing
physics and sophisticated applications. However, entanglement,
probably the most unique feature of quantum mechanics, is in
general not used. It can only be harnessed when both photons of
the used pairs interact with an object.[118] The advantage of using
entanglement can be further enhanced when using non-classical
states of more than two photons. One interesting class of states
with two or more photons are the so-called N00N states,[119]

N-partite entangled states where one mode is occupied by N
photons, whereas the other is in vacuum or vice versa. Those
states will play a central role in the second part of this section,
whereas we focus on a multiphoton microscopy approach at
the beginning.

5.1. Photon Pair Fluorescence Microscopy

Fluorescence microscopy is one of the major tools in the
area of life science. Harnessing autofluorescence of several
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Figure 11. Jablonski energy diagram. A single photon with sufficient en-
ergy can be absorbed and by a molecule and excites it from the electronic
ground state S0 to the first excited electronic ground state S1. After an
internal conversion (non-radiative decay) toward the vibrational ground
level within S1 a fluorescence photon is emitted at lower energy. The same
process can be driven by absorbing two photons simultaneously with suf-
ficient energy in sum.

molecules or labeling functional cell parts with fluorophores
allowed completely new perspectives in bio-medical research
and diagnostics.[120,121] Extending it to confocal laser scanning
microscopy enabled significantly enhanced image quality in
terms of axial resolution and reduction of out of focus light.[122]

Figure 11 sketches the energy (Jablonski) diagram of the fluo-
rescence process. Light with sufficient energy excites a molecule
from the electronic ground state to the first excited electronic
state. After relaxation to the vibrational ground level within
the excited electronic state, fluorescence emission at longer
wavelength than the excitation is observed with a typical lifetime
in the range of nanoseconds. The excitation can also be realized
by a multiphoton absorption process as shown in Figure 11. In
practice this is often realized by two-photon absorption using
photons at twice the wavelength needed for the transition. Using

multiphoton fluorescence has several advantages compared to
single-photon fluorescence microscopy. First, light with lower
energy can penetrate deeper into tissue. Second, it is intrin-
sically confocal, since only in the focal volume, the nonlinear
two-photon absorption takes place, such that spatial filtering is
obsolete. Moreover, it allows an even smaller active focal region,
enhancing the axial resolution and further reducing background
light compared to confocal fluorescence microscopy.[123] As a
disadvantage, ultra-short laser pulses need to be employed in
order to drive the excitation and the fluorescence quadratically
depends on the excitation intensity.
In 1997, Teich and Saleh made a very auspicious proposal

how to overcome the above mentioned drawbacks of two-photon
fluorescence microscopy (TPFM) by exploiting entangled photon
pairs.[14] Signal and idler photon pairs from SPDC are generated
at the same time. Sending such pairs to fluorophores can lead to
two-photon absorption and subsequent fluorescence. Figure 12
shows the principal experimental setting envisioned in ref.
[14]. This approach promises several advantages compared to
the classical case: i) The operation in the single photon regime
minimizes phototoxicity and photobleaching, which renders this
method ideal for biochemical photosensitive samples. ii) In this
quantum scenario, the two-photon absorption rate, and thus,
the fluorescence intensity, scales linearly with the incoming
photon flux. iii) While in the classical regime laser-power
fluctuations lead to a varying active absorption region, photon
pair fluorescence microscopy is independent from that. iv) The
implementation can entirely rely on cw laser sources avoiding
the deployment of expensive pulsed laser systems. Furthermore,
it allows a much more compact design with smaller footprint
and at lower costs. v) Since signal and idler photons are spectrally
anticorrelated, the linewidth of their sum is given by the pump
laser, samples with narrow two-photon absorption spectra can
be investigated very efficiently.
Naturally, the question arises why there is no quantum version

of a laser-scanning microscope yet, utilizing photon-pair absorp-
tion. The major issue is photon loss in the sample together with
fairly small photon-pair rates. While in the classical case pho-
tons are absorbed according to Lambert’s law with an absorp-
tion coefficient γ , a photon pair is absorbed at rate γ 2. This is
due to the fact that if either of the two photons is annihilated,

Figure 12. Photon-pair fluorescence microscopy. Photon pairs are generated by spontaneous parametric downconversion in a nonlinear crystal. Each
of the twin beams is than steered into the sample. In the volume of spatial (and time) overlap linearly responding photon-pair absorption drives the
fluorescence. Reproduced with permission.[14] Copyright 1997, Fizikalni Ustav Akademie Ved Ceske Republiky.
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the partner photon cannot be used and the whole photon pair is
lost. Hence, the penetration depth into tissue is reduced by a fac-
tor of 1/γ . Nevertheless, since the initial proposal several exper-
iments in this direction had been carried out successfully.[124–128]

Yet, all of them suffer from the rather low pair generation rate
in the BBO crystals used for photon-pair generation. However,
photon pair sources based on SPDC in periodically poled crys-
tals (e.g., ppKTP) not only allow a broader variety in wavelength
selection but also tremendously enhance the photon pair rate
to 1× 106 counts per mW pump power,[59,129] which can be
further increased by at least an order of magnitude by employ-
ing waveguide structures within the periodically poled non-linear
crystals.[130,131]

As one can see, newly developed SPDC sources enable fairly
high photon pair rates that are sufficient to enable photon pair
fluorescence microscopy, in particular in combination with an
intense pump laser.[132,133] One of the main obstacles in the way
for implementation clearly is the dispersion control of the signal
and idler photons, which is needed to ensure their simultane-
ous arrival in the sample. Dispersion control becomes evenmore
crucial when taking the broad individual spectra of signal and
idler into account, which is necessary for a sufficient high pair
rate. Naturally, an open task remains for the integration of such
sources in order to provide stable turn-key photon pair sources
at small footprint and to implement a specific microscopic de-
sign and demonstrate its feasibility for biomedical imaging. A
first benchmarking test will be the clear demonstration of the lin-
ear response in an actual fluorescent biomarker.

5.2. Quantum Interference Microscopy

As we already saw in Section 3, interferometric structures can be
applied in the quantum domain for imaging and spectroscopy.
One of the key usages of interferometers is sensing. To this end,
let us briefly recapitulate the working principle of the MZI in
case of classical laser light. An incoming laser beam will be co-
herently split at a 50:50 beam splitter. If the MZI is balanced,
both beams travel exactly the same optical path length and inter-
fere at a second 50:50 beam splitter. One of the output port stays
dark due to destructive interference, the other one contains all
the emerging light. Making the MZI imbalanced by introducing
a longer optical path in one of the arms, for example, by inserting
a phase object with a phase delay θ , both output ports will con-
tain light with the intensity ≈ cos2 θ and ≈ sin2 θ , respectively.
This way, a MZI can be applied for measuring path length differ-
ences, for example, caused by a substance with a specific density
in the beam path. In doing so, the measurement uncertainty of
the phase θ is given by�θ = 1/

√
n̄| sin θ |, where n̄ is the average

number of photons, which is directional proportional to the laser
intensity.[7,9] It is bounded by the shot-noise limit �θSQL = 1/

√
n̄

for θ equal to oddmultiples ofπ/2. This limit is also known as the
standard quantum limit. The same approach holds true when ex-
ploiting M single photons (Fock states) instead of coherent laser
light; intensities are replaced by probabilities and n̄ = M.
However, as shown below, this is not the minimum precision

in phase estimation that is achievable. To this end, let us elabo-
rate on the scenario, where the MZI is fed by two indistinguish-

able photons—one in each input port of the first beam splitter.
Hence, the input state reads as |1, 1〉. Due to the Hong–Ou–
Mandel (HOM) effect,[134] the state after the first beam splitter
will be (|2, 0〉 + |0, 2〉)/√2. This means, both photons travel ei-
ther the upper path in the MZI or the lower one. Due to this co-
herent superposition, a phase difference θ between the two path
possibilities can be registered from coincidence measurements
of the two output ports, as shown in Figure 13. At this point, the
coincidence rate is proportional to ≈ cos2(2θ ) allowing measur-
ing with a higher sensitivity compared to the scenario with sin-
gle photons or coherent laser light. This was shown experimen-
tally in ref. [135] using an interferometer with two SPDC crys-
tals, one in each arm, that were coherently pumped by a pump
laser split on the initial beam splitter. A natural generalization
would be interferometry with N photons taking either the upper
path or the lower. Along these lines, a phase shift θ would yield
the N00N state (|N, 0〉 + eiNθ |0, N〉)/√2. Accordingly, the sen-
sitivity would be further enhanced. Moreover, the measurement
uncertainty is given by the Heisenberg limit (n̄ = N)

�θHL = 1
n̄

= 1√
n̄

�θSQL (13)

which improves on the shot noise limit by a factor of 1/
√
n̄.

This approach has many potential use cases, as interferom-
etry can be performed below the shot noise limit, which has
applications in ultraprecised measurement systems as, for ex-
ample, gravitational wave detection systems.[11–13,136] Further-
more, N00N state lithography promises smaller andmore precise
nanostructures.[137] But as appealing this concept is, it has some
severe practical limitations. Generating N00N states with N > 2
is a highly challenging task and today’s limit is at N = 7.[119] Keep-
ing this inmind one can directly compare the performance of the
laser MZI with the quantum MZI.
As we saw above, in the quantum MZI the average photon

number is at today’s maximum n̄ = N ≤ 7, whereas in the clas-
sical laser MZI, the average photon number is determined by the
laser intensity and thus, can be very high. Exactly for that reason,
we do only see application of N00N state interferometry when the
state preparation can be realized with sufficiently large number
of photons.
Nevertheless, it is worth to mention another application of

N00N states in form of an entanglement-enhanced microscope
as presented by Ono et al.,[138] schematically depicted in Fig-
ure 14. There, polarization N00N states were employed for dif-
ferential interference contrast microscopy. The state was gener-
ated via two crossed type-I phasematched BBO crystals pumped
at 405 nm. After passing through a calcite beam displacer, the
following quantum state was realized: both photons are either in
spatial mode a with horizontal polarization or in spatial mode b
with vertical polarization (see Figure 14). A SNR enhanced by a
factor of 1.35± 0.12 was demonstrated for a given average pho-
ton number of n̄ = N = 2. A similar work by Israel et al. demon-
strated the feasibility for N = 3.[139] However, while both schemes
are beautiful proof-of-principle experiments they are limited by
N ≤ 3. The obtained SNR benefit will be of limited significance
for many applications, albeit the increased sensitivity allows the
investigation of samples with very low differential contrast.
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Figure 13. Mach–Zehnder interferometer with N00N states. Two indistinguishable photons impinge on a first beam splitter, one in each port, and are
transferred into a N00N state according to the Hong–Ou–Mandel effect.[134] Coincidence measurements of the output ports of the second beam splitter
oscillate at 2q , when q is the path-length difference between the interferometer arms.

Figure 14. Entanglement-enhanced microscope. Polarization N00N states are utilized to implement a polarization differential-interference microscope.
PP = phase plate and PBS = polarizing beam splitter. Opposite linear polarization states are shown by the blue and red beam, respectively. Reproduced
with permission.[138] Copyright 2013, Springer Nature.

As a concluding remark, we would like to mention also an-
other, closely related line of research that makes use of two-
photon interference. When two identical photons impinge si-
multaneously on a beam splitter, they both leave the beam split-
ter through a common output port, resoluting in a characteris-
tic HOM dip in the coincidence count rate. The HOM effect[134]

can be used to measure optical delays between different paths, as
was already noted in the seminal 1987 paper by Hong, Ou, and
Mandel. This feature lies at the heart of what has now become
known as HOM interferometry and was recently used in a series
of HOM-based time delay sensors with a wide dynamic range[140]

and novel protocols such as quantum optical coherence tomog-
raphy (QOCT).[141]

6. Quantum Imaging Device Development

6.1. Source Development

Quantum light sources are continuously advancing and devices
such as single-photon emitters and entangled photon pair
sources may now be considered standard tools in quantum
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optics laboratories around the world. Nevertheless, they are still
predominantly bulky optical setups which are generously dimen-
sioned to allow for easy addition of optical components and often
feature redundant degrees of freedom for performance opti-
mization. This comes at the cost of reduced reliability and makes
constant performance monitoring and maintenance an absolute
necessity. Much like in the early days of laser research, users re-
quire expert knowledge of the particular sources’ inner workings
to ensure reliable operation. For quantum light source to find
wide-range application in the fields of biology and medical imag-
ing, it will be necessary to advance from proof-of-concept demon-
strators to compact, cost-efficient devices with reliable turn-key
operation, comparable to present-day commercial laser systems.
Some of the main engineering challenges toward this vision

include miniaturization of sources and the elimination of redun-
dant degrees of freedom to facilitate improved long-term perfor-
mance stability, as well as standardized interfaces that will allow
for modular integration into microscopy systems. For such ap-
plications to be commercially viable, it will also be necessary to
reduce the number, cost, and complexity of optical components
required to build the source and to develop scalable manufactur-
ing procedures. In this context, recent progress toward fully inte-
grated quantum photonic platforms, promising fully integrated
solutions, could play an important role.[142–145]

To generally boost their optical performance, researchers are
continuously improving quantum sources respect to every possi-
ble degree of freedom: broadening the range of accessible wave-
lengths, increasing photon yield, engineering quantum states
with desirable spectral and spatial properties at near perfect state
fidelity, as well as tailored photon number distributions.
The development of nonlinear crystals with a large aperture

is a key requirement toward high-resolution quantum imag-
ing applications.[44] Furthermore, since the crystal length affects
the spatial correlations of biphotons, these crystals should be
of limited thickness.[2] Hence, to achieve a significant photon
flux, the crystals must thus also exhibit a large nonlinearity. At
present, aperture sizes for commercially available periodically
poled nonlinear crystals are approximately 1–2 mm.[59,129] Engi-
neering uniform periodically poled nonlinear crystals with signif-
icantly larger apertures is a key challenge. To this end, recent re-
ports on high optical nonlinearities in few-layer and even mono-
layer crystals also indicate a promising line of future research.[146]

With regards to operational wavelength ranges, we must dis-
tinguish between the requirements for two main types of imag-
ing schemes: those that require photons to be generated at a sin-
gle operational wavelength (e.g., NOON state microscopy) and
those that allow for, or even require, non-identical wavelengths
of photons (e.g., imaging with undetected photons, ghost imag-
ing).
In the case of NOON state microscopy, for example, short-

wavelength PDC sources are beneficial as they maximize optical
path length sensitivity. However, the majority of efficient PDC
sources demonstrated to date generate photons in the near in-
frared, as required for low-loss transmission via long-distance
communication channels in free space and fiber. Operation in the
visible wavelength range usually involves nonlinear frequency
conversion.[147] While first pair sources at wavelengths around
532 nm have already been demonstrated, the pair generation effi-
ciency that are still prohibitively low for many applications. This

is, in part, due to the fact that the short pump wavelengths re-
quired to produce photon pairs at such short wavelengths are be-
low the absorption edge of many commonly used nonlinear ma-
terials. As outlined in the introductory sections, the majority of
efficient SPDC sources demonstrated to date are based on quasi-
phase matching in periodically poled ferroelectric crystals and
waveguides (KTP, LN) which are not transparent at pump wave-
lengths less than≈350 nm. Ongoing research into novel nonlin-
ear materials as well as efficient cavity-enhanced frequency con-
version schemes would extend the range of wavelengths accessi-
ble via SPDC, and with it the scope of potential applications.
Arguably the most significant ongoing challenge with regards

to quantum microscopy relates to the generation of higher-
order NOON states. While such states may be generated via
interference of quantum states and coherent light on a beam
splitter,[148] improvements in the total emission numbers are still
required. Moreover, in the long run, it seems likely that the need
for deterministic photon guns in quantum computation and
quantum networks will also drive development of deterministic
Fock state emitters suitable for quantum imaging, such as
quantum dots, solid state emitters, atomic ensembles, or single
atoms and ions.
With regards to quantum imaging with undetected pho-

tons, it can be desirable to produce signal and idler fields at
significantly different wavelengths. In particular, a number of
applications would benefit from extending the lower-energy
(idler) photon into the mid-IR. Typical nonlinear materials,
such as LN and KTP, provide access to SPDC wavelengths
from ultraviolet to near infrared. SPDC in bulk ppLN[6] as well
as ppLN waveguides[149] have already been used to generate
non-degenerate wavelength combinations with the signal in the
visible and the idler at 4–5 µm. However, significantly longer
wavelengths cannot be achieved due to the limited transparency
range of these materials.
To significantly extend this range into the THz will require

further advances in nonlinear material engineering, whereby
a number of potential candidate materials (e.g., orientation-
patterned [OP] GaP, OP-GaAs) with transparency ranges that
extend well into the mid-IR have already been identified. The
reader is referred to ref. [150] for a detailed discussion of long-
wavelength SPDCand candidatematerials. A first attempt toward
the THz regime was announced just recently.[151]

The generation of short-wavelength photons in the deep
UV range poses an even bigger engineering challenge. At
wavelengths below 350 nm currently used periodically poled
nonlinear crystals such as ppKTP and ppLT become opaque.
Shorter-wavelength PDC can be achieved via BPM in BBO (UV
cut-off 190 nm) at the cost of reduced efficiency and flexibility
compared to QPM interactions. Results on SPDC from X-rays to
XUV[152,153] demonstrate that even more extreme SPDC configu-
rations are indeed possible, and the reader is referred to ref. [154]
for an account of recent activities in the field of X-ray quantum
optics.

6.2. Feasible Detection Systems

The detection of single photons is essential for the discussed
quantum imaging schemes. Although it is a challenging task,
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especially when considering photon pair coincidence detection,
huge technical developments have been achieved in the field
of single photon detectors. A full review of all different types
is beyond the scope of this work. Therefore, we would like to
mention a review by Hadfield on single photon detectors for
quantum information covering many of the different detector
types.[155] Naturally, the detectors described there are single pixel
detectors. For quantum imaging, one needs to apply them in a
scanning way (e.g., by a scanning fiber tip) or in an engineered
2D array form.
In the following, we are going to present the most com-

mon detection systems very briefly, mention their strengths,
weaknesses, and discuss their suitability for quantum imaging
applications.

6.2.1. Avalanche Photodiodes

Single photon avalanche photodiodes (SPADs) are diodes
operated in reverse voltage mode and exploiting an avalanche
multiplication as gain of the photoelectric effect. They are
the most commonly used detector in the quantum photonic
community, since they are relatively cheap, and have a mod-
erate detection efficiency of up to ≈ 80% in the VIS range.
However, in other spectral regions, especially for longer wave-
lengths, silicon cannot be used as detector material and APDs
suffer from enhanced noise. Furthermore, they are not pho-
ton number resolving. Interestingly, they can be built in 2D
SPAD-arrays currently of up to 265× 256 pixels[156] where each
pixel is a SPAD.[157–159] This offers applications for coincidence
imaging[160] but the pixel number is still fairly low. Due to the
electronics around the actual sensitive area, the filling factor is
low, too. Hence, the overall detection efficiency is lowered. Ap-
plying microlens arrays might be a potential way to counter this
issue.

6.2.2. Superconducting Nanowires

A superconducting nanowire single photon detector (SNSPDs)
consists of a meandered nanowire made, for example, from
Niobium, which is superconducting. When a photon hits
the nanowire, it locally breaks many cooper pairs. Thus, the
nanowires become normal conductors and an electrical signal
can be measured. This way single photons in the VIS and NIR
can be detected with > 85% detection efficiency.[161–163] How-
ever, SNSPDs can also be used for much longer wavelengths
up to 5 µm[162] although the efficiency still needs to be opti-
mized. Similar to SPADSs, they allow detection rates in the MHz
range. Typical SNSPDS need operating temperatures below 4 K,
which can be reached with closed-cycle helium cryostats that can
be operated without particular additional infrastrucuture. Devel-
oped only in 2001, SNSPDs are already commercially available,
however, rather expensive. As recent research results indicate,
they can in principle resolve photon numbers,[164,165] but as of
now there is no practicable and commercially available imple-
mentation using this capability. The same holds true for achiev-
ing 2D spatial resolution[166] or the arrangement as 1D detector
array.[167,168]

6.2.3. Transition Edge Sensors

Transition edge sensors (TES) are highly-sensitive bolometers
built by a superconducting film (e.g., made of Tungsten) and are
operated near the superconducting transition temperature.[169,170]

When a photon hits the film, its energy causes an increase in
the electrical resistance. Intriguingly, the energy of the absorbed
quantum particle(s) is proportional to the resistance change.
Therefore, TES are capable of photon number resolving. In
addition, their second strength is their eminently high detection
efficiency≈ 95% at telecomwavelengths. On the downside, their
count rate is two to three orders of magnitude below the ones
from SPADs and SNSPDs, they commonly run at temperatures
of ≈ 100 mK which is not easily achievable and they are not
commercially available. In essence, TES arrays are very suitable
for fundamental research in quantum information and in
astronomy but due to their low operation temperature, most
probably will not become the detector of choice for applicable
quantum imaging.

6.2.4. Intensified Charge-Coupled Device

An intensified charge-coupled device (ICCD) is a CCD equipped
with an light intensifying element (e.g., a microchannel plate)
in front of it. This way any incoming signal will be intensified
before hitting the CCD chip, where it is read out. ICCDs allow
single photon detection with currently up to ≈ 50% detection
efficiency at a very low dark count level. Furthermore, the inten-
sifier can be gated for very short times in the ns range, making
these cameras suitable for photon correlation experiments.
Hence, ICCDs were already massively harnessed for quantum
imaging research; for instance, detection of spatial correlations
of SPDC photon pairs,[171] ghost imaging,[78,97,101] and few photon
imaging.[82] Nevertheless, as the final detection is still based on
a comparably slow CCD or CMOS sensor, measurements of the
photon arrival time are not possible. Furthermore, the quantum
efficiency is still low compared to EMCCD or sCMOS sensors,
hence the advantages of QGI cannot be fully used.

6.2.5. Electron Multiplying Charge-Coupled Device

In contrast to ICCDs, EMCCDs perform the intensification
after the detection of light on a CCD. An electron multiplying
register provides the gain of the detected electronic signal.
Therefore, EMCCDS have a higher detection efficiency than
ICCDs and a lower readout noise. However, their overall SNR
is in general worse compared to ICCDs since dark counts are
intensified as well. Additionally, they need to be cooled, but
are less expensive. EMCCDs are commonly used in quantum
imaging experiments, too. Examples are subshot-noise correla-
tion measurements and imaging,[84,172] entanglement detection
by Einstein–Podolsky–Rosen experiments,[173–176] and quantum
imaging with undetected photons.[5,65]

6.2.6. Scientific Complementary Metal-Oxide Semiconductor

A scientific complementary metal-oxide semiconductor (sC-
MOS) is a hybrid technology between CCD and CMOS
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technology. In CMOS chips, each pixel is composed of a photodi-
ode amplifier pair, such that the readout of each pixel is not serial
(as for CCD), but in parallel. This allowsmuch faster readouts. In
case of a sCMOS, the CMOS readout circuit is bump bonded to a
CCD substrate. This way, sCMOS cameras offer a very low noise
level, fast readout, and high detection efficiency. Additionally,
they are much cheaper than EMCCDs or ICCDs. Since the
technology is fairly new, there are no explicit quantum-enhanced
imaging experiments yet. Nevertheless, there are plenty of
experimental applications of low light imaging at high quality
level.[177–179]

6.2.7. Photon Frequency Upconversion

A very different way to detect photons at wavelengths (e.g., IR)
where no efficient and affordable detector is available is its fre-
quency upconversion toward the VIS range.
An ideal frequency converter shifts the carrier frequency of

the probe beam while preserving the spectral and spatial proper-
ties. To this end, parametric frequency-conversion in nonlinear
materials offers several suitable possibilities, such as difference-
frequency conversion, second harmonic generation, sum fre-
quency generation, and four wave mixing.
In particular, efforts toward image-preserving frequency

conversion[180–183] and amplification[184,185] are being pursued by
numerous nonlinear optics groups around the world. With re-
cent advances in imaging based on structured illumination,[186]

the development of suitable frequency converters[187] and mode
analyzers[188,189] could also extend the wavelength range for co-
herent imaging schemes based on structured wave fronts.
A number of experimental implementations have also demon-

strated this principle and verified that even correlations and en-
tanglement can be preserved.[190–195] Quantum frequency conver-
sion, which is driven primarily by that task of bridging wave-
lengths for transmission over distance and storage in quantum
memories will play a crucial role in future quantum communi-
cation networks.
However, reaching the conversion efficiency sufficient for

practical usage necessitates the use of high-Q cavities that re-
strict both the frequency and spatial spectrum of the converted
photons. A recent advance in this direction was the frequency-
conversion of spatial quantum information via SFG in a suitably
designed optical cavity. This way, researchers were able to achieve
quantum conversion efficiencies of 0.224, 0.0833, and 0.0296
for structured single-photon beams with a topological charge of
l = 0, 1, 2, respectively.[196]

However, further advances in the conversion efficiency and
modal bandwidth will still have to be achieved, for this approach
to become practical in quantum imaging or spectroscopy appli-
cations.

6.2.8. Summary

Naturally, there are many ways to detect single photons and the
choice of the detector strongly depends on the specific applica-
tion. Very sophisticated technologies like SNSPDs and TES are
not very practicable for actual quantum-enhanced imaging de-

vices. When it comes to imaging via coincidence detection (e.g.,
ghost imaging), SPAD arrays are the detector of choice. While
they are already commercially available, they need a lot of im-
provement concerning number of pixels, detection efficiency and
the ability to practically correlate all pixels with each other. On
the contrary, ICCDs, EMCCDs, and sCMOS cameras are already
in use for quantum imaging setups and especially sCMOS cam-
eras offer a very good trade-off between performance, footprint,
and price, and thus, are a very promising candidate to be imple-
mented in upcoming devices. Although all three of them work
pretty well in the VIS, they cannot detect in the mid-IR. In partic-
ular for IR image detection, we see plenty of room for technical
development—either on the side of InGaAs SPAD cameras or to
have affordable SNSPD-based imaging devices. However, as pre-
sented in this review, there are novel schemes to circumvent IR
detection and there are many application where the detection is
actually desired in the VIS.
In general, we see the demand for technical improvements

in particular in the realm of coincidence detection. Here SPAD-
arrays with larger pixel numbers in both dimension as well as
higher filling factors are necessary to allow the practical utiliza-
tion of various QGI schemes. For quantum imaging approaches
not relying on coincidence detection, we see the main need for
improvements more on the actual quantum imaging schemes
rather than on the detection side. The established detection tech-
nologies are already very mature there, whereas the quantum
imaging schemes just started to be transferred from pure aca-
demic setups into commercially available devices.

6.3. Algorithms for Image Improvement or Reconstruction

For many applications of quantum imaging, especially QGI, one
main aim is the reduction of the illumination intensity on the
measured object, that is, the collection of images with photon
numbers as small as possible. Whereas in classical imaging, typ-
ically several thousand photons per image pixel are used, QGI
has been shown with only a few tens of photons per pixel. How-
ever, such images appear very noisy due to the noise associated
with a finite number of photon detection events and the result-
ing pixel-to-pixel variations. Although this noise is lower than in
classical imaging with the same number of photons, practical ap-
plications of quantum imaging modalities will require improve-
ment of the image quality. This can of course be reached by sim-
ply using more photons. On the other hand, there already exist
sophisticated numerical algorithms that allow to reconstruct im-
ages from very low numbers of photons.
These algorithms make use of the fact that the noise in the

individual pixels is known to be Poissonian and that the spatial
spectrum of real images is usually sparse, that is, their spatial in-
tensity distribution is not just a random arrangement but correla-
tions between neighboring pixels exist. Using this a priori knowl-
edge, numerical algorithms have been developed that calculate
a reconstructed image by minimizing the sparsity in the spatial
spectrumwhile staying consistent with themeasured data taking
into account the known noise model.[197] This led to the measure-
ment of images with on average, less than one photon per image
pixel.[82] Similar algorithms have been already applied for photon-
efficient classical imaging.[198] However, as has been discussed
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before, the SNR of themeasured data can be inherently better for
quantum imaging schemes based on correlation measurements,
especially for low photon numbers. Consequently, this will lead
also to an improved accuracy of the reconstructed image.

7. Summary and Outlook

We have presented various quantum imaging techniques and
categorized them in three topics: interference-, correlation-, and
entanglement-based quantum imaging. As it becomes clear sev-
eral quantum imaging techniques are available and some show
great potential for practicable application within a near fu-
ture term. We would like to emphasize three very promising
approaches.
One is the interference-based quantum imaging. It is very at-

tractive since the sample interaction and the actual light detec-
tion is carried out by different photons that can have quite dif-
ferent center wavelength. Hence, new spectral ranges can be
imaged by still employing standard silicon-based cameras opti-
mized for the VIS. Hence, it allows to use well-established, good-
performing, and economic cameras. In particular, we see applica-
tion within the fields of IR microscopy and THz imaging, which
could now be carried out in a nonlinear interferometer with VIS
detectors. Furthermore, UV or deep UV microscopy becomes at-
tractive again, since it features a high contrast for biomolecules
and due to the single photon level combined with the high de-
tection efficiency in the VIS, phototoxicity can be brought to a
minimum level. Again, high-efficient detection in the VIS can be
applied. However, in order to become a feasible technique for life
science labs several improvements are necessary. First, imaging
setups need to become more compact and stable. In Section 3.2,
we already pointed out, that a single crystal scheme promises a
much smaller footprint, better visibility, and more stability. To-
gether with system integration, such setups can turn into ap-
plicable devices and demonstrators. Second, especially for UV
imaging, further photon pair source development needs do be
done. Due to energy conservation SPDCmight not be the process
of choice for that direction. Spontaneous four wave mixing can
be an expedient. Its successful application for photon pair gen-
eration was already demonstrated,[20,22,199–202] but more progress
with respect to imaging applications involving UV light needs to
be done.
Quantum ghost imaging and spectroscopy seems promising

for two different applications. First, for transmissive or reflective
imaging of very photonsensitive objects, where the fundamen-
tally possible gain in SNR possible with QGI could enable further
reduction of the photon dose compared to microscopy schemes
used now. Second, advantages can be expected when using the
fact that the propagation between the object and the bucket detec-
tor does not need to preserve coherence. This means that scatter-
ing or other noise in this part of the imaging system does not de-
teriorate the image. For reflective QGI in a scattering or noisy en-
vironment, where light is impinging on an object and then com-
ing back to a detector, this means that the distance to the object
can be increased with respect to classical imaging. This may find
applications in the automotive technologies that aim at imaging
through fog or rain, or in biological imaging through scattering
tissue. This advantage can be further enhanced by using longer

wavelengths, where the imaging with the spatially resolving de-
tector can still be done in the visible spectral range. However,
actual applications of QGI are currently hampered by the lack
of ideal detectors. Bucket detectors are available with sufficient
efficiency only in the visible and near-infrared spectral ranges,
where APDs and SNSPDs have their highest efficiencies. Effi-
cient camera systems, which only need to be in the visible, do not
yet provide the capability for photon timing and correlation. On
the other hand, imaging detectors composed from SPADs, which
have a high potential if their efficiencies are further raised, do not
yet provide a large spatial resolution.
As another technique very close to be harnessed in near fu-

ture, we identify the entangled TPFM (see Section 5.1). It comes
with all the advantages that TPFM offers except of the intrinsic
confocality. However, if necessary, this can be countered by the
additional utilization of a photo activating light sheet to select dif-
ferent depth layers. Moreover, the application of entangled pho-
ton pairs allows for smaller foci. But the by-far biggest advantage
is the linear dependence of the fluorescence signal on the illu-
mination intensity. Here, we see a clear application field for low
light imaging of photosensitive tissue or processes. Ideally, only
the illumination part of already established laser scanning mi-
croscopes needs to be replaced by a proper photon pair source.
Nevertheless, this includes the main challenge: the proper pho-
ton pair source. In order to drive detectable fluorescence a pho-
ton pair flux in the order of several µW-mW is required. Tak-
ing the quadratic loss rate of photon pairs into account, this
can become a challenging task. Keeping SPDC as the process
of choice here, the downconverted photon stream need to stay
non-classical. This means that much higher pump powers lead-
ing to a high-gain downconversion is not suitable. However, that
are mainly the only harsh restrictions to the photon pair source.
The photons can be spectrally very broad and carried in one op-
tical mode. Hence, sophisticated illumination techniques, large
aperture crystals, and nonlinear waveguide structures or a combi-
nation could lead to significantly enhanced brightness of photon
pair source suitable for entangled TPFM.
In summary, the current challenge is the transfer of the quan-

tum imaging concepts described in this review, which up to
now are all fundamentally understood and demonstrated, toward
real-life applications. As can be seen from the selected exam-
ples, based on the current state of the art, the development of
quantum-enhanced imaging may be especially beneficial for life
sciences. However, it is expected that further improved quantum
imaging modalities may find application also in other areas.
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