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Abstract
Subjective speech quality assessment has traditionally been carried out in laboratory environments under controlled condi-
tions. With the advent of crowdsourcing platforms tasks, which need human intelligence, can be resolved by crowd workers 
over the Internet. Crowdsourcing also offers a new paradigm for speech quality assessment, promising higher ecological 
validity of the quality judgments at the expense of potentially lower reliability. This paper compares laboratory-based and 
crowdsourcing-based speech quality assessments in terms of comparability of results and efficiency. For this purpose, 
three pairs of listening-only tests have been carried out using three different crowdsourcing platforms and following the 
ITU-T Recommendation P.808. In each test, listeners judge the overall quality of the speech sample following the Absolute 
Category Rating procedure. We compare the results of the crowdsourcing approach with the results of standard laboratory 
tests performed according to the ITU-T Recommendation P.800. Results show that in most cases, both paradigms lead to 
comparable results. Notable differences are discussed with respect to their sources, and conclusions are drawn that establish 
practical guidelines for crowdsourcing-based speech quality assessment.

Keywords  Speech quality assessment · Crowdsourcing · Validity · Reliability · P.808

Introduction

Quality of Experience (QoE) research concentrates on 
understanding user requirements towards systems or ser-
vices, as well as their perceptions and judgments. Tradi-
tionally, QoE studies have addressed systems or services for 
multimedia content creation, transmission, and rendering. 
This includes systems for audio presentation, for video trans-
mission, or for speech-based communication. In order to 
obtain quantitative metrics of QoE, subjective experiments 
are commonly conducted, in which representative groups of 
users judge multimedia content presented under controlled 
test conditions. Standardized guidelines exist for such exper-
iments, e.g. in the Recommendations of the P-series of the 
Telecommunication Standardization Sector of the Interna-
tional Telecommunication Union (ITU-T), or in the Rec-
ommendations of the BS- and BT-series of the Radiocom-
munication Sector (ITU-R). These guidelines describe the 
requirements towards test participants, test design, set-up, 
procedure and analysis, as well as the laboratory environ-
ment in which tests should be carried out.

The new crowdsourcing (CS) paradigm offers access to 
the workforce of anonymous users of the Internet, e.g., for 
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carrying out tasks which require human intelligence. QoE 
assessment is such a task for which CS has been discov-
ered as a new means for collecting quality judgments. In a 
CS paradigm, Internet workers accomplish the tasks from 
their computer or mobile device. This way, it is possible to 
reach out to a large and widespread pool of diverse users, 
at much lower costs than it would be possible in a labora-
tory setting. In turn, the conditions under which experi-
ments are carried out in the crowd are far less controlled, 
both with respect to the test participants (crowdworkers), 
the test procedure, as well as the test set-up and environ-
ment. The work described in [1] provides a good summary 
on the use of CS for QoE assessment.

A classical category of systems where quality assess-
ment has played a major role for more than a century are 
telephony systems. In such systems, the speech signal 
to be transmitted can be affected, and thus degraded, by 
the network and terminal devices. The degradation may 
impact the listening as well as the interaction (conversa-
tion) situation, and can be quantified in listening-only or 
conversation tests. Traditionally, speech quality assess-
ments are conducted by following a listening-only para-
digm in a laboratory (lab) room that is shielded against 
noise and reverberations and is equipped with professional 
audio equipment. Methods and guidelines for the subjec-
tive assessment of speech quality with Absolute Category 
Rating (ACR) or comparison rating paradigms in a lab are 
defined in ITU-T Recommendation P.800 [2].

As they require the availability of test facilities and 
human participants, lab studies are rather expensive and 
time-consuming. Due to the artificial lab environment, 
small differences between speech stimuli could be quan-
tified that would otherwise remain imperceptible under 
standard service usage conditions. The necessity for par-
ticipants to access the test facilities limits the demographic 
user characteristics which can be covered in a single test. 
Thus, despite showing a high sensitivity and reliability of 
the results, lab tests might show a rather poor ecological 
validity, in that their results are not representative of eve-
ryday service usage.

Parts of these limitations might be overcome by mak-
ing use of the CS paradigm. It is possible to access a larger 
and demographically balanced group of users at lower costs, 
however restricted to internet-connected and -affine users. 
Quality evaluations are commonly carried out under nor-
mal service usage conditions, with standard user equipment. 
This way, the ecological validity may be largely increased, 
however at the expense of a rather poor control over the test 
set-up, procedure, environment, and participants. To limit 
the impact of poor experimental control, the new ITU-T 
Rec. P.808 [3] for speech quality assessment in CS has been 
established, presenting guidelines to follow in order to reach 
comparable results.

Considering the advantages and inconveniences of 
both paradigms, the question arises which of the meth-
ods leads to higher validity and/or reliability of results. 
Whereas established methods for analyzing reliability of 
speech quality measurements are largely available, their 
validity is more difficult to quantify. Obtaining fully valid 
quality judgments would require having test participants 
which are fully representative of the later user group in all 
relevant aspects (perceptual characteristics, prior experi-
ence, expectations, usage purposes, etc.). Whereas CS-
based assessment might come closer to this goal by mak-
ing use of a larger pool of users, there is scarce open data 
available on the diversity of users, devices and listening 
situations which actually make use of telephony services. 
Thus, it cannot be proven that CS-based assessment has 
an advantage in this criterion. On the other hand, lab tests 
are still the most frequently used method for speech qual-
ity assessment, and thus could be seen as some type of 
“gold standard” for judging the validity of speech quality 
assessments. We will take this latter perspective in the 
remainder of this paper while still acknowledging the lack 
of data, which would allow to substantiate the validity of 
both approaches.

It is the aim of this paper to provide a detailed analysis 
of the differences and commonalities between laboratory-
based and crowdsourcing-based quality assessments. For 
this purpose, we use the listening-only quality of trans-
mitted speech rated in an ACR paradigm as an example, 
as this is the most popular rating method used in prac-
tice. Three standard speech quality assessment databases, 
which have been collected in three different lab environ-
ments, have been compared to three different CS experi-
ments using the same stimuli. Each study followed the 
guidelines given in ITU-T Rec. P.800 for the laboratory 
setting, as well as ITU-T Rec. P.808 for the CS setting, 
thus minimizing the test differences as best as possible. 
The CS quality judgments are compared to the lab judg-
ments, and differences between lab and crowd are analyzed 
on a per-test and per-condition basis. In addition, an esti-
mation of the efficiency of both methods is given in terms 
of time and money.

The paper is organized as follows: Section  "Related 
works" provides an overview of related work. Section "Rec-
ommended method" gives an overview of the currently rec-
ommended methods assessing speech quality in a lab or CS 
environment. Section "Evaluation" describes the three CS 
experiments. Section "Methodology" describes our approach 
to a quantitative comparison, and Section "Results" presents 
the results obtained with this methodology. Finally, Section 
"Discussion and future works" draws some conclusions 
regarding the applicability of CS for speech quality assess-
ment, as well as regarding the test procedures to be adopted 
for reaching a high comparability of results.
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Related works

Previous work has shown that CS can provide reliable 
measurements of the Quality of Experience (QoE) for a 
variety of multimedia applications [4]. In [5], the authors 
proposed a novel approach to identify image degrada-
tion through test questions and reliability checks in CS. 
[6] used CS as well to collect ground truth ratings of the 
aesthetic appeal of images. Work in [7] employed CS to 
evaluate users’ perceived quality in video streaming appli-
cations, and [8] carried out perceptual audio evaluation 
tasks. Research in [9] addressed the QoE of a telecon-
ference system via a CS and lab test. The authors found 
significant differences between the QoE ratings collected 
through both methods, and found also differences in terms 
of reliability and efficiency. Moreover, several bodies of 
research successfully employed CS to collect speech qual-
ity scores of a standard speech database (e.g.  [10–12]). 
Due to the adoption of CS as a test paradigm, the analysis 
of the differences between the lab-based and CS-based 
tests has been of interest in multiple studies [13].

Moreover, the widespread acceptance of CS for QoE 
research has led to the creation of different CS frameworks 
to facilitate the execution of multimedia quality assess-
ment experiments. Often, these frameworks permit closing 
the gap between the basic functionalities offered by the CS 
platforms and more complex study setups. The following 
paragraphs describe a few of these frameworks.

The “Quadrant of Euphoria” was a Web-based plat-
form that aimed at easing the process of QoE assessment 
of images, audio, and video stimuli. It was first introduced 
and evaluated by [14]. However, authors did not use any 
standardized methodology (e.g., P.800 [2], BT.500-11 [15] 
or P.910 [16]) when implementing this platform, and no 
further adoption of this framework has been seen in the 
literature.

“crowdMOS” is another framework for audio, video, 
and image quality assessment studies. It was proposed 
at [17] as an open-source project that could be deployed 
easily on a web server. It implements three subjective 
test methodologies, ACR following P.800 [2] for speech, 
MUSHRA (multi-stimulus test with hidden reference and 
anchor) [18] for audio and ACR following P.910 [16] but 
for image quality assessment. “crowdMOS” was employed 
successfully in [17]. The authors demonstrated the valid-
ity and reliability of the framework by conducting mul-
tiple studies and contrasting the results to the Blizzard 
text-to-speech competition. And in [19] for image quality 
assessment where the results were compared to the LIVE 
subjective quality image dataset [20].

QualityCrowd is a Web-based CS framework, ini-
tially designed for video quality assessment  [21], and 

later extended to support different testing methodologies 
as well as image and audio stimuli. This framework has 
been used in multiple studies varying from tasks related to 
image [22, 23], video [24, 25], and adaptive video stream-
ing over HTTP [26].

Lastly, BeaqleJS is a JavaScript-based framework for sub-
jective audio quality evaluations [27]. It implements two 
testing methodologies, i.e., MUSHRA following [18] and 
the so-called “ABX” test where three items (named A, B, and 
X) are presented to the listener, and X is randomly selected 
to be either the same as A or B.

This work aims at evaluating the Recommendation 
P.808 [3] in terms of reliability and validity. With this goal 
in mind, three frameworks were implemented by three differ-
ent experimenters following the guidelines defined in P.808. 
These frameworks were used for conducting speech quality 
assessment tests with different datasets and on different CS 
platforms.

Recommended method

The ITU-T Rec. P.808 [3] provides advice on conduct-
ing subjective speech quality assessment tests with a CS 
approach. It focuses on the listening-only tests and gives 
details on an ACR implementation. Given the differences 
between CS- and lab-based experiments, the recommen-
dation addresses the database structure, the design of the 
experiment, the listening-test procedure, as well as the 
analysis of the results. In the following a summary of each 
section of the recommendation is given.

Dataset structure

It should be considered that the listening devices of crowd-
workers cannot be assumed as known and identical across 
all workers. Thus, the source material should be prepared 
with variability of the listening devices in mind. Besides 
that, there is no difference between the preparation of source 
materials for lab tests and that for CS tests.

Design of experiment

The recommendation focuses on two aspects, namely the 
requirements of the test platform and the test duration. 
The CS test can either be implemented using functionali-
ties provided by the employed CS platform, or in a separate 
infrastructure and using the CS platform solely to recruit 
test participants. The CS platform should provide enough 
potential participants who meet the conditions specified in 
the next sections. Normally, a CS micro-task takes a couple 
of minutes to complete. Thus it is recommended to split an 
experiment session into a chain of tasks in the rating job, 
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each task a couple of minutes long (i.e., it should contain 5 
to 15 stimuli). However, a crowdworker may perform just 
some of the tasks. Consequently, some participants may not 
rate the entire set of stimuli available in the database. That 
increases the error variance caused by individual differences. 
Depending on the database structure, it is recommended to 
either use a balanced blocks experimental design [28] or pro-
vide monetary bonuses for workers who perform a sequence 
of tasks, ideally evaluating 50% or more of the entire dataset. 
Meanwhile, collecting more votes per stimulus (compared to 
the corresponding lab experiment) is recommended.

Listening test procedure

Listening session

It is recommended to divide the session into three sections: 
Qualification Job, Training section and Rating Job. Partici-
pants should perform them in a consecutive order.

Qualification job This job should inform crowdworkers 
about the purpose of the study and check if they are eligi-
ble to participate in the study considering the conditions 
explained below. It is recommended to use the platform’s 
built-in functionalities to make this job only accessible to 
workers with a solid track record and a good performance 
in many jobs. A randomly selected group of crowdworkers, 
who satisfied the prerequisites by giving their answers to 
this task, should be invited to participate in the experiment. 
Note that this job should be performed by a large group of 
crowdworkers to be able to screen for a target group of par-
ticipants. The participants should represent the population 
of target group. It is recommended that they have normal 
hearing ability and are native speakers (or represent a native-
level fluency) of the language under study.

Training job In the training job test instructions should 
be given to the participants and they should be asked to rate 
a preliminary list of stimuli on the provided scale. Stimuli 
presented in the training section should cover the entire 
range of quality to be expected in the test. No suggestion 
on the quality of stimuli should be made, and the order of 
stimuli should be randomized. After completing the train-
ing section access to the rating job should be temporarily 
granted to the worker. The job provider may consider to 
integrate the training job into the rating job as an additional 
section which will only be shown when needed. Ideally, the 
training should be repeated after 60 minutes.

Rating job In the rating job, first the setup of the crowd-
worker should be evaluated including listening environment, 
system and audio volume. Then crowdworkers should be 
asked to listen to a set of stimuli and rate them. The num-
ber of stimuli in each rating session should be limited (e.g. 
10 to 15 stimuli) to avoid long sessions. The stimuli set 
should contain gold standard questions which are designed 

following the recommendation. The order or presentation of 
stimuli in one set should be randomized on the presentation 
time and it is recommended to load the entire stimuli set in 
advance.

Listening environment, system, and level

Crowdworkers should be asked to perform their task in a 
quiet and non-distractive environment. Three approaches are 
suggested to test if participants follow the instructions: 1. 
use microphone signal to estimate the sound pressure level 
in the environment, 2. ask the workers to rate the background 
noise in their environment, 3. ask crowdworkers to select 
speech samples with better quality from pairs of samples 
(pairs represent a marginal difference in quality which can 
only be recognize in a suitable environment).

In addition, participants should wear a binaural head-
phones unless the experimenters decide otherwise. The 
usage of binaural headphones shall be validated in the begin-
ning of each rating job. Meanwhile, workers should be asked 
to set the volume of their listening device to a comfortable 
level when listening to a sample speech file. Afterwards they 
cannot change it.

Gold standard question

A gold standard question is a question which has an answer 
known to the experimenter. Such a question should not be 
visually different from other questions. The effort for a 
crowdworker to conceal cheating should be as high as the 
effort of providing a reliable answer. For the speech quality 
assessment task it is recommended to create a set of trap-
ping stimuli and randomly use one of them in each test set. 
In order to create a trapping stimulus, a message should be 
recorded with a speaker who otherwise did not partake in the 
provided speech material. It is recommended to use a mes-
sage like “This is an interruption. Please select the answer 
X to confirm your attention now.” where X can be an item 
from the opinion scale (e.g., X = bad, or fair in the ACR 
test). Five variations of this message (one for each opinion 
scale item) should be created. A trapping stimulus will be 
created by appending a variation of the message to the first 
seconds of a randomly selected stimulus from the dataset 
under test (see [29] for more details about trapping questions 
and their effects).

Data analysis and reporting of results

In the data screening step unreliable submissions should be 
removed. They include all submissions in which the listen-
ing environment was not suitable, or the listening system is 
not used as expected, or one or more gold standard ques-
tions are answered incorrectly. Furthermore, the remaining 
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submissions should be examined for unexpected patterns 
(e.g. no variance in ratings, or potential outliers) and unex-
pected user behaviours (e.g. very short working time). 
Finally, the MOS values for each stimulus and condition 
should be reported followed by the number of votes and the 
standard deviation.

Evaluation

In the following, three studies are described which were con-
ducted to evaluate the ITU-T P.808 Recommendation [3]. 
First, the datasets used in the studies are explained, and each 
crowdsourcing test is described in detail. Afterwards, the 
results of the comparisons between crowdsourcing approach 
and the laboratory experiments are presented.

Datasets

Access to the pool of the ITU-T Rec. P.863 [30] competition 
datasets was kindly provided for this study. From the datasets 
available in the pool three were selected, namely 401, 501 
and 701, each with a different language and study design, 
each includes variable types of degradations and degrada-
tion combinations. Each set was prepared on the basis of the 
ITU-T Rec. P.800 [2] specification. Table 1 summarizes the 
source materials and laboratory-based ratings provided by 
the corresponding contributors.

Crowdsourcing test

Three experimenters conducted the crowdsourcing tests, 
each using one of the above-mentioned datasets and fol-
lowing the ITU-T Rec. P.808. In the following, each test is 
described in detail.

CS 401

This experiment was conducted using the Amazon Mechani-
cal Turk1 (MTurk) platform. MTurk is a well-known crowd-
sourcing platform and provides a globally distributed 
crowdsourcing workforce.2 However, as reported in 2016 
[31], workers based in India and the USA make up the larg-
est share. In this study the platform’s own infrastructure is 
used. Jobs were designed with HTML and JavaScript. As 
proposed by the recommendation, a multi-step job design 
was followed.

Qualification job As suggested in the recommendation, 
platform-provided conditions were used to make sure that 
only workers with a history of good performance could 
participate in this job (i.e. overall approval rate >98% , and 
accepted jobs >500 ). In addition, only workers from the 
US were able to perform this job and no language screen-
ing tests were employed. For listening impairment test, the 
adapted version of a digit-triplet test [32] was used. There, 
five stimuli with a signal-to-noise ratio (SNR) of −11.2 dB 
were used. Workers were instructed to listen to each stimulus 
and type in the three numbers they heard. They could listen 
to each stimulus as many times as they wanted (the number 
was recorded for further analysis). The SNR of −11.2 dB 
was chosen to reach a high true positive rate, while previ-
ous studies suggested to use a threshold of −9.3 dB SNR for 
German, −11.2 dB SNR for Dutch, and −10.5 dB SNR for 
French digit-triplet tests in order to find normally hearing 
participants [33]. From 327 participants, 133 workers were 
not eligible to continue because of the result of the hearing 

Table 1   Selected datasets from the ITU-T Rec. P.863 competition pool, used for evaluation

Dataset 401 Dataset 501 Dataset 701

Title Psytechnics P.OLQA SWB 1 SwissQual P.OLQA SWB 1 DOLBY
Creation year 2008 2008 2013
Test method P.800, ACR​
Number of conditions 48 50 72
Files per condition 24 4 16
Votes per file 8 24 8
Votes per condition 192 96 128
Listeners 32 24 32
Design 6 talkers (3m, 3f) 4 talkers (2m, 2f) 4 talkers (2m, 2f)
Language British English German, Swiss pronunciation American English
# of samples 1152 200 1152
Listened through Sennheiser HD25-1 Grado SR60 Sennheiser HD 600
Presentation level 73 dB(SPL) at ERP for −26 dBov signals

1  https​://mturk​.com/.
2  Our attempt to reach German speaking crowdworkers in Feb. 2018 
was unsuccessful.

https://mturk.com/
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test, and 7 other workers were removed for other reasons 
like self-reported hearing impairment and inadequate listen-
ing devices. From the remaining 187, 100 were randomly 
selected (following the proposed distribution of gender and 
age in the draft recommendation) and given access to the 
next job.

Training job As the temporal qualification condition was 
not supported by this crowdsourcing platform, it was decided 
to merge the training job and rating job into one single job 
and implement a temporal qualification using browser cook-
ies. As a result, the training job was a section inside the rat-
ing job, which became visible or hidden depending on the 
value of the browser’s cookie. Each time the training section 
was shown, the value was updated accordingly.

Rating job 10 stimuli (and one trapping stimulus) were 
assessed in one rating task. Each task was compensated with 
US$0.50 and additional bonuses conditional to the quality of 
the worker’s performance and the quantity of their work. In 
the training section five pre-selected stimuli were presented 
to the workers. The quality of these stimuli covers the entire 
range of the scale. The training certificate (cookie) expired 
after one day. For the environmental test we used the modi-
fied Just-Noticeable-Difference in Quality (JNDQ) method 
detailed in [34]. We selected four pairs of stimuli in the way 
that each pair was 0.6 MOS apart (as assessed in the labo-
ratory test). In each question, the worker should select the 
stimulus with better quality from the presented pair (or state 
that there is no detectable difference). The threshold of 0.6 
MOS was selected on the basis of the results of laboratory 
experiments using an adaptive psychophysical (staircase) 
method, where normally hearing subjects participated in a 
study that was conducted in a typical, calm room condition 
and using a common listening device [34]. In addition, a 
math question was used to check if workers were able to 
correctly listen to stereo sound. Workers were also forced 
to listen to each stimulus until the end before casting their 
vote. Workers were able to listen to each stimulus as many 
times as they wished, the number of repeats was recorded. 
The dataset contains 1152 ( 48 × 24 ) files, divided into 116 
sets of stimuli (each containing 10 randomly selected files). 
It was planned to collect 10 votes per set.

Data screening In total, 1160 response packages (each 
with 10 votes) from 71 unique workers were collected. From 
them, 12 response packages with a wrong answer either to 
the math question or to the trapping questions were removed. 
In addition, 106 other response packages were removed as 
workers failed in the environmental screening test. Overall, 
10,420 votes from 68 workers were accepted and used for 
further analyses.

CS 501

For this crowdsourcing test, we used clickworker3, a Ger-
man-based crowdsourcing platform with most workers from 
Germany, Austria, and Belgium. Clickworker did not sup-
port audio playback (as of April 2018). Thus, an HTML 
JavaScript-based framework4 was implemented to adminis-
ter the test to the workers, combined with a Node.js server 
for data collection.

The crowdsourcing study was designed with ITU-T Rec. 
P.808 in mind and contained three phases, i.e., Qualifica-
tion, Training, and Rating. In the following, we outline the 
differences in each of the phases to those defined in the 
Recommendation.

Qualification job The Qualification phase in our crowd-
sourcing study included three German spoken passages to 
evaluate the workers’ knowledge of the German language. 
Once they heard each audio file, they were asked to select 
the correct statement (related to the passage heard) out of 
three that were provided.

Training job Similarly to the previous test, the training 
job started with a stereo test. A short math exercise where 
the spoken digits panned between the left and right audio 
channels was used. In addition, workers were presented 
with a short hearing impairment test. 10 different audio files 
were created containing white noise at different frequen-
cies ranges. Listeners were presented with four-octave filters 
around the frequencies 500 Hz, 1 KHz, 4 KHz, and 8 KHz, 
at a level of −46 dBov, −66 dBov and −76 dBov (just for 1 
KHz and below). Workers were then asked whether they 
heard anything in each audio file. Furthermore, they listened 
to five speech stimuli (taken from the dataset) that covered 
the entire MOS range, so they could get to know what to 
expect on the rating part and become familiar with the scale. 
After correctly answering the math trapping question, work-
ers were assigned an hour-long time frame in which they 
could perform the rating job.

Rating job The rating phase included 15 stimuli. Work 
in [35] points out that it is desirable to offer tasks with 
fewer speech stimuli in order to increase listener retention 
and decrease the study turnaround time. Additionally, one 
trapping question (created as explained in the P.808 Rec.) 
was inserted randomly within the first five stimuli and one 
between the 10th and the 15th speech sample. After lis-
tening to all stimuli, workers were asked to state through 
a slider, how fatigued they felt. When listeners failed any 
of the trapping questions, the access to the rating job was 
revoked. Also, we recorded environmental background 
noise when workers played the first and the ninth sample 

3  https​://www.click​worke​r.com.
4  https​://gitla​b.com/zeque​ira/SQAT-Cr.git.

https://www.clickworker.com
https://gitlab.com/zequeira/SQAT-Cr.git
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(each 7.5 seconds long). Workers were not able to provide 
their opinion on the scale unless they first listened to the 
speech sample. They could not go forward until the audio 
was played completely and an option selected on the scale. 
And they could listen to each speech sample as many times 
as they wished.

Data screening We collected a total of 5245 ratings 
from 64 unique listeners. All of them answered the trapping 
question correctly. No crowdworker was removed because 
of the hearing test as:1. there was no guarantee that workers 
reported “hearing” a noise actually heard it, and 2. hearing 
or not hearing the noise could be due to the volume level 
of the device. In addition, 136 ratings were identified as 
extreme outliers (beyond an outer fence of a boxplot) and 
removed.

CS 701

The third study was conducted on the Microworkers plat-
form.5 Microworkers is an international crowdsourcing plat-
form with about 1.5 million workers. Similarly to Click-
workers, Microworkers did not directly support tasks with 
audio playback at the time of the study in August 2018. 
Therefore, an external Web page was created and used for 
the tests. To point the worker to the Web page, we included a 
link to the external test page in the task description. This link 
is personalized by the platform, so that we were able to track 
the workers. Personalized payment codes were generated on 
the external page to avoid unauthorized task submissions on 
the platform. The external web page was designed according 
to the ITU-T P.808 Recommendation as follows.

Qualification job Instead of a qualification job with 
audio stimuli, this study used a self-assessment of the work-
ers. The workers provided feedback on their hearing capa-
bilities (The choices were: “I have a normal hearing ability.”, 
“I have difficulties keeping up with conversations, especially 
in noisy surroundings.”, “I have difficulty keeping up with 
conversations when I am not using a hearing aid.”, and “I 
rely on lip-reading even when I am using hearing aids.”) 
and the surrounding noise (“Not noticeable.”, “Slightly 
noticeable.”, “Noticeable but not intrusive.”, “Somewhat 
intrusive.”, “Very intrusive.”). All workers were allowed to 
participate in training and rating jobs, independent of their 
survey results, for two main reasons. First, this enables us to 
also collect data from users with potential hearing impair-
ments or in noisy environments and use this data in later 
studies. Second, it is well known that groups of workers talk 
amongst each other and exchange information. Therefore, 
workers would be encouraged to provide incorrect answers, 
if they are aware that previous workers got excluded from 

the listening task based on their survey answers. However, 
for the evaluation in this paper we only used workers with 
normal hearing abilities and no background noise or back-
ground noise that was only slightly noticeable.

Training job After successfully completing the quali-
fication job, workers continued with a short training job. 
Here, workers had to adjust their listening volume to a com-
fortable level and listen to two test samples to familiarize 
themselves with the rating interface. Additionally, workers 
were requested to sum up three different numbers that were 
spoken in the sample. The numbers alternated between the 
left and right stereo channel to ensure the workers’ playback 
device supported stereo audio. After completing the quali-
fication and training job, workers were allowed to complete 
up to 10 ratings jobs. The workers were only requested to 
repeat the qualification and training job after more than one 
hour had passed.

Rating job During the rating job, the workers had to rate 
10 stimuli and complete one attention check. The attention 
check appears to be a regular stimuli but the audio recording 
states that this is an attention test and despite of the cur-
rent quality a predetermined rating should be submitted. We 
ensured that the rating to be submitted does not match the 
actually perceived quality of the audio file, e.g., the quality 
of the recording was of low quality but the spoken instruc-
tion told the worker to rate it as perfect. Workers hard to 
listen to the complete stimulus before submitting a rating 
but were allowed to listen to a stimulus multiple times. Each 
worker could complete 10 rating jobs at maximum.

Data screening In total, 197 workers successfully com-
pleted the tasks on Microworkers and completed 1032 ses-
sions, each with 10 stimuli. We excluded 5 workers due to 
self reported hearing impairments. Besides those workers, 
no further workers had to be excluded due to noisy environ-
ments. However, 141 workers provided incorrect answers 
to the attention check and the stereo audio test. A closer 
look at the answers revealed that a large number of workers 
did not sum up the digits in the stereo test but instead indi-
vidually entered the digits. As this points towards a general 
issue with the phrasing of this reliably check, we decided to 
include all workers that either provided the correct sum of 
the digits or the correct sequence of digits. With this con-
straint we removed 48 workers who failed the attention and 
the audio test.

Table 2 summarizes the crowdsourcing tests discussed 
above and gives statistics about the ratings per stimulus.

Methodology

The variables and notions on the collected user ratings 
in the lab, via crowdsourcing and via simulations are 
introduced in Table 3. In particular, the notion on MOS 5  https​://micro​worke​rs.com.

https://microworkers.com
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values are introduced, which are the basis for several 
evaluation metrics. Section "Simulation: sampling of CS 
ratings" describes the methodology for simulating user 
ratings by sampling from the underlying crowdsourc-
ing studies. Then, the evaluation metrics are introduced 

in Section "Evaluation metrics" to analyze the impact of 
the number of user ratings on validity, certainty gain, and 
inter-rater reliability. A summary of the notation of those 
metrics is provided in Table 4.

Table 2   Summary of conducted 
crowdsourcing tests

6Workers with one or more accepted responses to the rating job.

CS 401 CS 501 CS 701

Original dataset 401 501 701
Crowdsourcing test
Experimenter group QUL1 QUL2 WUE
Year 2018 2018 2018
Crowdsourcing platform MTurk Clickworker Microworkers
External framework No Yes Yes
Duration 3 days 11 days 1 day
Number of crowd workers6 68 64 144
Votes per file (M/SD) 9/1.2 25.5/3.5 6.1/2.1
Votes per condition (M/SD) 217/4.8 102.2/7.3 97.1/9.0
Votes by CS worker (M/SD) 146.6/139 79.8/48.5 48.5/31.4
Files rated in one session 10 15 10
Method of CS test
Workers were checked for...
Being a native speaker Filtering by location German test Self assessment
Listening impairments Asking and digit triple test 

(threshold −11.2 dB SNR)
Web hearing test 

(white noise at 
different dB)

Self assessment

Environment Modified JNDQ Environment 
background noise 
recording

Self assessment

Further validity check method
Attention questions per task 1 2 1
Sessions removed (outliers) 118 136 333

Table 3   Notations for the 
collected user ratings in the lab, 
crowdsourcing and simulations

Variable Meaning

r Number of simulation runs, it is r = 1000 for the numerical results
Ω Methodology of the user rating collection; Ω ∈ {lab, cs, i} means in the lab, via 

crowdsourcing or via simulation, respectively, whereby i indicates the ith simulation 
run ( i = 1,… , r)

U
Ω Set of all users rating via Ω

U
Ω
x

Set of all users rating condition x via Ω
k Number of different conditions
X

Ω
u

Ordered set of conditions rated by user u via Ω , it is XΩ
u
⊆ {1,… , k}

NΩ
x,u,q

Number of ratings on the scale q ∈ {1,… , 5} by user u for condition x collected via Ω
NΩ
x,u Number of ratings by user u for condition x collected via Ω , i.e. NΩ

x,u
=
∑5

q=1
NΩ
x,u,q

MΩ
x,u MOS of user u for condition x via Ω ; it is MΩ

x,u
=
∑5

q=1
q ⋅ NΩ

x,u,q
∕NΩ

x,u

MΩ
x MOS over all users u for condition x via Ω ; it is MΩ

x
=

1

�UΩ
x �

∑
u∈UΩ

x
MΩ

x,u

�
Ω MOS vector for all conditions x = 1,… , k via Ω ; it is �Ω = (MΩ

1
,… ,MΩ

k
)

�
Ω
u

MOS vector of user u for conditions XΩ
u

 ; it is 
�

Ω
u
=
(
MΩ

x,u

)

x∈XΩ
u
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Notation: user ratings and MOS values

The collected ratings in each of the above-mentioned sub-
jective tests (i.e. 401, 501, 701) are obtained in the lab as 
well via crowdsourcing. Then, NΩ

x,u,q
 reflects the number 

of ratings on the scale q ∈ {1,… , 5} given by user u for 
the degradation condition x. Thereby, Ω indicates the used 
methodology for the data collection which are subjective 
experiments in the lab, via crowdsourcing or via simulations, 
Ω ∈ {lab, cs, i} , with i denoting the i-th simulation run. The 
simulations are repeated r = 1000 times and i ∈ {1,… , r} . 
The set of all users rating is UΩ and k conditions are rated. 
Thus, NΩ

x,u,q
 is provided for q ∈ {1,… , 5} , user u ∈ U

Ω for 
the degradation condition x ∈ {1,… , k}.

MOS per user

The MOS of a user u for condition x via Ω is

which is based on the number of ratings NΩ
x,u

 by user u for 
condition x collected via Ω , i.e. NΩ

x,u
=
∑5

q=1
NΩ
x,u,q

.
For each user u, the ordered set of conditions rated by u 

via Ω is XΩ
u
⊆ {1,… , k} . Users typically only rate a subset 

of all conditions, but may rate the same condition several 
times. To be more precise: in the lab and crowdsourcing 

(1)MΩ
x,u

=

5∑

q=1

q ⋅
NΩ
x,u,q

NΩ
x,u

tests on one hand a user may rate the same condition several 
times (i.e. ratings for different stimuli but which refer to the 
same degradation condition) and on the other hand, a user 
may not rate a certain condition at all.

The vector of MOS values of a user u for conditions XΩ
u

 
is as follows.

MOS over all users

The MOS over all users u for condition x via Ω is obtained 
by averaging over all users that rated that condition.

The MOS vector is then composed of all conditions 
x = 1,… , k.

Simulation: sampling of CS ratings

Based on the above-mentioned subjective data collected via 
crowdsourcing, simulations were conducted by randomly 

(2)�
Ω
u
=
(
MΩ

x,u

)

x∈XΩ
u

.

(3)MΩ
x
=

1

|||U
Ω
x

|||

∑

u∈UΩ
x

MΩ
x,u
.

(4)�
Ω = (MΩ

x
)x∈{1,…,k} = (MΩ

1
,… ,MΩ

k
).

Table 4   Notations for the metrics for evaluation

Variable Meaning

notation for any metric �
n Sample size of simulation, n ∈ {10,… , 200}

�i(n) Metric of simulation run i based on n samples from the full crowdsourcing dataset
�(n) Average metric calculated over all simulation runs, �(n) =

1

r

∑r

i=1
�i(n)

�̂(n) Power model for the metric � , 𝜓̂(n) = a ⋅ nb + c with parameters a, b, c
�∗(n) Change in metric compared to minimum sample size n0 = 10 , it is �∗(n) = �(n) − �(n0)

� �(n) Derivation of the metric based on power model, � �(n) = abnb−1

Ψ̃(n) Normalized derivation Ψ̃(n) = −bnb−1∕nb
0

validity metrics
�lab
i
(n) SRCC of the lab MOS and simulation MOS

�lab
i
(n) RMSE of lab MOS and simulation MOS

�lab
i
(n) RMSE of the lab MOS and the first order mapped MOS

certainty gain metrics
�cs
i
(n) SRCC of the CS MOS and simulation MOS

�cs
i
(n) RMSE of the CS MOS and simulation MOS

Δi(n) EMD of simulation run i and CS rating distributions, averaged over all conditions
0.15 confidence interval width (CIW) averaged over all conditions
inter-rater reliability (IRR)
�i(n) SRCC between MOS of a user and the MOS of the other users, averaged over all users
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sampling with replacement from the collected votes. For 
each degradation condition x, a fixed number of votes, 
n ∈ {10,… , 200} , were sampled in two steps. First, n users 
were drawn following the empirical probability distribu-
tion P(U = u|x) , which, given the condition x, estimates a 
probability that the user u provides a rating for condition 
x ∈ {1,… , k}:

Then, for each selected user u and condition x, the individual 
vote is sampled from the user rating distribution of user u 
for condition x:

The simulation m was repeated r = 1000 times, and the mean 
and 95% confidence interval (CI) of each metric were calcu-
lated for further evaluation. The confidence intervals were 
too small to be visible in the resulting figures due to the large 
number of simulation runs and are therefore omitted. For 
example, the average width of the CI is only 0.0007 when 
comparing the validity of the lab and the crowdsourcing 
MOS results in Figure 3a.

Evaluation metrics

For the evaluation of the impact of the number of samples, 
different metrics are proposed which are categorized into 
three categories. Validity metrics compare the sampled 
crowdsourcing results for a fixed number of samples per 
condition with the results from the lab study. Spearman rank 
correlation coefficient (SRCC) and root mean squared error 
(RMSE) are used for the quantification. Certainty gain met-
rics evaluate the impact of the number of samples when 
comparing it to the full crowdsourcing dataset. Again, SRCC 
and RMSE are used. Furthermore, the distributions are com-
pared in terms of Earth Mover’s Distance (EMD). Another 
certainty metric is the length of the confidence intervals of 
the MOS values of the simulations, which are solely based 
on the sampled ratings. Inter-rater reliablity metrics (IRR) 
are assessing the SRCC of the rating of a user with the rating 
of the other users. Before those metrics are formally defined 
the general notion for an arbitrary metric is introduced.

Notion for metrics

In the following, a metric � is considered. Then, �i(n) con-
siders the simulation run i based on n samples from the full 

(5)
P(U = u|x) =

Ncs
x,u∑

u∈Ucs

x

Ncs

x,u

, for u ∈ U
cs

x
.

(6)P(Q = q�x, u) =
Nx,u,q

∑5

q=1
Nx,u,q

, for q ∈ {1,… , 5}.

crowdsourcing dataset. Averaging over all r simulation runs 
for a fixed number n of samples is denoted as

The function �(n) is fitted with a power model of the form

with parameters a, b, c. Table 7 shows the power model 
parameters for the metrics investigated in this paper. The 
goodness of fit (GoF) in terms of RSME between the simu-
lation data �(n) and the power model 𝜓̂(n) as well as the 
coefficient of determination R2 show an excellent fit. All 
RMSE values are close to zero, while R2 is close to one. 
Hence, the power model is an excellent fit and in the result 
figures, almost no differences can be observed.

For the analysis of the impact of the sample size on the 
evaluation metrics, the absolute values are often of minor 
interest. In particular, the change in the metric compared to 
the minimum sample size allows a comparison between the 
different studies (401,501,701) with respect to the impact 
of the number of samples per condition. This normalized 
metric is defined by using the minimal sample size n0 = 10 
and the corresponding power model at that point as

Applying the power model leads to this change in met-
ric, �̂∗(n) = a(nb − nb

0
) . Hence, the change in metric only 

depends on the parameters a and b.
For assessing how many samples are required the deriva-

tion of metric is of interest, as the derivation quantifies the 
change in the metric for a sample size of n. For the deriva-
tion, the power model is used and yields

The derivation will be mainly used for deriving the required 
sample size across all metrics in “Comparison across the 
metrics” section.

Validity metrics

The validity metrics compare the simulation results, which 
are based on sampling ratings from the crowdsourcing data-
set, with the lab results. The validity metrics consider the 
lab results to be the ground truth. Please note that the term 
“validity” must not be misinterpreted in that sense, that 
the metric demonstrate the validity of the crowdsourcing 
data. However, the term expresses the intention to compare 
the sampled crowdsourcing data with the lab data that is 
assumed to be ground truth.

(7)�(n) =
1

r

r∑

i=1

�i(n).

(8)𝜓̂(n) = a ⋅ nb + c

(9)�∗(n) = �(n) − �̂(n0).

(10)� �(n) = abnb−1.
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As metrics, the SRCC and the RMSE of the MOS values 
�

lab from the lab studies and the MOS values �i of the i-th 
simulation run when using a fixed sample size n are used. As 
explained in Sect. 5.3.1, the expected SRCC �lab(n) is com-
puted by averaging over the r simulation runs and is used in 
the numerical results and figures.

Accordingly, the RMSE between the lab MOS values and 
MOS values of the i-th simulation run is defined as

For the computation of the RMSE, first order mappings are 
often used [36]. The first order mapping f is obtained via 
linear regression between the crowdsourcing MOS values 
�

cs and the lab MOS values �lab . The first order mapping 
functions are provided in Table 6. Then, the RMSE of the 
first order mapped MOS values of the the i-th simulation run 
when using sample size n is

Certainty gain metrics

The certainty gain metrics compare the simulation results with 
the full crowdsourcing dataset. Hence, the full crowdsourcing 
dataset is considered as ground truth. The evaluation considers 
how much gain is obtained from having various sample sizes. 
The SRCC and the RMSE of the simulation MOS values �i 
and the crowdsourcing MOS values �cs are computed.

Going beyond MOS values only, the distance between dis-
tributions is analyzed. To this end, the Earth Mover’s Dis-
tance (EMD) is used. For two discrete probability distri-
butions X and Y, the EMD is based on the corresponding 
cumulative distribution function (CDF), X(j) = P(X ≤ j) and 
Y(j) = P(Y ≤ j).

For a condition x, the user rating distribution of simulation 
run i and the full crowdsourcing dataset is referred to as Qi

x
 

and Qlab
x

 , respectively. The average EMD of simulation run 

(11)�lab
i
(n) =SRCC(�i,�lab).

(12)�lab(n) =
1

r

r∑

i=1

�lab
i
(n).

(13)�lab
i
(n) = RMSE(�i,�lab)

(14)�lab
i
(n) = RMSE(f (�i),�lab).

(15)�cs
i
(n) =SRCC(�i,�cs)

(16)�cs
i
(n) =RMSE(�i,�cs).

(17)EMD(X, Y) =
∑

j

|X(j) − Y(j)|.

i for a fixed sample size n is computed by averaged over all 
k conditions.

Finally, certainty of the results is expressed in the terms of 
the Confidence Interval Width (CIW) for a level of signifi-
cance, � = 0.05 . Then, the CIW is averaged over all k condi-
tions in simulation run i based on n samples,

with wi,x(n) being the CIW for condition x in simulation run 
i. The confidence intervals are obtained using bootstrapping 
as recommended in [37].

Inter‑rater reliability metric

As inter-rater reliability (IRR) metric the SRCC between the 
MOS of a user and the MOS of the other users is derived. 
Hence, for each user an SRCC value is obtained. Then, the 
average over all users is computed. The formal definition is 
as follows. The SRCC between the MOS Mi

x,u
 of user u and 

the MOS of the remaining users Mi
x,U⧵u

 over all conditions 
X

i
u
 is denoted as �i,u(n) for simulation run i based on n sam-

ples. The inter-rater reliability for run i is then averaged over 
all users.

Results

In this chapter, we compare the lab and CS speech quality 
assessment tests from various perspectives. First, we com-
pare the MOS values and SOS (Standard deviation of Opin-
ion Scores [39]) plots from the results of both approaches. 
Next, we look at the validity, certainty gain, and reliabil-
ity of crowdsourcing MOS as a function of the number of 
votes. Here we use simulations and matrices mentioned 
in Chapter 5. Some parts of these results have been pub-
lished in [40]. In this paper, we extend them by considering 
larger simulation runs, more QoE metrics, and a method for 
aggregating result of all metrics. Later, we investigate which 
degradation conditions lead to a different result in the CS 
approach compared to the lab. And finally, we look at the 
efficiency of both approaches.

(18)Δi(n) =
1

k

k∑

x=1

EMD(Qi
x
,Qlab

x
).

(19)wi(n) =
1

k

k∑

x=1

wi,x(n).

(20)�i,u(n) =SRCC(�
i

X
i
u
,u
,�i

X
i
u
,U⧵u

)

(21)�i(n) =
1

|U|
∑

u∈U

�i,u(n)
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Comparison of lab and CS results

For each CS test, subjective mean opinion scores (MOS), 
standard deviations, and 95% confidence intervals were cal-
culated per stimulus and condition given the accepted votes. 

The MOS values per condition obtained from the CS tests 
were compared with the values provided from the corre-
sponding laboratory-based experiments (cf. Table 5). Results 
show that there is a high correlation between MOS values 
obtained through CS tests and those provided by the lab 
test, Median = 0.930 (cf. Figure 1). The RMSEs are also in 
acceptable range, Median = 0.337 . The first-order mapping 
of MOS values significantly reduces the RMSE of study CS 
401, ( ΔRMSE = 0.313 ). Figure 1a also shows that for CS 
401, there is a bias and a different gradient between CS and 
lab values. For the CS 501, more deviation was observed for 
conditions with low to medium MOS values in contrast to 
the CS 701 where more variation was found in the middle to 
higher range of MOS values. Note that for dataset CS 401 we 

Table 5   Comparison between 
MOS values obtained in 
Crowdsourcing study with MOS 
values reported by Laboratory 
study using a same dataset

Dataset #cond. #users avg./min. #votes Total IRR SRCC​ SRCC​ PCC RMSE RMSE
per cond. #votes TF [38] 1

st order

401 48 71 217/207 10412 0.795 0.971 0.981 0.98 0.480 0.167
501 50 64 102/83 5109 0.745 0.891 0.891 0.921 0.321 0.313
701 72 144 97/83 6990 0.777 0.930 0.919 0.949 0.337 0.332

(a) CS 401 (b) CS 501 (c) CS 701

(d) CS 401: first order mapping (e) CS 501: first order mapping (f) CS 701: first order mapping

Fig. 1   Comparison between MOS values calculated per degradation conditions a CS401, b CS501, c CS701

Table 6   First order mapping functions adjusting the crowdsourcing 
MOS values to the lab MOS values based on a linear regression

Dataset First order mapping

401 f (x) = 0.882347 ⋅ x − 0.049968

501 f (x) = 0.964743 ⋅ x + 0.032806

701 f (x) = 1.039645 ⋅ x − 0.134917
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have more than twice the number of votes per condition. In 
all CS studies we found a large inter-rater reliability amongst 
participants, Median = 0.777 , but not as large as lab tests, 
Median = 0.852.

SOS reflects the level of rating diversity. Following the 
SOS hypothesis [41] there should be a square relationship 

between the MOS and the SOS. Figure 2 illustrates the 
MOS-SOS plots (note that for CS401 no mapping is used). 
For all CS studies very narrow SOS � ∈ [0.2114, 0.2165] 
were observed. In contrast the laboratory ratings show differ-
ent distributions. Ratings of the dataset 401 show the lowest 
standard deviation on average amongst all lab studies.

Comparison of the quality of measurement 
for various numbers of votes

In the lab studies, a different number of votes per condition 
was collected due to various study designs. However, in the 
CS experiments a mixed study design is applied. Therefore, 
we investigate the influence of the number of valid votes per 
condition on the quality of CS measurements by employing 
the simulation techniques explained in Chapter 5. We fitted 
power models that represent our simulation data for each 
metric. The coefficients of power models for all metrics are 
provided in Table 7. The column GoF indicates the Good-
ness of the Fit in terms of RMSE between the measurement 
data and the estimation of power model, while R2 is the coef-
ficient of determination which is the fraction of the total sum 
of squares that is explained by the regression.

Validity

We compared the SRCC of MOS values from lab tests with 
the MOS values of CS tests with various numbers of votes 
per condition in CS (cf. Fig. 3). We also normalized the coef-
ficients by reporting the changes in SRCC since the starting 
points ( �lab(10) ) varied for each CS test. Figure 3b shows 
that a coefficient increase of nearly 0.04 can be achieved by 
raising the number of votes per condition from 10 to 200. 
The SRCC of 401 and 701 datasets grew similarly, whereas 
the 501 gained more coefficient when the number of votes 
increased. The SRCC derivation plot (Fig. 3c) flattens at 
about 100 votes, suggesting that any change after that is 
not tangible. We observed identical behaviour of deviation 
function in all the other metrics as well.

Meanwhile, we investigated the RMSE between MOS 
values from lab tests and MOS values of CS tests with vari-
ous numbers of votes per condition ( �lab(n)).

The RMSE of dataset 501, and dataset 701 change simi-
larly when adding more votes ( �*lab ). However when using 
the MOS values after the first order mapping, the changes in 
RMSE ( �*lab ) of both 401 and 701 reached the same shape, 
whereas the RMSE of 501 did not show a tangible improve-
ment (Fig. 4b).

Certainty gain

As explained in Chapter 5, we consider certainty gain as 
an indicator of how far a metric improves by using more 

(a) CS 401

(b) CS 501

(c) CS 701

Fig. 2   SOS-MOS plots and corresponding SOS parameters for the lab 
and the CS experiments
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votes. Here we compare a simulated metric with the full 
crowdsourcing dataset. We considered SRCC, RMSE, Earth 
Mover’s Distance (EMD), and Confidence Interval Width 
(CIW) metrics. Figure 5 illustrates their performance. For 
the SRCC, we observe that 401 and 701 change identically 
whereas 501 gain more coefficient by increasing the number 
of samples. For more than 50 samples, the curves of 401 
and 701 and for about 75 samples the curve of 501 starts to 
flatten out. All three datasets act nearly identical for RMSE, 
EMD and CIW metrics. They start to flatten out after about 
75 samples. A reduction in RMSE of more than 0.15 is 
observed when increasing the number of samples from 10 
to 75. Within the lab tests, the average CIW is usually in the 
range of 0.3 MOS [36]. For the datasets 401, 501 and 701, 
the average CIW in lab is 0.20, 0.31, 0.26 based on 192, 96, 
128 ratings, respectively. In CS, n > 110 samples are needed 
for wi(n) < 0.3.

Inter‑rater reliability (IRR)

For the IRR calculation, we randomly select a portion of 
the test participants and compare the MOS values, resulting 
from their ratings, with the MOS values resulting from the 
entire participants. Therefore, the IRR score is related to the 

portion of data used. As the number of votes per condition 
was varied in our tests, we observed that IRR curves for 
dataset 501 and 701 flatten out earlier than 401, as in the 
401 we had collected about two times the votes per condi-
tion than in the other datasets. To compensate this effect, we 
normalized the number of samples as a percentage of entire 
samples available in that CS dataset. Figure 6 illustrates how 
the IRR changes when considering the percentage of CS data 
used in the simulation. The plot shows that the three CS tests 
act similarly with a minor difference between 501 and the 
others. In addition, employing more than 50% of samples 
does not lead to a tangible change in IRR score.

Comparison across the metrics

For the different metrics, the parameters of the power model 
�̂(n) = anb + c were derived and provided in Table 7. The 
scale parameter is a, the shape parameter is b and the off-
set is c. The power model allows to calculate the required 
number of samples, such that the preferred metric is in a 
certain target range. For instance, assuming that the CIW is 
the preferred metric and we aim to keep its maximum value 
to be � = 0.3.

Table 7   Summary for all metrics: Coefficient of Power models ( y = a ⋅ xb + c ) where x is the number of votes and y is the predicted value

Model a b c GoF R
2

�lab 401 − 0.4178 − 1.0316 0.9749 0.0001 0.9992
�lab 501 − 0.3562 − 0.8866 0.8912 0.0004 0.9964
�lab 701 − 0.3917 − 1.0170 0.9304 0.0002 0.9987
�lab 401 0.6099 − 0.9638 0.4799 0.0004 0.9984
�lab 501 0.7813 − 0.9095 0.3197 0.0004 0.9993
�lab 701 0.7910 − 0.9289 0.3363 0.0004 0.9992
�lab 401 0.8185 − 0.8347 0.1645 0.0004 0.9995
�lab 501 0.7475 − 0.9097 0.3121 0.0003 0.9993
�lab 701 0.9254 − 0.9046 0.3036 0.0004 0.9994
�cs 401 − 0.3396 − 0.897 0.9984 0.0001 0.9998
�cs 501 − 0.4116 − 0.8063 0.9970 0.0001 0.9996
�cs 701 − 0.3870 − 0.9221 0.9992 0.0000 0.9998
�cs 401 0.8229 − 0.5014 0.0001 0.0003 0.9999
�cs 501 0.8409 − 0.5008 0.0001 0.0003 0.9999
�cs 701 0.8401 − 0.500 0.0001 0.0003 0.9999
w 401 2.5594 − 0.4194 − 0.0562 0.0013 0.9999
w 501 2.6306 − 0.4222 − 0.0552 0.0013 0.9999
w 701 2.6290 − 0.4200 − 0.0571 0.0014 0.9999
Δ 401 0.8752 − 0.4942 − 0.0012 0.0002 0.9999
Δ 501 0.8941 − 0.4972 − 0.0009 0.0002 0.9999
Δ 701 0.9095 − 0.5026 0.0001 0.0002 0.9999
� 401 − 1.1250 − 0.4693 0.8293 0.0037 0.9959
� 501 − 1.4562 − 0.8412 0.7470 0.0015 0.9981
� 701 − 3.0413 − 1.0561 0.7576 0.0027 0.9961
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(22)�𝜓(n) = anb + c < 𝜏

(23)n ≥

(
�−c

a

) 1

b

The model parameters in Table 7 lead to n ≥ 111 , 115, 111 
for CS 401, 501, 701, respectively. Beyond the difference of 
the various metrics below (or above) a certain target thresh-
old, the relative gain of increasing the number of sample 
sizes is also of interest. In order to derive, when the met-
ric �̂(n) flattens out, the derivative �̂ �(n) is considered and 
normalized to the observed value range of the sample size, 
[�̂(n0);�̂(nmax)].

Thus, Ψ̃(n) is below a certain threshold, when the sample 
size n exceeds a certain value.

The function �̂ converges towards c, since the observed 
power model shape parameters are negative, i.e. b < 0.

The derivation of �̂ is �̂ �(n) = abnb−1 . This derivation is 
now normalized according to Eq. (24).

(24)Ψ̃(n) =
�̂ �(n)

�̂(nmax) − �̂(n0)

(25)lim
n→∞

�̂(n) = lim
n→∞

anb + c = lim
n→∞

a

n|b|
+ c = c

(a) Absolute SRCC values

(b) Normalized SRCC values

(c) Derivation SRCC values

Fig. 3   Validity: SRCC of lab MOS and CS MOS, as well as power 
model fit

(a) Normalized RMSE values

(b) Normalized RMSE values after 1st order mapping

Fig. 4   Validity: Changes in RMSE of lab MOS and CS MOS, as well 
as power model fit



	 Quality and User Experience (2021) 6:2

1 3

2  Page 16 of 21

(a) Absolute SRCC values (b) Absolute RMSE values

(c) Absolute EMD values (d) Absolute CIW values

Fig. 5   Certainty Gain: MOS comparison of sampled CS with full CS dataset

Fig. 6   Absolute Inter-Rater Reliability values, calculated using differ-
ent percentage of data

Fig. 7   Comparison of power models for the different CS datasets and 
all metrics (SRCC, RMS, CIW, EMD, IRR)
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Figure 7 shows the normalized derivation of all metrics 
discussed so far for all CS datasets (401, 501 and 701). It 
can be seen that for all metrics and for n > 40 the shapes 
of the curves for Ψ̃(n) are similar and close to each other. 
For n > 100 , the value is Ψ̃(n) ≤ 0.0016 for any metric and 
dataset.

Equation(26) can be transformed to compute the required 
number of samples � , such that Ψ̃ is smaller than a threshold 
� , i.e. �Ψ(n) < 𝜖.

Figure 8 shows the required sample size � that depends on b 
and the target threshold � . In the obtained power models (cf. 
Table 7), it is −1.16 < b < −0.40 . The required sample size 
function � has a maximum value �∗ at b∗ which depends on �.

Thus, for any power model (i.e. any negative value of b) 
the required sample size to ensure that � is below a target 
threshold can be derived. Thus, if a subjective study is to be 
conducted, the maximum number of required samples can 
be derived beforehand, i.e. without knowing the subjective 
results and the corresponding power model. Please note that 
this required sample size according to Eq. (29) is an upper 
bound. Figure 9 shows this pessimistic approximation. For 
n > 86 , 𝜖 < 0.0002.

(26)Ψ̃(n) =
�̂ �(n)

�̂(nmax) − �̂(n0)
= −b

nb−1

nb
0

(27)�(�, b) =
(
−
1

b
�nb

0

) 1

b−1

(28)b∗(�) = − �n0e
W
(

1

e�n0

)
+1

(29)�∗(�) =�(�, b∗(�))

Comparison between degradations

The three lab tests have been carried out at three different 
locations, using different groups of test participants, differ-
ent types of degradations (conditions), different numbers of 
source files per condition, and different numbers of ratings 
per file and per condition. Thus, it is difficult to statistically 
and meaningfully calculate significant differences between 
the means on a per test and a per-condition basis. Instead, we 
will use the criterion of a difference larger than 0.5 MOS for 
marking substantial differences between lab and CS results, 
using the mapped MOS for all databases. The threshold of 
0.5 was chosen as it is slightly lower that the threshold cho-
sen in the environmental test for the study CS 401, and it is 
also substantially smaller than the average standard devia-
tion of all test conditions of the corresponding lab and CS 
test. For CS 401, only one test condition showed a substan-
tial difference, namely a super-wideband condition with 
speech level attenuated by 20 dB; here, the mapped MOS in 
CS was substantially lower than in the lab test. For CS 501, 
six test conditions showed substantial differences between 
the mapped MOS and CS:

–	 Super-wideband with a low level of signal-correlated 
noise;

–	 wideband AAC coding at low bit-rate;
–	 narrowband EFR coding at −10 dB;
–	 super-wideband AAC coding with packet loss;
–	 narrowband AMR codec at −16 dB;
–	 and a VoIP wideband call with no other degradation.

In all cases, except the narrow band signals, the CS MOS 
was substantially higher than the lab MOS. For CS 701, 
9 test conditions showed substantial differences; these 
included low to moderate levels of signal-correlated noise 
(2 conditions); super-wideband with low packet loss (3 

Fig. 8   Required sample size � (Eq. (26)) for a power model with 
given b to have the normalized derivation below a threshold �

Fig. 9   Required sample size for any power model (and in particular 
b) to have the normalized derivation below a threshold �
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conditions); super-wideband with moderate packet loss (2 
conditions); and super-wideband with high packet loss (2 
conditions). Again, in all cases, the CS MOS was substan-
tially higher than the lab MOS.

There is a notable difference in the number of test 
conditions for which substantial differences occur. In CS 
401, only one condition shows such differences. From a 
screening point of view, this test was the most elaborate 
one, with the strictest handling of participants. The dif-
ference is only observed for the condition with very low 
volume, which was rated worse in CS compared to the lab: 
Whereas the speech playback level is adjustable during the 
training session in the CS situation, it is fixed in the lab 
situation. This might explain why the difference occurs.

In CS 501 and CS 701, there were far more test condi-
tions with substantial differences. This might be due to 
a less strict screening in those CS tests. In all cases sub-
stantial differences were observed, the CS MOS was sub-
stantially higher than the lab MOS except for narrowband 
signals. No particular regularity could be observed regard-
ing the types of degradation for which this effect occurs: In 
CS 501 it is mostly linked to wideband or super-wideband 
conditions with coding; there were however numerous 
other such conditions in the test for which the differences 
were not as strong. Similarly, for CS 701 mostly signal-
correlated noise and super-wideband conditions with 
packet loss stand out; there were also numerous other such 
conditions which did not show the observed differences.

In conclusion, it seems that the agreement between lab 
and CS results is not linked to a particular type of degrada-
tion, i.e. test condition. The only condition where such a 
difference could be explained was a low-volume condition, 
which might stem from the volume adjustment possible 
in the CS test. However, a stricter screening as performed 
in CS 401 seems to substantially decrease the number of 
conditions with substantial differences. Previous studies 
showed that presence of environmental noise at 50dB(A) 
SPL leads to a significant difference of the perceived qual-
ity [42].

Comparisons of efficiency

In addition to the validity and reliability of the obtained 
results, it is also important to compare both approaches 
with respect to their efficiency. This can be done only in a 
rather approximated way, as the lab studies reported here 
were carried out by commercial companies as part of their 
daily business, therefore precise calculations of the efforts 
spent are lacking. Nevertheless, it was possible to obtain 
reasonable estimations from three companies with respect to 
the efforts spent. As both approaches made use of the same 
speech stimuli, the effort spent preparing the stimuli is dis-
regarded here. We can also not directly compare the efforts 
put in the set-up of the respective infrastructure: Whereas 
the time invested to build the crowdsourcing frameworks 
can be estimated to a range of 4 to 8 weeks (resulting in a 
person-day cost of around EUR 20 000–40 000), the physi-
cal set-up of the test lab will take largely more time and be 
more expensive (typically in the range of EUR 50 000–100 
000, depending on the characteristics of the desired room 
and the geographical location, but the test site will also be 
more long-lasting.

The effort for a laboratory test can roughly be separated 
into [(1)] the preparation time for the test set-up (including 
public invitation of participants, design of test session lists, 
proof-listening of the stimulus material, and calibration of 
the audio equipment in the lab); [(2)] the time for executing 
and post-processing the test; [(3)] the financial compensa-
tion of test participants; and [(4)] the costs for using the test 
facilities. Regarding the preparation time, the estimations 
of the companies range between 1 and 5 business days. The 
execution time of the experiments depends on how many 
participants can be handled in parallel, as a result of the 
available test equipment: In case only one participant can be 
handled at a time, a test typically requires five working days 
to be completed. In the case that three or four participants 
can be handled in parallel, this time is reduced to approxi-
mately two days. Two more days need to be added for the 
post-processing of the results (statistical checks and report 

Table 8   Comparison of 
efficiency between different 
crowdsourcing studies and the 
open-source P.808 toolkit[43]

Criterion CS 401 CS 501 CS 701 P.808
Toolkit ([43])

preparation time excluding dataset preparation
… first study (building the platform) 4 weeks ≈ 8 weeks 8 weeks 1 h
… any new study 1 day 1 day 1 day < 1 h
Time for carrying out the study
… data collection duration 3 days 11 days 1 day < 1 day
… active participation of a moderator 8 h 12 h 2 h –
Monetary expenses
… payment per vote $0.050 EUR 0.042 $0.025 $0.050
… platform overhead 40% 40% ≈ 9.5% 40%
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generation). The costs per test participant range between 
EUR 35–45. With an estimated 28 participants (24 effec-
tive participants plus no-shows and outliers) this results in 
roughly EUR 1100–1200. The rental price for the test lab is 
assumed to be about EUR 4000. Assuming that a person-day 
is roughly charged EUR 1000, this results in an overall price 
of the test of roughly EUR 15 000. It has to be noted that 
these are purely costs, with no business-model behind. So 
the price which may actually be charged by a professional 
test lab would typically be higher.

These efforts can be compared to the ones of our crowd-
sourcing studies. As Table 8 shows, the time for preparing 
each test is estimated to be around 1 day in our studies. The 
time for carrying out the study ranged between 1 and 11 days 
in our case, but during this time period the experimenter 
spent only between 0.5 and 1.5 business days on the experi-
ment. Finally, the remuneration for the participants and the 
test platform ranges between US$ 280 and US$ 812. No 
additional costs of the usage of the platform are expected. 
Summarizing these efforts in terms of costs, this results in 
approx. EUR 2550 per test.

Comparing these numbers, it is obvious that the crowd-
sourcing approach is significantly cheaper, especially when 
running many tests: Reducing the costs by a factor of 6 will 
seem very beneficial to test labs. Furthermore, the open-
source implementation of the ITU-T Rec. P.808 [43] strongly 
reduces the costs of the crowdsourcing approach as well: 
the study preparation time is reduced to less than one hour, 
carrying out a study with a dataset of a typical size (i.e. 
about 1000 votes) normally takes a day with no need of 
active participation of a moderator. And post-processing and 
aggregation of ratings are all performed by the toolkit [43].

On the other hand, one should not forget that the invest-
ments into a crowdsourcing platform may be rather short-
term, whereas the investments into a physical test lab are 
rather long-term. In addition, a laboratory environment can 
be used for many other purposes (e.g. high-quality audio 
testing) which would be impossible with a crowdsourcing 
approach.

Discussion and future works

We have conducted three speech quality tests through crowd-
sourcing studies to validate the ITU-T Rec. P.808. Each of 
the studies was conducted by a different experimenter fol-
lowing the exact text of the Recommendation. We used three 
datasets from the pool of the ITU-T Rec. P.863 competition 
datasets for our evaluation. Results from subjective tests in 
the lab, performed according to the ITU-T Rec. P.800, were 
kindly provided to us. We used three different crowdsourc-
ing platforms.

Results show that there is a strong correlation between 
lab-based assessments, according to the ITU-T Rec. P.800, 
and the crowdsourcing evaluations based on the ITU-T Rec. 
P.808. We also investigated the effect of the number of votes 
per degradation condition on the validity and reliability of 
the P.808 approach using different metrics. Results show 
that about 60–100 valid votes per condition are required in 
the crowdsourcing tests. For each metric, we reported the 
model’s parameters. Consequently, one can calculate the 
number of votes needed for their study given a specific range 
of their target metric.

We also investigated degradation conditions in which 
a substantial difference between lab and CS tests was 
observed. We observed a significant difference between 
MOS values from the lab and CS in 12% of conditions in 
the studies CS 501 and CS 701 but in only one condition in 
the CS 401 study. We interpret that the agreement between 
lab and CS results is not linked to a particular type of deg-
radation. Instead a stricter screening (i.e. environment suit-
ability test [34] and hearing ability test) as performed in CS 
401 seems to significantly decrease the number of condi-
tions with substantial differences. As shown in [34], apply-
ing the environment test leads to a reliable assessment of 
degradation conditions that include noise and sub-optimal 
presentation levels as well. However, the drawback of the 
environment suitability test is that it significantly increases 
the duration of the test session. One solution would be to use 
the test periodically as in [43] and ultimately extending it to 
a continuous monitoring solution in which a new instance 
of the test is required only when a substantial change in the 
environment is observed.

Furthermore, we compared the efficiency of the lab and 
our CS tests. Undoubtedly the CS approach is much cheaper 
and faster. The overall cost of an experiment can be reduced 
by a factor of 6 when using the CS approach. The newly 
published P.808 Toolkit [43] further reduces the cost of CS 
tests. Through automation only minimal work is needed by 
experimenter in the entire process.

During the simulation we randomly selected 10 to 200 
votes by sampling with replacement from the CS tests, 
even though the original number of votes were 102 and 97 
for CS 501 and CS 701 respectively. We believe that the 
number of votes in the original study are high enough to 
represent different groups of reliable workers. However, 
to be able to generalize our findings, we used resampling 
with replacement. One might argue that the saturation at 
about 100 votes, that was observed in the simulation, was 
due to the fact that the original study has close to 100 votes 
(CS 501 and CS 701). But since we have observed the same 
behavior from the study CS 401, which had 217 votes in 
the original study, we believe that the original number of 
votes in the CS 501 and CS 701 studies are high enough 
for such a simulation and resampling. In addition, we used 
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1000 runs of simulation and reported the average values of 
the matrices. The larger number of simulation runs leads to 
a smother scatter plot and a more accurate fit. In our previ-
ous paper [40] we used 200 runs, although similar results 
were observed there the fitted functions only showed minor 
changes. Increasing the number of runs also leads to smaller 
confidence interval widths.

For future work, the ITU-T Rec. P.808 can be extended to 
include other test methods like Degradation Category Rat-
ings (DCR) and Comparison Category Ratings (CCR). They 
are suitable for validating systems with small impairments. 
In such a case, strict environment and setup tests should be 
integrated so that the participants can recognize small dif-
ferences. Furthermore, the effect of language proficiency 
on the perceived quality of speech samples by non-native 
listeners should be investigated in detail. In addition, in cir-
cumstances such as a pandemic, the need for a contact-less 
subjective test is increased. Given the success of the ITU-T 
Rec. P.808, a new recommendation for evaluating the video 
and audiovisual quality using the crowdsourcing approach 
might be developed.
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