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Abstract 

Research integrity (RI) is crucial for producing research that is trustworthy and of high quality. Rules 

are important in setting RI standards, improving research practice and fostering responsible research 

practices. At the same time, rules can lead to increased bureaucracy, which without commensurate 

increased commitment amongst researchers towards RI is unlikely to lead to more responsible research 

behavior. In this paper, we explore the question: How can rules and commitment be combined to foster 

RI?   

There are three ways that research institutions can govern RI: markets (governing through 

incentives), hierarchies or bureaucracies (governing through rules), and network processes (governing 

through commitment and agreement at group level). Based on Habermas’ Theory of Communicative 

Action, we argue that network processes focusing on consensus, as part of the lifeworld, are necessary 

to legitimize and support systems, i.e. market and bureaucratic modes of governance. We analyze the 

institutional response to a serious RI case to illustrate how network processes can create a context in 

which rules can foster RI. Specifically, we analyze how the Science Committee established at Tilburg 

University in 2012 has navigated and combined different modes of governance to foster RI. Based on 

this case analysis, we formulate recommendations to research institutions on how to combine rules 

and commitment. 
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1. Introduction  

 

The replication crisis and prominent cases of research misconduct in the past decade have suggested 

that research is in ‘crisis’ (Piper, 2020; Titus & Ballou, 2014). The high prevalence of research 

misconduct (2-8% according to self-reports) and questionable research practices (QRPs) such as 

inadequate mentorship and p-hacking (30-50%) jeopardizes not only the quality, relevance and validity 

of research findings, but also their trustworthiness (Fanelli, 2009; Gopalakrishna et al., 2022; Xie et al., 

2021). In response to these concerns, many institutions across the globe have resorted to policies 

aimed at fostering research integrity (RI) (Mejlgaard et al., 2020), including the adoption of codes of 

conduct (e.g., All European Academies, 2017; Resnik & Shamoo, 2011), which are translated at an 

institutional level into rules and procedures. These steps are crucial for setting clear standards about 

research practice, providing guidance to researchers, as well as encouraging institutions to more 

actively support researchers to engage in responsible research practices (Bouter, 2020; Mejlgaard et 

al., 2020).  

Rules, however, typically add additional burdens on researchers who are already navigating 

high workloads, competition, and stress, and these pressures in research may lead researchers to ‘cut 

corners’ and engage in QRPs (Haven et al., 2019; Labib, Evans, et al., 2021; Sørensen et al., 2021). 

Furthermore, rule-based approaches to fostering RI might lead to a ‘check-box’ mentality where 

researchers are more concerned about complying with externally imposed rules and requirements, 

rather than being intrinsically motivated to reflect on how to engage in research responsibly 

(Hemminki, 2016; Labib, Roje, et al., 2021). If researchers are not internally motivated to engage in 

responsible research practices, it is unlikely that they will commit to these practices or that institutional 

policies will have the desired effect (Davies, 2019).  In other words, while efforts to foster RI are much 

needed, if efforts focus only on imposing rules, they can be potentially counterproductive.  

 Research is inherently a social phenomenon, requiring interaction between individuals who 

are part of the research community (Anderson et al., 2010); efforts to foster RI should adequately take 

into account the social context of research to cultivate the commitment of researchers to RI. To 

understand how efforts to foster RI can adequately take into account the social practices of research, 

it is helpful to look at three different modes of governance, as described in governance theory, for 

instance by Thompson and colleagues (1991): ‘markets’ (governance through incentives); ‘hierarchies’ 

(governance through rules); and ‘networks’ (cooperative governance). In practice, these modes of 

governance are often implemented in combination, and do not occur in isolation (Thompson et al., 

1991), also in the context of research. We propose that fostering RI will require appropriate 

combination of these different governance modes. Habermas’ Theory of Communicative Action – with 

its core concepts of lifeworld and systems - is a theoretical framework which can provide a normative 
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explanation of how these modes of governance can be combined most effectively and efficiently in 

institutional efforts to foster RI. 

In this paper, we investigate how research institutions can combine rules with researchers’ 

awareness of and commitment to RI practices. First, we distinguish between three modes of governing 

social practices as described by governance theorists such as Thompson et al. (1991) and how they can 

be applied in research governance. Next, we use Habermas’ Theory of Communicative action to 

provide a normative perspective on how the modes of governance should be optimally combined to 

foster RI. We then present a case analysis to see how our theoretical considerations relate to practice. 

We explore how the Science Committee of the Tilburg School of Social and Behavioral Sciences (TSB) 

has navigated between different modes of governance, combining system and lifeworld elements. 

Based on the insights gained from this case analysis, we end with recommendations to research 

institutions on how to combine rules and commitment in fostering RI. 

 

2. Governance in research 

 

As discussed by governance theorists (e.g., Pahl-Wostl, 2019; Powell, 1990; Thompson et al., 1991), 

social life consists of the interaction of various individuals and groups. Organizations are responsible 

for governing these interactions to ensure they contribute towards the goals of the organization. 

Three modes of governing social life – markets, hierarchies, and networks – have been identified by 

governance theorists (e.g., Pahl-Wostl, 2019; Powell, 1990; Thompson et al., 1991), which we will 

elaborate on further in this section. In governance theory, market refers to an ‘automatic’ and 

‘unconscious’ way of coordinating social life, which is driven by the self-interest of individuals and 

groups who are acting and interacting under the guiding hand of market mechanisms (e.g., 

incentives, demands and prices present in the system). Alternatively, in hierarchies, social life is 

coordinated by formal procedures and rules aimed at consciously regulating the interaction between 

agents. In contrast to this, networks are characterized by governance theorists as the cooperation of 

equal, rather than hierarchically organized, agents who steer themselves cooperatively. Applying 

markets, hierarchies, and networks to the field of RI can be fruitful in understanding the approaches 

institutions can take to foster RI.  

 Market, hierarchical, and network mechanisms can function both outside and within research 

institutions. Research institutions do not function in isolation but have a complex relationship with 

other research stakeholders, and the internal governance strategies of the institution are partially 

determined by external factors. The social practices of research institutions can be externally 

influenced by market, hierarchical, and also network mechanisms of publishers, funders, and 

governments. It is important to note that especially publishers’, and funders’ incentive structures are 
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thought to be important in influencing RI practices at the research institution (Bouter, 2018; Titus & 

Bosch, 2010). This is because the number and impact of publications are important for obtaining 

funding and furthering careers, and there is a low availability of (and therefore high competition for) 

funding for research.  

Markets, hierarchies, and networks also govern research practice and influence RI within 

research institutions. Table 1 is adapted from Pahl-Wostl (2019), Powell (1990) and Thompson et al. 

(1991), and provides our application of the three modes of governance to research institutions. In this 

context, market governance can be seen as regulating research through incentives, for example, for 

hiring, evaluating and promoting researchers. The incentives used by the research institution will likely 

mirror incentives imposed by journals and funders. For instance, within the current system of research, 

many institutions look at the number and impact of publications, as well as prior success in obtaining 

funding, as important criteria for hiring, evaluating, and promoting researchers (Aubert Bonn & 

Pinxten, 2021). Thus, bibliometric indicators (e.g., impact factors, Hirsch (H) indices) are used to 

evaluate research performance. In a market governance mode, researchers are free to behave as they 

wish, but those who do not obtain incentivized achievements will likely be forced out of the system – 

since they will not be hired or promoted –  pushing all researchers to behave in specific ways that 

increase their chances of surviving in research. This might include engaging in QRPs, for instance 

focusing on positive outcomes to publish in high rated journals, rather than responsible research 

practices; hence the ‘publish or perish’ analogy in the current research system (Grimes et al., 2018). 

While individuals in market governance structures may be collegial and want to cooperate with each 

other, these do not primarily function as drivers for coordination of actual practice. Coordination is 

driven, instead, primarily through market incentives and strategic actions, and the climate is 

competitive.  

Hierarchical governance of RI by research institutions, on the other hand, is rooted in rules and 

procedures that are mandated by a governing body. There are clear lines of authority and 

organizational structures to create a formalized and bureaucratic research environment. As such, 

researchers are required to comply with specific rules and regulations, for instance regarding the 

ethical or methodological requirements of study protocols, or data management (e.g., how and where 

data should be collected, stored and archived). Hierarchies provide a consciously created, procedural 

and organizational system, and a chain of command. Monitoring for compliance with rules and 

regulations is essential in evaluating the functioning of this type of research governance.  

 In the third mode of research governance – networks – researchers cooperatively govern 

themselves at group level by forming mutual agreements. Researchers’ actions are oriented towards 

their relationships of trust and solidarity with others in the network. They engage with each other in 

reciprocal and mutually beneficial relationships. Contributing to and being supported by the 
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community is a key motivation for individuals in the network. It is generally accepted that markets, 

hierarchies and networks, as modes of governance, do not mutually exclude each other and usually 

occur in hybrid forms (Pahl-Wostl, 2019; Thompson et al., 1991). However, it is not clear how the three 

modes of governance influence each other and can be combined in a good way, to optimally foster RI. 

 

Table 1: Key features of different research integrity governance modes  
 

Mode of governance Market Hierarchy Network 

Motives of researchers Obtaining funding 
Number of 
publications, 
particularly in high 
impact-factor journals 

Following the rules of 
the research institution 

Contributing and 
belonging to the 
network 

Factors limiting 
actions 

Self-interest Rules Relationship with 
others in the network 

Drivers of behavior Incentives Formal authority Mutual trust and 
solidarity 

Who governs? Journals and funders 
(since incentives are 
externally formulated) 

Governing body All involved in the 
network 

Conflict resolution Those who obtain 
incentivized 
achievements win  

Formal procedures Aiming for consensus 

Monitoring & 
evaluation 

Focused on 
bibliometric indicators 

Compliance with rules Participatory, joint 
reflection on agreed 
goals 

Tone/climate Competitive Formal, bureaucratic Cooperative 

 

 

3. Combining modes of governance: relations between systems and lifeworld 

 

Markets, hierarchies, and networks – modes of coordinating social practices as discussed by 

governance theorists – provide us with an analytical distinction between different approaches that 

institutions can use to foster RI.  To obtain a normative understanding of how the modes of governance 

can be optimally combined to foster RI, we will use Habermas’ ‘Theory of Communicative Action’ 

(1981, 1987).  

 

3.1 Communicative and strategic action 

Habermas distinguishes between two types of interactions in social practices: communicative action 

occurs when two or more actors are involved in an interaction that is oriented towards understanding 

and mutual goals (Habermas, 1998b), while strategic actions are characterized by interactions in which 
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each actor aims to reach their own individual goals (Habermas, 1998a). ‘Communicative action’ is 

oriented towards consensus. This process entails the exchange of validity claims. Each speaker in the 

interaction presents validity claims and each listener can accept or refute them (Habermas, 1981 pp. 

70-72, 1998a). More specifically, each speaker makes three claims, as their statement can be assessed 

regarding 1) truth (i.e., Is what the speaker is saying empirically correct?); 2) normative rightness (i.e., 

Is the speaker’s claim in line with what is right according to shared values and standards?), and 3) 

truthfulness (i.e., Is the speaker genuine and sincere?) (Habermas, 1981 pp. 70-72, 1998a). For 

instance, if speaker A says: “Good supervision is very important in research”, then speaker B can 

question the claims of 1) truth (e.g., Does the evidence about supervision and its relationship to 

research practices show this?), 2) normative rightness (e.g., Is good supervision an important value in 

our research community? Are researchers entitled to good supervision?), and 3) truthfulness (e.g., Is 

the speaker genuine with this statement or do they just want people to pay them for the supervision 

training they have on offer?). If all three claims are accepted, communicative action can go on; if one 

or more claims are refuted, the speaker will have to support them with reasons, or give them up. As 

such, mutual understanding is built through a process of accepting and rejecting validity claims 

between two or more actors.  

Because this consensus building process is time-consuming, not every interaction that takes 

place between actors, particularly when it needs to be fast and efficient, can take place through 

communicative action (Habermas, 1987 pp. 153-189). Sometimes the three validity claims need to be 

relaxed to allow actors to engage in interactions, which allow them to accomplish goals that do not 

require reaching mutual understanding. For instance, a faculty head can communicate a policy to the 

faculty requiring incoming faculty supervisors to complete a supervision training. In this case, reaching 

mutual understanding between the faculty head and new supervisors is not the goal and there is no 

need to go through a consensus building process; the goal is rather to ensure that new supervisors are 

being trained. Actions in which validity claims are relaxed and in which reaching mutual understanding 

is not a goal but are rather focused on achieving the outcomes of actors in an efficient and fast process, 

can be referred to as ‘strategic actions’ (Habermas, 1981 pp. 285-295).  

 

3.2 Applying Habermas’ Theory of Communicative Action to Markets, Hierarchies, and Networks 

Social practices consist of both communicative and strategic actions (Habermas, 1987 pp. 153-189). 

Communicative actions are characteristic of the types of interactions that take place in what Habermas 

refers to as the ‘lifeworld’ (Habermas, 1987 pp. 113-153). The lifeworld consists of the background 

resources and contexts in which communicative action takes place (Habermas, 1987 pp. 113-153). As 

such, network governance would fall within the lifeworld, since network governance operates through 

communicative action. The lifeworld can be contrasted to ‘markets’ and ‘bureaucracies’, which 
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Habermas calls ‘systems’. These are pre-defined modes of interaction among actors – pre-defined in 

the sense that the three validity claims mentioned earlier of truth, normative rightness and 

truthfulness, need not be tested, as certain assumptions are taken for granted, and a consensus 

building process is not carried out (Bohman & Rehg, 2017; Habermas, 1987 pp. 310-331). Social 

relations in markets and bureaucracies are regulated primarily by money and power, respectively 

(Habermas, 1987 pp. 154). Since incentives and rules are mechanisms by which money and power 

operate (Habermas, 1987 p. 159, 307), Habermas’ concepts of markets and bureaucracies are 

comparable to the market and hierarchy modes of RI governance outlined in Table 1. Therefore, we 

use the terms ‘hierarchy’ and ‘bureaucracy’ synonymously to refer to a RI governance mode operating 

through rules. Strategic, rather than communicative, actions are dominant in markets and 

bureaucracies (Habermas, 1987 pp. 153-189). According to Habermas, both the lifeworld and systems 

are necessary for today’s social practices (Habermas, 1987 pp. 153-189, 310-331).  

In an ideal situation, the agreements that are reached in the lifeworld form the basis for and 

legitimize the systems (Habermas, 1987 pp. 153-189, 1996a pp. 408-409). For instance, bureaucratic 

decisions such as whether to mandate training for supervisors, should be rooted in prior lifeworld 

communicative action processes (e.g., consensus building among the research community about the 

importance of supervision training for research). Similarly, market mechanisms (e.g., incentives) 

should preferably be based on agreements made in the lifeworld about what constitutes good research 

(e.g., quantity or quality of publications). Networks (i.e., as part of the lifeworld) are thus needed to 

legitimize markets and bureaucracies, while markets and bureaucracies allow for an organized and 

efficient approach to coordinating actions in a complex environment such as that of research 

(Habermas, 1987 pp. 153-189).  

However, an imbalance can occur between systems and lifeworld, as systems may ‘colonize’ 

the lifeworld; in such a case, strategic actions in markets and bureaucracies impinge on the lifeworld 

and displace communicative action (Habermas, 1987 pp. 310-331). In the context of research, for 

instance, market mechanisms would colonize the lifeworld when research incentives focused on a high 

quantity of publications impede on communicative processes in the research community about what 

entails good research, as well as hinder RI. Similarly, strict regulation of supervision agreements could 

add pressure and paperwork on researchers’ already busy schedules, and actually prevent supervisors 

and supervisees from engaging in communicative processes about supervision, and reduce the quality 

of supervision offered. 

When the lifeworld is colonized by a system, countervailing power is needed to act against the 

interference of the system in the lifeworld (Habermas, 1996b). Countervailing power comes from 

members of the community coming together and becoming actively involved in a deliberative and 

participatory process aimed at limiting the interference of the system at stake (Habermas, 1996b). For 
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example, if mandatory supervision training becomes a bureaucratic burden that adds little value to the 

research community’s conception of good research, counterforces could entail the research 

community (e.g., at the department, the faculty, or the university) working together to change the 

training offered so that it addresses supervisors’ needs. This could mean talking to supervisors directly 

about the questions and problems for which they require support, as well as what format this support 

could have, and building training events together with supervisors, which directly address their 

concerns. Likewise, when market mechanisms (e.g., incentives to publish in high impact journals) 

interfere in the endeavor of producing high quality studies, members of the research community could 

work together to change the incentives of research to privilege higher quality research. This could 

involve developing networks within or between institutions - perhaps something akin to the URKN 

Local Network Leads (Local Network Leads, n.d.) – who together with researchers create new 

standards for how funders, journals, or institutions can assess who to hire, promote, fund, or publish, 

which then provide better research incentives (Aubert Bonn & Bouter, 2021). 

Applying these insights to the question of how to combine rules and commitment in fostering 

RI, we argue that institutional RI policies should be anchored in agreements formed among networks 

of researchers engaged in communicative action, and that deliberative participatory countervailing 

forces are needed to counter any existing colonization of lifeworld processes in the research 

community by markets and bureaucracies. As such, rules used to foster RI can be considered as 

justified and necessary, and garner the commitment of researchers and other stakeholders, so long as 

they are rooted in network processes, and tendencies towards colonization are recognized and acted 

against. 

 

4. Case: Tilburg Science Committee and data handling 

 

What does it mean to anchor market or bureaucratic mechanisms in network processes and how can 

this play out in practice? To answer this question, we present a case focusing on how the Science 

Committee at the Tilburg School of Social and Behavioral Sciences (TSB) navigated between different 

governance modes after a highly publicized case of research misconduct was discovered at the 

institution. The case description is based on a document analysis of the yearly evaluation reports of 

the Science Committee from 2013-2020, as well as interviews with the former and the current chair of 

the Science Committee. Obtaining information about the case via these sources allowed for 

triangulation.  

 

4.1 Case description 
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In 2011, it was discovered that the dean of the TSB – Diederik Stapel – had engaged in research 

misconduct, especially fabrication of data. The report which contained the results of the investigation 

into the misconduct case, concluded that Stapel was solely responsible (Levelt Committee et al., 2012). 

However, the report also highlighted that the prevailing research culture at the time might have not 

promoted openness and transparency about data sharing, which could explain why Stapel’s 

misconduct was not discovered earlier. The new dean of the TSB, eager to address the RI concerns 

established a committee – titled the ‘Science Committee’ – consisting of researchers from different 

departments at the TSB having sufficient seniority and knowledge about good data practices and RI, 

with the goal to improve the culture of RI at the TSB. The exact tasks that the committee would be 

responsible for were left open.  

Upon formation, the Science Committee decided not to impose RI policies on the school in a 

top-down approach, but instead contacted all department heads at the TSB, to cooperatively explore 

appropriate approaches to improve RI at the school. In the first two years since the establishment of 

the committee, the main activity of the committee was to engage in communicative processes with 

the researchers at the various departments of the TSB to explore how the Science Committee could 

help foster RI at the school. During these communicative processes, the Science Committee learned 

that some departments at the school, such as the one where the case of misconduct originated, were 

eager to introduce measures to improve RI practices. Other departments were less eager to implement 

measures since they considered their type of research to be vastly different from Stapel’s and doubted 

whether any RI policies would be helpful for their research practice. 

Based on these conversations, together with the departments, the members of the Science 

Committee realized that setting up a ‘future-oriented’ policy for RI at the school – that is, putting a 

variety of different measures in place to make sure that research would be conducted responsibly from 

the outset (including a data management steward, a privacy officer, a research ethics committee, an 

open-science framework) – would take time and might be met with resistance from researchers 

perceiving such measures as the school distrusting their research activities. Therefore, it was decided 

that the Science Committee should start its activities by using a ‘hindsight’ approach, retrospectively 

evaluating data practices at the school through ‘audits’ of published studies, rather than checking 

these prospectively and providing advice from the start. The idea here was to first learn from the past 

(i.e., from existing publications and data management practices) and then implement new policy based 

on past learning and other sources, in small incremental steps forward.  

The Science Committee worked with representatives and volunteers in the various 

departments to develop guidelines on Data Handling and Methods Reporting (DHMR) at the school, as 

well as an auditing procedure to evaluate the data of studies that had recently been published at the 

TSB. Thus, the various departments at the school were actively involved in both the decision process 
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that led to the agreement to create the DHMR and conduct the audits, but also in the actual 

development of both the DHMR and the audit procedure. The DHMR provided guidance to researchers 

about the data management standards expected at the audit. The audit procedure entailed a member 

of the Science Committee meeting with an author of a recently published article from the school to 

jointly reflect on how the data had been managed and stored for the study at hand and discuss any 

perceived problems together, with the help of a checklist which served as a tool to guide the discussion 

(Appendix I). The audits aimed to provide a learning opportunity during which researchers could obtain 

advice about their practices and ask questions. Although the focus of the audits was on discussing data 

management of studies, the Committee also used the audits as an opportunity to discuss broader 

issues relating to RI with researchers. Additionally, the Science Committee members would reflect on  

the insights gained during the audits in yearly evaluation meetings and form recommendations for 

adaptations for future years, with the goal to improve the DHMR and audit procedure, and as input 

for additional future RI policies. The studies for auditing would be randomly selected, so only a random 

sample of the publications at the school were to be audited (e.g., 14 out of a total of 716 publications 

at the school were sampled in 2020).   

The audit procedure was first piloted among a group of volunteer researchers who then 

provided feedback about the procedures, including the checklist for questions asked during the audit. 

The Committee revised both the DHMR and the audit procedure based on the comments and feedback 

from the various departments, as well as the researchers who participated in the pilot. The first official 

audits were launched in 2015. The Committee has since held annual meetings to evaluate the results 

of the audits and reflect on its own functioning, in order to revise and update the auditing procedures. 

For instance, in the early years of the auditing procedure, it became apparent that papers were often 

only published after the PhD student – who was often the first author – had left the institution, making 

it  difficult to conduct the audit together with the former PhD student. Therefore, after consultation 

with the departments, the TSB now requires PhD students to share data with supervisors prior to 

submitting their thesis, to ensure that data remain available at the TSB. This is not only relevant for 

the audits, but also for the RI responsibility of the institution and supervisors more broadly (i.e., in 

terms of having complete information about the data for each study).  

The Science Committee has continued its auditing activities at the TSB and has become an 

integral part of the school. The annual reports of the audits show that researchers are becoming 

increasingly familiarized with good data practices, although their implementation of these practices is 

not always perfect. For instance, the report from 2020 showed that all 14 researchers audited had 

stored their data package in a secure location, but one of them had only made the data accessible to 

one person instead of two as required by the DHMR. The insights gained during the audits conducted 

by the Science Committee throughout the years have contributed not only to better data handling 



11 
 

practices at the TSB, but also to combining rules and communication in the development of additional 

valuable forward-looking RI structures, which include a research ethics committee, RI training for 

researchers, and assignment of a privacy officer that guides and advises researchers on how to deal 

with privacy issues in the research process. These additional structures are now also present in other 

schools at Tilburg University. Many of these structures, like the Science Committee, have a dual 

function of both educating researchers (e.g., about various ethics considerations that can arise in 

research) and improving practice, as well as creating bureaucratic control of research practices (e.g., 

the research ethics committee checks whether ethics requirements have been met).  

 

4.2 Case analysis 

This case provides an example of how institutions can implement RI policies which are legitimized and 

supported by communicative, network processes. Prior to the installment of the Science Committee 

at the TSB, there was little discussion about RI and few rules existed (Levelt Committee et al., 2012). 

The dominant governance approach could be said to have been a market one, where researchers’ 

behavior was mostly guided by the incentives present in the system of research (e.g., publishing a large 

number of articles in high-impact journals and obtaining funding). However, the Science Committee 

started processes of communication and introduced rules at the TSB on data handling. These network 

processes included 1) cooperatively developing RI rules and procedures at the school with researchers 

from all departments rather than implementing these in a hierarchical and top-down approach, as well 

as 2) organizing audits to continuously communicate with researchers, to educate them about data 

handling, and reflect with them in order to improve the rules in place based on the insights gained 

during the audits.   

 The goal of the Science Committee’s audits is not focused on compliance to the DHMR and 

imposition of rules, but rather on learning and improving the research culture more generally. Some 

Science Committee members therefore find the term ‘audit’ somewhat misleading because they see 

the audits as a ‘conversation’ or ‘interview’ with researchers about what entails high quality research 

and how to achieve it, rather than a compliance-focused bureaucratic procedure. The auditors have a 

list of questions (Appendix I) that they ask researchers (which are sent to researchers in advance), to 

learn about how they store their data. The questions serve as a starting point for communication with 

researchers and discussion of data practices. Instead of criticizing or punishing researchers for not 

storing data perfectly, the Science Committee members treat the audits as a moment for reflection 

and learning about better data handling and RI practices. The committee evaluates the results of the 

audits to continuously adapt and improve the support provided by the Science Committee to the TSB 

researchers, as well as to provide input to future RI policies at the school. For instance, after the audits 

in 2020, the Science Committee discussed that the audits revealed that researchers in some 
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departments receive more support regarding structuring their data management than in other 

departments. Based on this reflection, they recommended the TBS to make an inventory of the support 

structures provided by various departments, and help to create more coherence between the support 

offered to researchers across departments. As such, the insights gained during the audits are used by 

the Science Committee and the TSB more broadly to understand the data practice problems at the 

institution with a view to be better equipped to support researchers with responsible practices, rather 

than to police data practices at the level of individual researchers – unless very serious violations of 

the DHRM are committed, such as losing data.  

The resolution to start a Science Committee was initiated by the school’s management team 

and approved by the departments and TSB council representing both faculty and students . The Science 

Committee decided to involve all the departments at the school in cooperatively developing policies 

for RI, rather than imposing policies in a top-down manner. The decision about what the main tasks of 

the Committee would entail – that is, conducting audits focused on data management – was made 

jointly by the Science Committee and the departments at the TSB after a year of consensus building 

and deliberation. Furthermore, the rules set by the Science Committee on data handling were 

developed cooperatively with the research community, which contributed to their legitimation. As 

such, while the Science Committee itself is a formal (and hence bureaucratic) body within the TSB, it 

continuously uses network processes of deliberation and consensus building together with researchers 

to develop and legitimize its bureaucratic elements. 

The Science Committee’s approach of using audits to understand and improve data practices 

within the school rather than police individual researchers has been especially helpful to the TSB since 

the introduction of the European General Data Protection Regulation (GDPR) (General Data Protection 

Regulation, 2016). Because the Science Committee members were already familiar with data practices 

and challenges at the TSB before the GDPR was implemented, they were in a good position to advise 

the institution how to help navigate the GDPR and relate it to standards of good research practices. 

For example, the Science Committee members knew that most of the data sets collected and stored 

at the TSB were already anonymized and therefore not sensitive. Thus, they advised the legal and 

policy staff at the TSB to only focus on those few studies at the school which included sensitive data 

when doing privacy assessments. In this way, based on knowledge obtained during conversations with 

researchers in audits, the Science Committee helped to prevent rules being introduced when they 

were unnecessary at Tilburg University because of the GDPR, thus countering the potential of 

colonization of the research lifeworld by bureaucratic procedures. 

 

5. Discussion and recommendations 
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In this article, we explored how institutions can combine rules and commitment in fostering RI. To 

answer this question, we discussed three modes of RI governance including markets (governing 

through incentives), bureaucracies (governing through rules), and networks (cooperative governance). 

Since these modes of governance occur in hybrid forms rather than in isolation, we argued that 

fostering RI will require appropriate combinations of these modes. We used Habermas’ Theory of 

Communicative Action to discuss how to optimally combine these modes of governance. Namely, we 

argued that system – i.e. market or bureaucratic – mechanisms to foster RI should be rooted in 

lifeworld processes, that is, in network mechanisms. In other words, our central claim in the paper is 

that any rules used to foster RI need justification and support by network processes – communicative, 

consensus-building action – among the research community within and outside of the institution. 

Furthermore, action is needed to counter tendencies of markets and bureaucracies to interfere in 

network processes in the research community. We showed how the Science Committee at the Tilburg 

University’s School of Social and Behavioral Science has created rules on data management, while at 

the same time fostering researchers’ commitment to RI, by using network mechanisms to legitimize 

bureaucratic rules and procedures and to prevent unnecessary bureaucracy. Based on the insights 

discussed in this paper, we formulate several recommendations for research institutions on how to 

combine rules and commitment in fostering RI. 

 

5.1 Recommendations 

1. Involve researchers in the development of RI rules 

To anchor market and bureaucratic mechanisms in network processes, institutions could involve the 

research community to cooperatively develop RI rules (Labib, Roje, et al., 2021; Mejlgaard et al., 2020). 

As an example, we have argued that the TSB’s Science Committee has improved RI practices at the TSB 

by developing rules and procedures about data handling, using deliberation and consensus building 

with researchers at the various departments of the school. Degn’s (2020) work showing that the top-

down implementation of institutional policies does not influence researchers’ approach to RI, supports 

the idea that network-oriented communicative processes among the research community are 

necessary for the implementation of policies that the research community owns and commits to. It 

could be helpful for institutions to involve researchers in the development of rules in a systematic 

manner, using co-creation or other participatory methods (e.g., as we have described in Labib, 

Pizzolato, et al., 2021).  

 

2. Approach RI rules and regulations to further the research community’s goals, rather than as 

ends in themselves which need stringent enforcement 
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Using bureaucracy to further the community’s shared goals can help the research community to 

become intrinsically motivated to engage in responsible research practices, rather than doing so 

because of potential punishments, and might thereby prevent a ‘check-box’ mentality (Labib, Roje, et 

al., 2021). For instance, audits can serve as a valuable communicative tool for learning, exchanging 

knowledge, and exploring mutual goals, rather than policing (Gerritsen et al., 2021). At the TSB, the 

audits are focused on education and reflecting on data handling and RI more generally, and this has 

helped to increase awareness of RI. Also, unnecessary rules are prevented, countering the tendency 

of the bureaucratic system to colonize the lifeworld. Bureaucracies that become ends in themselves  

could lead to a policing culture at the institution where researchers are under pressure to comply with 

externally imposed rules that they might not believe in (DuBois, 2004). Of course, that is not to say 

that serious misbehavior should not be addressed appropriately if it arises, as dealing with misconduct 

and its negative consequences appropriately is also in the interests of the community (Fanelli et al., 

2015; Labib, Roje, et al., 2021).  

 

3. Implement RI policies gradually to allow sufficient time to anchor bureaucracies in network 

processes, but also use momentum when there is increased attention for RI 

Implementation of new policies and initiatives can take time, not only due to procedural issues, but 

also due to the need for reflection on the values behind the policies and their relationship to 

community goals and culture (Gerritsen et al., 2021; Vasconcelos et al., 2015). Changing attitudes 

towards RI and forming agreements with stakeholders across the network about what measures to 

take can be a slow process (Coates, 2014). Institutions will likely benefit from gradual implementation 

of new policies, to allow for sufficient time for network process to create commitment of researchers 

to these policies (Adams et al., 2014; Horbach & Halffman, 2018; Vasconcelos et al., 2015). However, 

the need to carefully define and reflect on RI criteria does not exclude the possibility – in some 

situations such as the occurrence of misconduct cases – for policy makers to make top-down decisions 

about introducing RI policy. After such decisions, the process of implementation requires time and 

inclusion of stakeholders as can be seen in the case of the TSB, in which the initiative to install a Science 

Committee to foster RI was taken by the management team in a top-down manner after which the 

exact tasks and responsibilities of the Committee were developed together with researchers from the 

departments. Indeed, we see that cases of misconduct elsewhere have also led to important policies 

and changes aimed at fostering RI (Jones, 2003; Opel et al., 2011; Resnik, 2014). This suggests that the 

shock caused by the discovery of cases of misconduct in the research community may be an important 

catalyst in legitimizing the introduction of new RI policies aimed at preventing such cases in the future, 

but participation of researchers through network processes is also needed for legitimation. 
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4. Legitimize rules through network processes continuously rather than only in the initial 

implementation stage, for updating and improvement of RI policies 

Legitimization of rules requires the involvement of the affected network of researchers not only in the 

initial creation process of bureaucracies, but also in regular evaluations and updating (Pires, 2011; 

Weller, 2020). This is important to explore whether the rules serve community goals in practice, or if 

any adjustments are needed, and to reevaluate community goals (Pires, 2011; Weller, 2020). The latter 

might especially be important when new developments in research, such as the introduction of new 

regulations (e.g., the GDPR) or standards (e.g., related to open science) emerge. Continuous 

adaptation and legitimization is especially important in serving as a countervailing force against any 

potential colonization of communicative processes by market and bureaucratic processes. The TSB 

case shows the need for continuity of audits to reflect on the basic principles of RI and their application 

in data management; in addition, policies concerning data management should be related to a wider 

discussion of the importance of RI for research practice. 

 

5. Use RI policies to foster awareness and good practice of individual researchers and to address 

challenges and opportunities for RI at the institutional level, and relate them to developments 

in the larger research community 

Using RI policies to promote responsible research practice at an individual level, as well as address RI 

challenges and opportunities at an institutional level – as done by the TSB Science Committee, – can 

prevent researchers from experiencing rules as a policing tool (Labib, Roje, et al., 2021; Landi et al., 

2015; Mejlgaard et al., 2020). Such an approach to organizational culture where the emphasis lies on 

learning from challenges and mistakes rather than punishing individual persons has been termed as 

‘just culture’ and described as important in increasing the safety and quality of the work at the 

organization (Dekker, 2009; Khatri et al., 2009). Of course, this should be balanced with making 

researchers take accountability for their actions when they have engaged in clearly unacceptable 

behavior (Dekker, 2009). Additionally, relating the policies to developments in the larger researcher 

community – for instance by sharing experiences with other institutions (e.g., Sijtsma, 2017) – can be 

valuable in exchanging insights and joint learning, and therefore in legitimizing RI policies on a broader 

scale. 

 

5.2 Strengths and limitations 

In this study, we combine a theoretical perspective with a case analysis to reflect on how to combine 

rules with commitment in fostering RI. Our theoretical perspective brings together the conceptual 

approach of governance theory with Habermas’ analysis of societal development, including a 

normative view concerning the relationship between systems and lifeworld. Our case analysis, 
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informed by a document analysis and interviews with the former and current Science Committee chairs 

at the TSB, provides a real-life example of this. The chairs are well informed about the functioning of 

the Science Committee and likely have a more complete overview than others, including regular 

members.  

However, our case analysis is limited to the perspectives of the past and present TSB Science 

Committee chairs. We do not have direct information about researchers’ experiences in dealing with 

the committee, which could provide additional insights on the commitment of TSB’s researchers 

toward RI. Furthermore, while this case provides important insights in the issue how various 

governance approaches can be combined to foster RI, it mostly focused on bureaucracies and 

networks, whereas reshaping market governance can also be valuable in fostering RI, particularly 

considering that perverse incentives in research are seen as a factor contributing to research 

misconduct and QRPs (Edwards & Roy, 2017). In fact, there are many initiatives currently to address 

incentives in research to reward responsible research practices rather than quantity of publications 

(see Aubert Bonn & Bouter, 2021 for an overview of initiatives). 

 

5.3 Conclusion 

In this paper, we argued that institutions should use network processes to develop and legitimize rules 

that foster RI in research institutions. As an example, we showed how the Science Committee at Tilburg 

University’s TSB has involved the researchers at the school’s departments in the process of creating 

and applying rules and procedures (i.e., regulations on data management). This has been used to 

garner the commitment of researchers to RI rules. Based on our analysis of the Science Committee, we 

have formulated five recommendations that can be valuable for research institutions in developing RI 

policies.  
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