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A B S T R A C T

Ion-beam processing of materials is widely supported by atomistic simulations by means of molecular dynamics.
Although the approach has given several valuable insights, it has a limited operational window in both time
and length scales. In particular, for high-fluence ion irradiation with multiple consecutive cascades, the direct
molecular dynamics method becomes prohibitively time consuming.

In this work, we propose a speed-up algorithm for molecular-dynamics simulations of multiple consecutive
collision cascades employing an adaptive moving environment model. In the model, the computational power
is primarily focused on calculating the atomic movement in the propagating cascade regions, while thermally
equilibrated regions outside the cascades are excluded. Up to a five-fold efficiency increase was seen with
the adaptive moving environment compared to classical molecular dynamics, without any significant statistical
difference in the results of multiple individual ion-cascade simulations in a heterostructure of alternating Si
and SiO2 layers. Simulations of temperature-driven dynamic annealing during high-fluence ion irradiation
of Si nanopillars at elevated temperatures using the adaptive moving environment showed similar trends as
experiments with respect to temperature dependence. The model is included in the atomistic simulator
toolkit, COSIRMA (COmputer Simulator for IRradiation of MAterials), and can easily be enabled through the
user-friendly graphical interface.
1. Introduction

Ion beams have been used for several decades both in materials
research for exploring the properties of materials as well as in industrial
fabrication of integrated circuits. Computer models for simulating the
ion-beam effects of materials have been around for almost as long [1].

Molecular dynamics (MD), based on classical Newtonian mechanics,
has actively been used for the last six decades to simulate the atomistic
behavior of the target materials in everything from static systems with
only a few hundred atoms, to high-dose ion irradiation – over the
entire energy regime from a few eV to several GeV – on systems con-
stituting millions of atoms, as well as biological systems with complex
molecules [2–6]. With potential models expressed through optimized
functional formalism and proper multi-threaded computing (i.e. Open-
MPI [7], OpenMP [8], etc.), it is possible to simulate atomic systems of
even billions of atoms with modern computers [9]. Nevertheless, the
process can be unbearably slow, especially if one wishes to reach long
time scales.

Simulating high-fluence ion irradiation with MD is even slower,
as these simulations often include thousands of cascades and fairly
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large systems to hinder the cascades from overlapping with themselves
when periodic boundary conditions (PBC) are in place. To decrease the
computational time and resources needed to simulate relatively high
fluences (>1 × 1010 ions∕cm2), one has to start looking into ways of
optimizing the models. Moreover, optimized algorithms for atomistic
simulations may increase the overall interest for the simulation models
outside academia.

In this paper, we present the adaptive moving environment (AME,
pronounced [A:mE]), an extension to the classical MD algorithm. The
model is inspired by existing moving atom algorithms [10,11], where
the lattice atoms are present only around the projectile (i.e., moving
atom) currently propagating through the matrix. No information about
lattice atoms further away from the projectile is updated at every MD
step [5,12]. Traditionally, these models are very fast, as they only
need to know about the current neighborhood of the ion. However,
this effectively limits the structures that can be simulated, and it is
very difficult to simulate materials that are rendered disordered or
amorphous during irradiation.

In AME, the atomic coordinates are available whether or not the
atoms are included in any calculations. This allows for dynamic track-
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Fig. 1. AME included in the basic execution sequence of a classical predictor–corrector MD model. AME is initialized during the first MD step and all atoms are activated to get the
initial force and energy distributions. During subsequent MD steps the threshold parameters are already defined and ready to use when assigning the movestates. Temperature
and pressure controls are applied before entering the predictor, where the velocities and accelerations are computed based on the previous state. AME movestate assignment
happens right after the predictor, before the atom positions are updated using the predicted vectors and the current forces. The new vectors are slightly adjusted based on the
electronic stopping power before they are finally corrected with finite adjustments to compensate drifting in the numerical integrator. During the first MD step the threshold tables
are updated for future use right before the physical quantities are printed. Finally the time step is updated and the model iterates the simulator loop, beginning from the thermostat
and barostat again using the updated AME thresholds.
ing of all the structural modifications that occur during the irradiation,
allowing inhomogeneous amorphization and various atomic compo-
sitions and concentrations to be present in different regions of the
material. By carefully excluding atoms not involved in any cascades
from the force calculation, it is possible to increase the simulation
efficiency significantly in systems comprising hundreds of thousands
of atoms. The interaction between the thermally equilibrated regions
and the propagating region of the developing cascade is crucial for a
physical model in all kinds of atomic systems and environments.

Currently we use the AME model to simulate irradiation of a Si/SiO2
heterostructure, similar to the ones described in Refs. [13,14], with
individual Si+ ions and Si+-ion clusters of various sizes to test the limi-
tations of the model. As a production test of the model we investigated
the feasibility of MD as a method for simulating temperature-dependent
recrystallization of Si pillars through dynamic annealing caused by
prolonged irradiation. The phenomenon has been observed experi-
mentally in Si pillars at ambient temperatures above room tempera-
ture [15]. While MD has been previously used to simulate amorphous-
to-crystalline phase transitions in Si structures [16,17], to our knowl-
edge, there are no reports on simulations of high-fluence irradiation at
elevated ambient temperatures.

2. Methodology

2.1. Adaptive moving environment

Our implementation of AME can be found in PARCAS [18–20]
and in the newly released simulator toolkit COmputer Simulator for
IRrradiation of MAterials (COSIRMA) [21]. AME aims to increase the
efficiency of atomistic simulations of ion-induced collision cascades by
avoiding time-consuming calculations of forces on atoms in thermally
equilibrated regions, unaffected by the energetic impacts. AME defines
2

atoms with kinetic energies exceeding the ambient temperature or
atoms that were involved directly in collision cascades as ‘‘active’’.
The activated regions of AME thus follows the propagating collision
cascade. Fig. 1 shows a flow chart of the classical MD model with
emphasis on the parts where the AME algorithm is included. AME
is currently implemented in most of the potential models available
in PARCAS. Nevertheless, AME can be implemented for any existing
analytical potential model, as long as the specifics of the potential
formalism are taken into account. The parameters of the model need
to be carefully selected for every supported material, paying special
attention to the calculation of energy losses when parts of the bi-
directional force calculation are omitted. It is easy to turn the model
on and off With the movemode parameter (see Table A.4).

2.1.1. Initialization
It is important to keep track of the atom species in a uniquely identi-

fiable manner throughout the simulations with AME. Even atoms of the
same element type may behave differently in different environments,
e.g. c-Si, a-Si, and Si in a-SiO2 all have different bonding energies, and
hence different equilibrium forces.

A dynamic activation threshold is either computed from the equili-
brated system or provided as an input parameter (Fcrit and Ecrit)
during the initialization of the model, see Table A.4 for how it is
used as an input parameter. The dynamically computed thresholds are
estimated from the kinetic energy (proportional to the temperature
according to the equipartition theorem) and the force distributions in
the relaxed system. To obtain the required activation distributions, all
atoms are assigned the HOT movestate (see Table 1) during the very
first MD step to let the atoms move in accordance with classical MD. At
the end of this step all atoms will have force values and kinetic energy
computed by the numerical integrator of the MD model. These values
can be used to initialize the activation thresholds.
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Table 1
The movestates used by AME to define regions around a propagating collision
cascade. Each movestate is presented with a description of how it is treated by
he MD simulator. The movestates are presented in descending priority order (e.g.
OT will have priority over COLD), used when communicating atom data between
eighboring computational nodes in a parallel multi-core setup.
Movestate Description

ACTIVE Atoms are simulated with classical MD without thermostat
and have the ability to activate more atoms when the ion
cascade propagates.

HOT Atoms are simulated with classical MD without thermostat.
COLD Atoms are simulated with classical MD with a Berendsen

thermostat [22].
FIXED Atoms are simulated with classical MD without thermostat

but cannot move. This functions as a damping layer between
the COLD and the STATIC layer.

STATIC These atoms are considered to be in thermal equilibrium and
can be skipped in the force calculation.

Since the atoms at surfaces and interfaces inherently have lower
inding energy than their bulk counterparts, it is important that the
toms of these regions are not included in the definition of the activa-
ion thresholds, as that would skew the sensitiveness of the activation
riteria. To effectively exclude the atoms at these regions, we generate
he distributions only from atoms with the number of neighbors close
o the average value in the structure, representing the bulk parts of the
aterial. These regions are still activated when a cascade overlaps with

hem due to the lower binding energy.
Thermally equilibrated atoms have a small probability of gaining

igh kinetic energy according to the Maxwell–Boltzmann distribution.
ome of these atoms might have very high values in the histograms. An
ffective way of preprocessing the distributions, before extracting the
ctivation thresholds from them, is to clear all single-count bins at high
alues to find the activation thresholds more effectively. Exemplary
istograms of the preprocessed force and kinetic energy distributions
sed for defining the activation thresholds (the vertical dashed lines)
an be seen in Figs. 2(a) and 2(b) for a structure relaxed at 300K using

the Watanabe–Samela potential. Procedure 2 in the Appendix shows
the initialization in pseudo code.

We note that it is highly advisable to relax the structure completely
before computing the activation histograms to enable an accurate
definition of the activation thresholds. A low activation threshold will
reduce the efficiency of AME, while too high thresholds result in more
aggressive deactivation, affecting the atoms that are still involved in a
cascade.

2.1.2. Activation
At the beginning of every MD step (with the exception of the very

first as described in Section 2.1.1), the simulation continues by setting
the movestate of every atom to STATIC to start from a clean sheet
every iteration (see Fig. 1). This is directly followed by the search of
atoms satisfying any of the activation criteria presented in Eqs. (1)–
(3), where the index 𝑖 denotes 𝑖th atom and the subscript ‘‘a’’ denotes
activation thresholds: 𝐹a the activation force magnitude and 𝐸𝑎 the
activation energy and assigning them with the ACTIVE movestate.
The forces and energies of the previous MD step are used in the
succeeding step when using the activation thresholds to find which
atoms should be activated.

𝐹𝑖 ≥ 𝐹a ∧ 𝐸𝑖 ≥ 𝐸a (1)

𝐹𝑖 ≥ 2𝐹a (2)

𝐸𝑖 ≥ 2𝐸a (3)

Eq. (1) is based on the distributions seen in Fig. 2 and can be shifted
along the 𝑥-axis using a combination of the FcritA & FcritFact
3

and EcritA & EcritFact input parameters (see Table A.4). Eqs. (2)
Fig. 2. The activation thresholds are computed in real time from the force and energy
distributions in the system after the first MD step. (a) shows the force histograms and
(b) the energy/temperature histogram of the relaxed test structure seen in Fig. 4. The
force distributions of the top and bottom c-Si layers are overlapping in the histogram
as they both consist of similar crystalline Si. The energy distribution is the same for all
atomic species as they have the same temperatures when properly relaxed. The dashed
lines indicate the threshold limits (default at 99%).

and (3) were arbitrarily chosen to be clearly larger than the first criteria
in case some atoms move fast without experiencing much force from
other atoms or vice versa. In our case the chosen values worked quite
well.

The spatial reach of the default Verlet list [23], setup with the
link-cell method [24], in PARCAS was not efficient enough for AME
to set the movestates to the atoms surrounding the ACTIVE atoms.
Increasing the potential model’s cutoff distance caused a general,
unwanted slowdown of the simulation, and lead us to investigate
other ways of assigning the movestates. A suitable compromise
was reached by recreating a secondary Verlet list, with extended
reach comprising the user-specified cutoffs for the boundaries between
HOT/COLD, COLD/FIXED, and FIXED/STATIC (movecuth, move-
cutc, and movecutf, respectively in Table A.4), only for atoms in the
ACTIVE movestate. By optimizing the activation criteria we could
limit the number of simultaneous ACTIVE atoms, to further minimize
the efficiency loss and the extra requirement for memory allocation in
the secondary Verlet list.

Fig. 3 shows an example of the assigned movestates around
ACTIVE atoms at 300K using the default parameters in Fig. 3(a) a c-
Si lattice and Fig. 3(b) an a-SiO2 structure and Table 1 explains the
behavior of the movestates in detail. Every atom outside the extent
of the FIXED-cutoff is considered thermally equilibrated and left in
the STATIC movestate. As every mobile atom is activated from an
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Fig. 3. During the activation stage, atoms exceeding the activation criteria are assigned
the ACTIVE movestate (dark red in the picture), the surrounding atoms are assigned
the four other movestates based on distance from the ACTIVE atom. In this example
we have (a) crystalline Si and (b) amorphous SiO2 at 300K ambient temperature,
with default parameters (Table A.4) and cutoff distances 𝑅hot =3Å, 𝑅cold =6Å, and
𝑅f ixed =9Å. The structures are illustrated with a cross-sectional cut through the spherical
activated region. The O atoms in the amorphous SiO2 are shown with smaller radius
and the atoms in both figures are surrounded by STATIC atoms, intentionally not shown
for visual clarity of the movestate shells (for an illustration of the STATIC atoms,
please see Fig. 7).

ACTIVE atom, it is necessary to find these as accurately as possible.
Procedure 3 in the Appendix illustrates the activation algorithm with
pseudo code.

In some cases, a new atomic species (uniquely identifying atom
types in the structure) – that was not present initially – may appear
during the simulation. E.g. new atomic species might be created when
dynamically introducing ions or the user introduces new atomic species
manually in-between collision cascades. AME cannot set the moves-
tate to ACTIVE of atoms with atomic species not present during the
initial MD step. To circumvent this issue, we have implemented the
mcritt array that maps ‘‘unknown’’ atom identifiers to ‘‘known’’ ones.
This basically means that if AME tries to set any of these atoms to
ACTIVE, it will use the histograms of the known species instead.

When allmovet is greater than zero and there is allmovet fs left
of the simulation, AME will activate all atoms by forcing them to have
the ACTIVE movestate and behave just like in classical MD. This is
useful if e.g. a longer classical relaxation of the structure is needed at
the end of a cascade.

2.1.3. Heat transport in simulations
Since the majority of the atoms are assigned with the STATIC

movestate (thus, immobilized), they cannot participate in the heat
transport. To compensate for this we introduced the COLD region,
where the temperature is controlled by a thermostat if it is applied
in the simulation. The COLD atoms control the temperature of the
HOT and ACTIVE regions. All three of them are simulated according to
the classical MD algorithm. The COLD atoms interact with the FIXED
atoms in the same fashion as the fixed atoms in classical MD, i.e. they
experience forces, but do not transfer the momentum. The atoms in
the STATIC movestate are not included in the force calculation and,
hence, their contribution must be included explicitly. Currently we
implement this contribution using Newton’s third law if a STATIC atom
is encountered in the neighbor loop of any atom. This results in a small
offset in the force calculation caused by the asymmetric components
in the three-body term. The impact of this offset is minimal since it
appears in the region with the atoms in a state of relaxed equilibrium.
A schematic of the algorithm, implemented into the Stillinger–Weber
potential model can be seen in Procedure 1 in the Appendix.
4

2.1.4. Further optimization of the model
Usually, the best speedup for MD calculations is achieved through

parallelization. In classical MD, the parallelization is done by spatially
dividing the simulation cell among all available computation nodes.
The results of the interatomic-interaction calculations of every node are
communicated and synchronized between neighboring nodes every MD
step.

There is usually a layer of ‘‘ghost atoms’’ at the boundaries between
neighboring nodes, representing the same atoms. These ‘‘ghost atoms’’
enables smooth communication between neighboring units. AME fully
supports this parallelization scheme. When the cascade propagates
through the atomic structure, it is necessary to regularly balance the
work distribution between the computation nodes. This is done by
assigning the spatial extents of every computation node dynamically to
ensure that every node has approximately the same number of actively
simulated atoms, reducing possible computational bottlenecks.

The movestates have strict mathematical priority over each
other, ensuring that all atoms always have the highest applicable
movestate after the atom data has been communicated between
neighboring computation nodes in a multi-core setup. All moves-
tates are listed in descending priority order with descriptions in
Table 1.

2.2. General setup of MD simulations

In all our simulations, unless mentioned otherwise, we used the
Berendsen thermostat [22] with 𝜏𝑇 =100 fs−1 to control the temperature
by scaling the velocity of either all atoms in the system (emulating
the NVT ensemble) or within 5Å from the sides with PBC or fixed
atoms (quasi-NVE ensemble, since the temperature control affects only
a part of the simulation cell). The former control was used during the
relaxation runs and the latter during the cascade runs.

The cascade simulations in the quasi-NVE ensemble were followed
by relaxation runs in the NVT ensemble to dissipate the remnants of
heat brought in to the simulation cell by the impacting ions. This ad-
ditional simulation phase helped the system to find a local equilibrium
state at the given ambient temperature.

2.3. Setup of AME test simulations

To verify the performance of the newly developed AME model, we
performed a set of simulations with individual 5 keV Si+ ion impacts
(𝑁 = 300) at 300K and 700K as well as cluster ion impacts on the
Si/SiO2/Si semiconductor heterostructure shown in Fig. 4 at 300K with
three clusters sizes: 7, 26, and 69 atoms. The smallest cluster was
simulated with 1, 3, 5, 7, and 9 keV; the middle cluster with 1, 3, 5, and
7 keV; and the largest cluster with 1 and 3 keV kinetic energy per cluster
atom. All the simulations were repeated 𝑁 = 100 times for statistics.

The simulation system was constructed as described in Ref. [13]
by merging a 21.7 nm × 21.7 nm wide and 7.2 nm thick a-SiO2 layer
with two 10.9 nm thick c-Si layers with matching widths. The Si–Si,
Si–O, and O–O interactions were described in these simulations by the
Stillinger–Weber-like Watanabe–Samela interatomic potential [25,26].

The system was relaxed for 25 ps in the NVT ensemble at both 300K
and 700K, keeping the 𝑍-surface open to allow for relaxation of stresses
caused by thermal expansion. We used PBCs in the 𝑋- and 𝑌 -directions
to emulate an infinite surface. The relatively low ion energy ensured
that the entire cascade developed within the cell sufficiently far from
the sides and the bottom to prevent the cascade from overlapping with
itself through the PBC or with the temperature-controlled bottom.

In the cascade simulations with AME, the Berendsen thermostat was
applied only to the COLD atoms, independently of their position in the
cell. As described in Section 2.1.3, the interaction of the ACTIVE and
HOT atoms with the surrounding COLD atoms enables heat dissipation
from the cascade region without involving the disabled STATIC atoms
in the simulation.
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Table 2
The AME settings used in the test simulations. The Default settings are the ones provided by the software and the No move
all has disabled the classical MD simulation of all atoms at the end of the simulation. See the main text for more information
about the parameters.

Parameters Unit Default No move all Short cutoff Long cutoff

movemode flag 1 (on) 1 (on) 1 (on) 1 (on)
allmovet fs 1000.0 0.0 1000.0 1000.0
movecuth Å 3.0 3.0 2.0 5.0
movecutc Å 6.0 6.0 4.0 10.0
movecutf Å 9.0 9.0 6.0 15.0
FcritA 0.99 0.99 0.99 0.99
EcritA 0.99 0.99 0.99 0.99
FcritFact 1.0 1.0 1.0 1.0
EcritFact 1.0 1.0 1.0 1.0
mcritt −1 −1 −1 −1
Fcrit eV∕Å −∞ −∞ −∞ −∞
Ecrit eV −∞ −∞ −∞ −∞
Fig. 4. The semiconductor heterostructure with periodic boundaries in 𝑋- and 𝑌 -
directions used in the benchmark simulations. Red (darker) spheres indicate positions
of O atoms and light brown ones Si.

The entry point of the ion was selected randomly within a unit cell,
5Å above the middle of the surface. To avoid channeling effects, the
incident 𝜃 angle was tilted with respect to the surface normal by 7° [27],
while the azimuthal angle 𝜙 was selected at random. The spherical ion
clusters were set to impact the surface at normal incidence, since the
probability of channeling in these dense cascade events is very low. The
clusters were rotated randomly around their own cardinal axes in all
three directions for more variation. The lateral positioning of the center
of the ion cluster was randomized within one unit cell and the vertical
position was determined by placing the center of the cluster 15Å above
the surface of the target, making sure there was empty space between
them. All cascades were allowed to develop for up to 5 ps. AME was
set to enter the relaxation phase earlier if all atoms were deactivated
before the time limit of 5 ps (see Section 2.1.2).

We ran one individual ion-impact simulation using AME with the
default parameter set, two slightly varying the HOT-, COLD-, and
FIXED-cutoff distances (referred to as ‘‘Short cutoff’’ and ‘‘Long cutoff’’),
and one turning off the allmovet (called ‘‘No move all’’) to assess
the sensitivity of AME and how it responded to variations in the input
parameters (see Table 2 for a complete list of parameters used). We
further inspected possible model inconsistencies resulting from poor
choice of AME parameters. We compare the performance of AME in
all four tests with the performance of classical MD in Fig. 8.

Finally, we compared the quantitative results of all test simulations
obtained with and without AME, taking into account the stochastic
nature of the ion irradiation events [28,29]. Note that we do not
compare individual cascades since small differences in the simulation
setups may affect the exact path of energetic particle trajectory. To
verify the reliability of AME calculations, we compared the ion ranges
5

and the defect depth distributions for point defects produced on av-
erage in the 300 independent classical MD and AME simulations. The
defects were analyzed using the Wigner–Seitz defect analysis modifier
in OVITO [30].

Although the SiO2 layer in our simulations is amorphous to begin
with and the c-Si layers may render amorphous during irradiation,
we apply the same definition of ‘‘interstitials’’ and ‘‘vacancies’’ for
these amorphous structures as for a crystal lattice. With this we aim
for a quantitative comparison of performances of the two algorithms
(classical MD and AME) in a consistent manner rather than reporting
the actual defect concentration as a result of the studied irradiation
process.

2.4. Setup of the Si recrystallization simulations

To analyze the applicability of AME in more demanding situations,
we used the model to simulate temperature-dependent recrystallization
through dynamic annealing of radiation damage in Si structures. In
these simulations we used the Stillinger–Weber (SW) [31] and the Ter-
soff (T) [32] interatomic potentials, which have been extensively used
for Si simulations for decades [31–34]. We first ensured that our MD
setup would be able to capture the thermally activated recrystallization
with a flat Si surface before moving on to a more complex Si nanopillar
structure.

We analyzed the degree of crystallinity in the structure after every
ion impact by determining the number of atoms in diamond lattice
configuration compared to any other configuration using the identify
diamond structure modifier found in OVITO [30]. Furthermore, we
analyzed the increase in amorphization resistance of Si with increasing
temperature by performing the same simulation series of 500 ions at
four different ambient temperatures: 300K, 1000K, 1200K, and 1500K
for the SW and 700K, 1000K, 1200K, and 1500K for the 𝑇 potentials.

2.4.1. Temperature scaling
Since recrystallization is a thermally activated process, we have

to consider how well the potentials can reproduce the experimental
melting point of Si. The SW potential predicts the melting point of Si
very accurately (Tmelt, SW ≈ 1690K [35,36] versus the experimental
value Tmelt, exp ≈ 1683K [35]), since the potential was fitted to the
melting point [31]. The 𝑇 potential, however, overestimates the value
significantly (Tmelt, T ≈ 2570K [36]). To setup MD irradiation condi-
tions comparable to experiments, we used homologous temperature,
i.e. rescaled the target ambient temperature of the simulation to be the
same fraction of the melting point as in the experiment. In other words,
we find the ratio 𝑏 = 𝑇ambient, exp∕𝑇melt, exp for the experiment and use
it to find the comparable ambient temperature for the simulation. E.g.
Xu et al. in Ref. [15] used the experimental 𝑇ambient, exp = 673.15K,
which gives us 𝑏 ≈ 0.4. The comparable value in the SW potential is
𝑇ambient,SW = 0.4 × 1690 K ≈ 676K and in the 𝑇 potential 𝑇ambient,T =

0.4 × 2570 K ≈ 1028K.
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Fig. 5. The c-Si block structure used in the recrystallization bulk test for verifying the
recrystallization process using MD.

Fig. 6. The c-Si nanopillar used for simulating recrystallization with AME enabled. The
dimensions are marked in the figure.

2.4.2. Flat surface simulation setup
To prepare the flat surface, we relaxed a 15 nm × 15 nm × 10 nm Si

block (see Fig. 5) for 25 ps in the NPT ensemble at 𝑃 =0 bar and the
desired ambient temperature with the PBC enabled in all directions.
After that, we opened the surface in the 𝑍-direction (fixed the three
bottom-most layers) and relaxed for 25 ps more in the NVT ensemble at
the same ambient temperature to create a stable surface.

The irradiation was performed at room temperature in the quasi-
NVE/NVT ensembles (see details in Section 2.2) with 500 consecutive
1 keV Si+ ion impacts at slightly tilted (𝜃 = 7 ◦ and 𝜙 = 27 ◦) incidence
to avoid the channeling directions.

2.4.3. Nanopillar simulation setup
The Si nanopillar was cut out from a rectangular Si block relaxed in

the NPT ensemble (at room temperature and 0 bar pressure) for 25 ps.
The 43.6 nm long nanopillar with diameter 10 nm was left on a pedestal
with dimensions 24.5 nm × 24.5 nm × 10.6 nm, as shown in Fig. 6. The
prepared pillar was finalized for all the chosen ambient temperatures
through a 25 ps relaxation in the NVT ensemble at the desired ambient
temperature (300K, 700K, and 1200K).

We used 25 keV broad-beam Si+ ion irradiation up to
∼1.25 × 1014 cm−1 fluence on the Si nanopillar at the chosen ambient
6

Fig. 7. The first 1000 fs of one ion cascade at 300K, seen through a 1.0 nm cross
section of the 𝑋–𝑍-plane, with the Default AME parameter set in the heterostructure
shown in Fig. 4. The ballistic phase is over before 500 fs and the ion cascade subdues
after the ion has stopped. The movestates are color coded.

temperatures – all lower than the melting point of the potential model
– using both the 𝑇 and the SW potentials in the quasi-NVE/NVT
ensembles (see details in Section 2.2). In these simulations the heat
was dissipated by a few atom layers at the bottom of the pedestal.
Every single collision cascade was run for 25 ps with allmovet (see
Table A.4 for more information about the parameters) activating all
atoms for the final 5 ps of the simulation to cool the entire system to
the ambient temperature in the NVT ensemble.

3. Simulation results

3.1. Performance of the Adaptive Moving Environment

We demonstrate the use of AME by illustrating the cascade propaga-
tion triggered by an individual ion impact in Fig. 7. The figure clearly
shows two significant points: Using AME does not affect trajectories of
energetic atoms in the ballistic phase (the cascade and its branches are
followed as expected); the algorithm successfully deactivates atoms in
the regions where the thermal equilibrium has been reached (see the
upper part of the simulation cell shown in Figs. 7(a)–7(f)).

Additionally we analyze the computational efficiency of MD simula-
tions with AME. In Fig. 8 we show the computational time distribution
of 300 simulations performed both with classical MD (without AME)
and with AME using the four parameter sets described in Section 2.3.
We see that AME increased the time efficiency multi-fold. However, we
note that longer cutoffs perform with lower time efficiency than shorter
cutoffs, but with statistical results closer to the ones obtained with
classical MD. Nevertheless, the suggested default parameters provided
the most optimal efficiency with respect to reliability of the obtained
results and time spent on calculation per cascade.
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Table 3
Mean depths of formation of vacancies and interstitials as well as the mean ion range averaged over 𝑁 = 300 simulations performed at 300K
and 700K in the structure shown in Fig. 4. The error bars are the standard error of the mean. The shape of depth profiles can be seen in
Fig. 9.

Simulation Int. depths (Å) Vac. depths (Å) Ion depths (Å)

Distributions at 300K

Classical 115.9 ± 2.6 113.0 ± 2.7 125.9 ± 2.9
Default 121.5 ± 3.2 108.8 ± 2.8 125.0 ± 2.8
No move all 122.2 ± 3.1 110.5 ± 2.8 125.0 ± 2.8
Short cutoff 125.8 ± 3.3 112.6 ± 2.9 127.6 ± 2.8
Long cutoff 130.6 ± 3.0 123.1 ± 2.7 125.8 ± 2.8

Distributions at 700K

classical 112.1 ± 2.7 109.9 ± 2.7 123.5 ± 3.1
Default 103.3 ± 2.8 104.0 ± 2.8 121.7 ± 2.9
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Fig. 8. Comparison of the computational time used by classical MD and AME with the
four different parameter sets in Table 2 for simulations of individual ion impacts on
the Si/SiO2/Si heterostructure system at 300K. The statistical results of the tests are
hown in Table 3.

.1.1. Simulations of individual ion impacts
In Table 3 and Fig. 9 we compare the statistical results obtained

rom the four test simulations averaged over 300 individual ion impacts
t 300K ambient temperature. At the bottom of Table 3 we present the
esults obtained for 700K (∼400 °C) with classical MD and with AME
sing the default parameters. This temperature is known to increase
he Si resistance to radiation-induced amorphization [15,37,38], this
as also been confirmed in MD simulations previously. For individual
ascades, there is no significant difference between the results obtained
t 300K and 700K, hence we focus the following discussion only on the
00K case.

We see that all test simulations at 300K resulted in very similar
istributions with the mean values within the standard error of the
eans. Since the initial damage is produced in the ballistic phase of

ollision cascades, such an agreement is expected. The most aggres-
ive regime with No move all parameter still resulted in the similar
efect distributions to other simulations, which indicates that even in
his case, the heat dissipation, which was the most efficient in these
imulations, was sufficient and it did not affect the results significantly.
dditional relaxation run, which allows for relaxation of small displace-
ents and recombination of shallow defects, did not change the results

emarkably. Hence, we conclude that the initial defect production in
ollision cascades can be fully simulated with the use of AME and
o additional computational resources for the relaxation runs with the
oveallt parameter are needed. However, this may not be true for
ultiple consecutive collision cascades and a regular activation of all

toms is desirable to enable interaction of previously formed defects
ith the newly produced ones in all regions of the simulations box.
7

3.1.2. Simulations of cluster ion impacts
In the following, we analyze the AME efficiency for the cluster ion

impact simulations. In Fig. 11 we show an almost three-fold speedup at
the lowest incident energy (𝐸0 = 7 keV with 𝑁at = 7), with decreasing
efficiency for larger energy deposition either for the same or for the
larger cluster sizes, until the simulation performs at the same speed as
classical MD (or even slower, due to the additional neighbor list).

In Fig. 10 we compare the atomic displacement distributions, depth
profiles of the mean atomic displacements as well as interstitials and
vacancies produced in the cluster ion impact simulations. We excluded
all sputtered atoms from the distributions since they would only add to
the long-range tail. Moreover, the sputtering results are identical both
with and without AME, since the model does not affect this process. In
all three cases, the stronger vacancy peak near the surface compared
to the interstitial one in the same region, indicates the loss of surface
atoms to sputtering. The corresponding quantities in the distributions
were averaged over 100 simulations and divided in 200 bins along the
𝑍-direction (the height) of the structure.

We note that the shock waves caused by thermal expansion of
the thermal spikes in the cluster ion simulations were damped less
efficiently with AME compared to classical MD. This resulted in a
higher short-range peak with much fewer long-range displacements in
the displacement distributions in the AME simulations (compare results
with AME ‘‘on’’ and ‘‘off’’ in the far-left panels of Figs. 10(a)–10(c)).

In the simulations with the smallest cluster size (𝑁at = 7, see
ig. 10(a)), the strict activation thresholds resulted in relatively narrow
ascades limiting movement of less active atoms with AME ‘‘on’’
s compared to classical MD (AME ‘‘off’’). This is evident from the
tomic displacement distributions (center-left panel in Fig. 10(a)),
hich shows a strong peak at the surface for the simulations with AME

‘on’’, while already below 50Å from the top surface, this quantity is
uch smaller than in the simulations with AME ‘‘off’’. At the upper

i/SiO2 interface, the atoms are much less active resulting in much
ewer defects in this region (compare blue peak – AME ‘‘off’’ – at the
pper interface is much higher than the orange one — AME ‘‘on’’).

The largest cluster size (𝑁at = 69, 𝐸0 =69 keV, see Fig. 10(c))
ielded the distributions closest to those obtained with classical MD.
he displacement distribution (far-left panel in Fig. 10(c)) still exhibits
he same artificial short-range peak, however, the distribution of mean
isplacements is in much better agreement between classical MD and
ME (the center-left panel in Fig. 10(c)). The peaks of the number of

nterstitials and vacancies in the SiO2 layer near the interface were
omewhat broader in the simulations with AME on, which may also
elate to the less efficient dynamic annealing, which can be expected
n thermal spikes that are stronger in these high-energy cluster ion
imulations. However, the defects are generated at the same depths and
he total displacements are very similar.

At the interfaces, the potential energy is the highest, which explains
he point-defect distribution peaks around the interface locations when
he energetic cascade reach and cross them in the classical MD case.
his is expected as some atoms – due to imperfect bonding between
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Fig. 9. Defect depth distributions averaged over 𝑁 = 300 individual ion-impact simulations, using classical MD and AME with the different threshold parameters shown in Tables 2
and 3. In these plots, ions enter from the left in the distribution plots. (a) shows the depth profile of interstitials, (b) shows the depth profile of vacancies, and (c) shows the ion
range profile. The vertical dashed lines indicate where the Si/SiO2 interfaces are located.
Fig. 10. Comparison of different distributions of several quantities obtained with AME (‘‘On’’ in legend) and classical MD (‘‘Off’’ in legend) simulations of the cluster ion impacts
on the Si/SiO2/Si heterostructure for three different cluster sizes: (a) 7 atoms, (b) 26 atoms and (c) 69 atoms, with 1 keV per atom in each of the clusters. For all cluster energies,
the atomic displacement distributions (far left), the depth profiles of the mean atomic displacements (center left), interstitials (center right) and vacancies (far right) were averaged
over 100 simulations. The shadowed areas in the distributions indicate standard deviation. The sputtered atoms are not included in the analysis. The vertical dashed lines indicate
Si/SiO2 interface at ∼110Å and ∼180Å. The surface where the ions enter is at 0Å.
the two substances – have higher potential energy and hence, are more
easily displaced from their initial positions.

When the velocity of an atom approaches (𝑟HOT + 𝑟COLD)∕𝛥𝑡, the
atom may reach the FIXED region before the surrounding atoms are
activated, which ultimately might lead to a sudden large local increase
8

in the potential energy. This situation is particularly prominent at un-
physically high incident energies. Overlapping, dense cascades initiated
by high-energy cluster ion impacts lead to the development of thermal
spikes with strong non-linear effects. This in turn leads to a significant
increase in the velocities of moving atoms, and as a result, the energetic
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Fig. 11. Computational efficiency of AME (‘‘AME on’’) compared to classical MD (‘‘AME
off’’) for cluster ion impacts of various incident energy. The almost three-fold speedup
at the lowest incident energy was achieved with the smallest ion cluster size and
energy (𝑁at = 7, 𝐸0 =7 keV). The higher the energy, the closer the time-consumption is
to classical MD. At the very high energies, the time-consumption might even surpass
classical MD due to the extended neighbor list with many active atoms.

Fig. 12. Cross-sectional images of the initial and final states of the Si nanopillar after
the 25 keV broad-beam Si+ irradiation at (a) 300K and (b) 1200K. Blue color indicates
diamond lattice (unamorphized c-Si structure).

atoms might physically overlap with frozen COLD atoms during said
high-energy event. Hence to benefit fully from AME at borderline ex-
treme high-energy and dense-cascade events, it is necessary to properly
optimize the activation criteria in Fig. 2, for instance, the atoms can be
activated at even lower force and temperature.

3.2. Simulations of dynamic annealing at elevated temperatures

The recrystallization simulation was done only with AME and ad-
dressed the dynamic annealing observed in c-Si irradiated to high
fluences at elevated temperatures. In recent experiments of prolonged
ion irradiation of Si nanopillars, the shape of the nanopillars was
observed to not change drastically if the ambient temperature was
above 823K to 873K [15].

Fig. 13 shows the crystallinity trends of 𝑁 = 500 consecutive
ion cascades for both the 𝑇 and the SW potentials. The analysis was
done with the ‘‘identify diamond structure’’ modifier in OVITO [30].
The presented plots can be interpreted as amorphization rates, that
clearly decrease when the ambient temperature increases (see Fig. 12).
The low amorphization rates observed with the SW potential at all
tested temperatures is explained by the explicit bond-angle term in the
9

Fig. 13. Evolution of the structure fraction (the fraction of atoms in diamond
environment as given by the ‘‘Identify diamond structure’’ modifier in OVITO) in the
Si nanopillar with number of incoming consecutive ions simulated at 300K, 1000K,
and 1200K with the Tersoff (T) and the Stillinger–Weber (SW) potentials. The effect
of temperature is stronger in the SW potential.

potential’s functional form, while the atoms in the 𝑇 potential require
longer time to stabilize at the correct bond-angle distribution.

The bulk irradiation simulations showed a clear difference in crys-
tallinity at different ambient temperatures already after a few ion
impacts. This result was further improved after we used the ambient
temperatures rescaled with respect to the melting point of the potential
model (see Section 2.1.3). While we clearly see a thermal dependence
of the recrystallization in the Si nanopillars with both potential mod-
els, the MD timescales cannot fully capture the enhanced dynamic
annealing observed in the experiments by Xu. et al. [15]. Since the
annealing is partly driven by diffusion mechanisms, that takes place
at much longer timescales beyond the MD timespan, it will not be fully
accessible by the means of MD. While AME allows for faster execution
of the hot ion cascades (leading to higher fluences), it will not be
able to simulate longer MD scales without returning to classical MD
for relaxation. This means that simulation of the long-term relaxation
processes – including recrystallization – will not be improved with the
method, although it can capture the process on very similar level as the
classical MD.

4. Discussion

This far we have demonstrated the abilities of the proposed ex-
tension to the classical MD algorithm, AME. AME aims to speed up
high-fluence ion-irradiation simulations keeping the accuracy of MD.
The key feature of the algorithm is to treat atoms that are not involved
directly in collision cascades as non-interacting. These atoms are not
included in the numerical integration of equations of motion, which
greatly reduces the computational resources needed when processing a
cascade event.

We observed a significant increase in computational efficiency for
high-fluence ion-irradiation simulations of individual ion impacts with
AME and shorter movestate cutoff radii. There was, however, no
notable difference in the number of produced defects nor in the defect
depth profiles when altering the cutoff radii. The cluster ions simula-
tions at lower energies resulted in a slightly poorer statistical agreement
between the two models, however, almost a three-fold speedup was
achieved. The higher energetic clusters had better statistical agreement
with classical MD, but lower speedup efficiency. This result is expected
as a higher concentration of energetic events leads to a significant
increase in energetic collisions that require a larger volume of atoms
to dissipate the impact energy. It is important to keep in mind that the



Computational Materials Science 214 (2022) 111708C. Fridlund et al.

t
f
o
c
a
b
t
f
i
i
s
o
s

C

w
i
w
C

D

c
i

D

A

z
N
v
t
f
I

A

A

parameters must be properly optimized before applying the method to
new materials. While it is possible to perform the entire AME simulation
without any thermal equilibration at the end of the simulation (further
speeding up the simulation), we strongly recommend it, especially if
the structure is being exposed to multiple consecutive ion cascades.

While simulating recrystallization due to radiation annealing with
AME, we noticed the same timespan limitation as observed with clas-
sical MD. Since the speedup does not deal with acceleration of the
algorithm, but more efficient use of computational resources, AME is
not recommended for simulations of near-equilibrium processes, such
as diffusion. The advantage of AME is in its ability to simulate more
ion-bombardment events in larger systems compared to classical MD
using the same CPU resources.

Although the Si nanopillar rendered amorphous in our simulations
with elevated temperature, AME was able to produce a clear temper-
ature dependence for the amorphization and recrystallization rates at
different ambient temperatures. Hence, the MD timescale is sufficient to
deduce a positive effect of higher ambient temperatures on the recrys-
tallization rate and in general, the elevated temperatures can be used
to increase the resistance to amorphization of crystalline Si structures
under prolonged ion irradiation even in confined nanosystems.

5. Conclusions

One of the major limitations of the widely used molecular dynamics
(MD) method is the short time scale that it can handle. While the
limitation is intrinsic, it is interesting to search for application-specific
speedup schemes. In this work, we present a speedup extension, adap-
ive moving environment (AME), to the classical MD algorithm suitable
or studies of ion-irradiation effects in materials. The approach is based
n excluding the atoms that are not directly involved in collision
ascades from the numerical integration of the MD algorithm with an
daptive scheme that regulates the states of the atoms between ‘‘mo-
ile’’ and ‘‘immobile’’ depending on whether they are in the vicinity of
he collision cascades. The AME parameters are chosen from analysis of
orce and energy distributions in the equilibrated system prior to any
rradiation. The presented approach is validated in simulations of ion
rradiation of nanoscale Si heterostructures. The simulations showed
ignificant speedup compared to similar classical MD simulations, while
btained results agreed very well, especially, for individual ion-impact
imulations.
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ppendix. Pseudo-code of AME implementations

.1. Interatomic potential example

Procedure 1 The adaptive moving environment implemented in the
Stillinger–Weber potential. The implementations in other potential
models differ slightly, depending on the three-body 𝑘-loop.
Input: Positions, types, movestates, and neighbors of atoms.
Output: 𝐸p and 𝐹

1: Initialize 𝐸p and 𝐹 to zero
2: for 𝑖 ← 1, 𝑁atoms do
3: if movestate[𝑖] is STATIC then
4: Skip to next atom
5: end if
6: for 𝑗 ← 1,neighbor_count[𝑖] do
7: 𝑗𝑛 ← neighbor_list[𝑖, 𝑗]
8: Compute and save dist. between atoms 𝑖 and 𝑗𝑛
9: if movestate[𝑗𝑛] is STATIC then

10: Compute 2-body 𝐸p and 𝐹 for 𝑖–𝑗𝑛
11: Assign to both 𝑖 and 𝑗𝑛 using Newton III
12: end if
13: for 𝑘 ← 1, 𝑗 − 1 do
14: 𝑘𝑛 ← neighbor_list[𝑖, 𝑘]
15: Load distance between atoms 𝑖 and 𝑘𝑛
16: Compute 3-body 𝐸𝑝 and 𝐹 for 𝑗𝑛–𝑖–𝑘𝑛
17: Assign parts of contrib. to each atom 𝑖, 𝑗𝑛, 𝑘𝑛
18: end for
19: end for
20: end for

A.2. Initialization

Procedure 2 Initialization of the adaptive moving environment during
the very first MD step.
Input: 𝐹 , 𝐸k, 𝐹crit[], 𝐸crit, types, box, and neighbors.
Output: 𝐹a[], 𝐸a

1: for 𝑖 ← 1, 𝑁atoms do
2: movestate[𝑖] ← HOT
3: end for
4: Generate 𝐸k histogram
5: Generate separate 𝐹 histogram for each atom type
6: Compute activation energy, 𝐸a, based on 𝐸k histogram and 𝐸crit parameters
7: for 𝑡 in atom types do
8: Compute activation force, 𝐹a[𝑡], based on 𝐹 [𝑡] histogram and 𝐹crit[𝑡]

parameters
9: end for

A.3. Activation

Procedure 3 Deactivation/Activation method of the adaptive moving
environment. Turn everything off at the beginning, and only reactivate
affected atoms.
Input: positions, 𝐹 , 𝐸𝑘, 𝐹a[], 𝐸a types, movestates, neighbor list cutoff,

and neighbors of atoms.
Output: positions, movestates
1: movestate[1,𝑁atoms] ← STATIC
2: for 𝑖 ← 1, 𝑁atoms do
3: movestate[i] ← ACTIVE based on 𝐸a and 𝐹a[𝑖]
4: end for
5: Update speedup neighbor list of ACTIVE atoms
6: for 𝑖 ← 1, 𝑁active atoms do
7: for 𝑛 in neighbors of active do
8: 𝑑𝑟 ← distance between neighbor and ACTIVE
9: Compare 𝑑𝑟 with HOT, COLD, and FIXED cutoffs and update the

movestate of 𝑛
10: end for
11: end for
12: Communicate the movestates between MPI nodes
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Table A.4
A list of the parameters controlling AME. The model is set up to have working default values for all parameters, while providing the user with
flexible solutions to modify the execution. Some of the parameters depend on the potential model, e.g. 𝑅cutoff is the extent of the potential
model in use. If the simulation is restarted from an earlier stage, it is possible to read in the activation thresholds from the previous run with
the last two parameters presented in this table. The −∞ in Fcrit[] and Ecrit are interpreted as ‘‘not given’’ and used to compute the
values as described in Section 2.1.1.

Parameter Default Comment

movemode 0 0 or 1; Enables/Disables the algorithm. Disabled by default.
allmovet 0.0 >= 0.0 [fs]; Sets the time that should be reserved out of the total

simulation time for relaxing all atoms at the end of the simulation. No
relaxation by default.

movecuth −1.0 −1.0 or > 0.0 [Å]; The extent of the HOT region. 1 × 𝑅cutoff by default.
movecutc −1.0 −1.0 or > 0.0 [Å]; The extent of the COLD region. 2 × 𝑅cutoff by default.
movecutf −1.0 −1.0 or > 0.0 [Å]; The extent of the FIXED region. 3 × 𝑅cutoff by default.
FcritA 0.99 0.0 to 1.0; Percentage of the force activation criteria. 99% by default.
EcritA 0.99 0.0 to 1.0; Percentage of the energy activation criteria. 99% by default.
FcritFact 1.0 >= 0.0; Scaling factor of the force activation criteria. 1.0 by default.
EcritFact 1.0 >= 0.0; Scaling factor of the energy activation criteria. 1.0 by default.
mcritt[] [−1, . . . , -1] −1 or Atom type ID; Array mapping unknown atom types to known types

(e.g. those introduced by the simulator vs those read from the lattice file).
Fcrit[] [−∞,. . . , −∞] [eV∕Å]; Array of previously computed force activation thresholds for each

atom type.
Ecrit −∞ [eV]; Previously computed energy activation threshold.
A.4. Parameters

All parameters have a default value if they are not set in the
input file of PARCAS. Some of the default values are negative to
inform AME to automatically compute a positive value. E.g. the default
extents of the HOT, COLD, and FIXED movestates are automatically
etermined from potential cutoff defined in the potential model.
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