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A B S T R A C T

SUNSTORM 1 CubeSat was launched to Sun-synchronous low Earth orbit on August 17 2021. The primary
purpose of the mission is an in-orbit demonstration of X-ray Flux Monitor (XFM) instrument. XFM is an
innovative solar X-ray spectrometer for measuring and characterizing solar flares, which are known to be linked
to a variety of space weather phenomena. XFM represents a next generation of solar X-ray flux monitors. It
is based on silicon drift detector technology, which provides several notable performance improvements over
its predecessors, which are based on Si PIN detectors. Transversal electric field and lower output capacitance
allow operation at much faster pulse processing shaping times, allowing the system to achieve about 10 times
higher throughput without saturation while also making it less sensitive to the increase of leakage current
due to high temperature and/or radiation damage. Thus, XFM instruments can cover a very wide dynamic
range of solar X-ray emission from the most quiescent conditions to the strongest X-class solar flares, while
maintaining good spectral resolution (<200 eV at 6 keV). The instruments are thus well suited for both X-ray
flux monitoring and spectroscopic studies of the solar corona.

In this paper we describe the ground characterization and evaluation of the scientific performance of the
first operational XFM instrument, a CubeSat version XFM-CS on-board SUNSTORM 1, which is a satellite built
in the framework of the FLY element of ESA’s General Support Technology Programme, dedicated to the early
space testing of promising new technologies. We also provide an analysis of the first results obtained during
the in-orbit commissioning and early operations of SUNSTORM 1. We show the comparison of the observed
scientific performance of XFM-CS with the expected performance based on theoretical modeling and ground
calibration results. Finally, we describe the cross calibration of the X-ray flux data from XFM-CS with the new
GOES-R series GOES X-ray sensors.
. Introduction

SUNSTORM 1 is a 2-unit CubeSat that was launched by ESA to
un-synchronous low Earth orbit (LEO) with an altitude of 551 km on
ugust 17 2021. An artist’s rendition of the satellite in space is shown in
ig. 1 (left). The payload is X-ray Flux Monitor for CubeSats (XFM-CS),
n innovative solar X-ray spectrometer (Fig. 1 right) for measuring and
haracterizing solar flares, which are known to cause a variety of space
eather phenomena and are related to solar energetic particle (SEP)
vents, and may be accompanied by coronal mass ejections (CME).
hese affect the functionality of electronic devices and technological
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systems both in space and on ground, and can, in the worst case, shut
off satellites, cause blackouts of long range radio frequency commu-
nication, and destroy electric power grids. The high energy particles
associated with SEP events can also endanger the health of astronauts
in space, and penetrate to the upper atmosphere affecting its chemistry
and dynamics, and enhancing the radiation dose of the passengers and
crew in airplanes flying over the polar regions.

Since solar X-rays are absorbed effectively by the Earth’s atmo-
sphere, they must be observed from space. Currently most of our
data about solar X-rays comes from the Geostationary Operational
Environmental Satellites (GOES) operated by the National Oceanic and
ttps://doi.org/10.1016/j.nima.2022.166865
eceived 14 March 2022; Received in revised form 14 April 2022; Accepted 10 Ma
vailable online 21 May 2022
168-9002/© 2022 The Author(s). Published by Elsevier B.V. This is an open acce
http://creativecommons.org/licenses/by/4.0/).
y 2022

ss article under the CC BY license

https://doi.org/10.1016/j.nima.2022.166865
http://www.elsevier.com/locate/nima
http://www.elsevier.com/locate/nima
http://crossmark.crossref.org/dialog/?doi=10.1016/j.nima.2022.166865&domain=pdf
https://www.esa.int/Enabling_Support/Space_Engineering_Technology/Shaping_the_Future/About_the_General_Support_Technology_Programme_GSTP
mailto:arto.lehtolainen@helsinki.fi
https://doi.org/10.1016/j.nima.2022.166865
http://creativecommons.org/licenses/by/4.0/


A. Lehtolainen, J. Huovelin, S. Korpela et al. Nuclear Inst. and Methods in Physics Research, A 1035 (2022) 166865
Fig. 1. Left: Artist’s impression of SUNSTORM 1 CubeSat in space. XFM-CS instrument unit (figure on the right) is in the left part of the CubeSat with solar panels attached by
hinges on the corners of the front and side panels. The collimator of the instrument and the Sun sensor of the CubeSat are facing to the left (Courtesy of Kuva Space Oy.). Right:
XFM-CS instrument before integration with the CubeSat.
-

Atmospheric Administration (NOAA) of the USA. The primary purpose
of the SUNSTORM 1 mission is in-orbit demonstration of the XFM
instrument. The instrument is based on solid state detector and has
much higher energy resolution than the GOES-R series GOES X-ray
detectors. This allows collection of more information on solar X-rays
as high resolution spectral data, in addition to the standard broadband
flux data. A CubeSat mission at low Earth orbit is an efficient way for
demonstration and testing of new technologies in space before their
application in larger space missions at higher orbits.

The design of XFM-CS has heritage on the Solar X-ray Spectrometers
(XSM) flown on-board ESA’s SMART-1 mission and ISRO’s Chandrayaan
1 mission, as well as the X-ray detector system of the Solar Intensity
X-ray and particle Spectrometer (SIXS) on-board ESA’s and JAXA’s
BepiColombo mission to Mercury. A review of the performance and
first results of the SMART-1 XSM is presented in [1] and a study
of cross calibrations with GOES X-ray detectors as well as Reuven
Ramaty High Energy Solar Spectroscopic Imager (RHESSI: [2]) was
performed by Väänänen et al. in 2009 [3]. The performance evaluation
and characterization of the Chandrayaan-1 XSM was performed by Alha
et al. in 2009 [4], and the data obtained with it was used e.g. in the
investigation of elemental abundances of the solar corona [5] and the
changes in first ionization potential (FIP) bias during the evolution
of flares [6]. The instrument design and first results of SIXS were
published by Huovelin et al. [7]. The similarities of XFM-CS with the
heritage instruments are mostly in the logic of pre-processing of science
data and in the baseline data products, as well as in the design of
the detector package. However, the X-ray detector chip itself is based
on Silicon Drift Detector (SDD) technology unlike the detectors of the
heritage instruments, which are based on Si PIN detectors. The use of
SDD technology provides several notable performance improvements
over the heritage instruments. Coupled with new electronics design
this enables much faster pulse processing. This allows an SDD detector
to achieve about 10 times higher throughput with low pile-up than
an Si PIN detector. In addition, operating at faster shaping time also
makes the system significantly less sensitive to the increase of leakage
current at high temperature or increased radiation damage. Thus, XFM
can be operated and maintain good energy resolution in a very wide
temperature range up to normal room temperature. This also means
that lower power is needed for cooling of the detector chip and helps
reducing the overall power required for the operation of the XFM
instrument.

The SUNSTORM 1 S/C is three axis stabilized in such a way that the
panel with XFM detector aperture/collimator is pointing continuously
2

towards the Sun. In order to avoid light from the Earth’s atmosphere
and to minimize the sky background, XFM-CS has an aluminum colli-
mator in front of its entrance window, limiting its field-of-view (FoV)
into a cone with 10◦ angular diameter. This differs significantly from
the heritage instruments, which have a wide, about 100◦ FoV for indi-
vidual detectors, enabling observations of the Sun within a large range
of S/C attitudes. A further benefit from the aluminum collimator is that
it provides effective additional radiation shielding for the detector.

In this paper we describe the characterization and evaluation of
scientific performance of the XFM-CS instrument. The ground calibra-
tion of the instrument was performed during the period September 21
to October 6 2020. We also provide an analysis of the first results
of observations made with SUNSTORM 1/XFM-CS during the in-orbit
commissioning and early observations. We compare the observed sci-
entific performance of XFM-CS with the expected performance and
ground calibration results. Finally, we perform a cross calibration of
the X-ray flux data from XFM-CS with GOES-16 and GOES-17 X-ray
flux data.

2. Instrument description

2.1. Scientific requirements

The requirements of the XFM instruments are based on the need
for detecting solar X-ray flares, which are one of the most significant
phenomena on the Sun giving rise to space weather phenomena in the
heliosphere up to the Earth’s distance and beyond. The standard scale
of solar X-ray activity and solar flares is based on measurements of the
X-ray emission of the entire visible disk of the Sun, including the solar
corona, simultaneously in two X-ray wavelength bands, GOES long 1–
8 Å(1.55 −12.4 keV), and GOES short 0.5–4 Å(3.1–24.8 keV). Such
measurements yield directly values of the physical X-ray flux of the Sun
in a common intensity scale of flare intensity from A2 (2 ⋅10−8 W/m2)
to X20 (2 ⋅10−3 W/m2). This scale refers to flux values in the GOES
long wavelength band.

The FoV of XFM instruments must be such that it covers the Sun
continuously, including the corona, taking into account the pointing
accuracy and stability of the S/C. Since SUNSTORM 1 is three-axis
stabilized vs. the Sun, the angular diameter of the FoV of XFM-CS is
designed to be only 10◦ to avoid/minimize the contamination of the
signal from the Sun by radiation from the Earth and its atmosphere.
The energy range of the XFM instruments must cover both GOES
wavelength bands and the energy resolution must be such that the
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physical X-ray fluxes in each band can be determined accurately. In
practice, the GOES X-ray solar sensors have reduced sensitivity down
to < 1 keV energies [8], and it is useful to extend the range of XFM-
CS as well, to be able to determine with high accuracy the solar X-ray
emission down to the lower limit of the GOES sensitivity. Therefore,
XFM-CS includes a separate low energy band 1.0–1.55 keV for this
extension below the nominal GOES long X-ray band. The target for
dynamic range of the XFM-CS instrument was that it covers the flare
intensity scale from B2 to X10.

A typical rise time of a flare is a few tens of seconds to minutes,
while the decay is much longer, from tens of minutes up to hours for
very large flares. The timescale of the rise of flares, and the need for
an alert as soon as a significant increase of the flux is observed, giving
a reliable indication of the rise of a flare, are the defining factors for
the time resolution and measurement cadence requirements of the XFM
instruments. The time resolution is 1 s for the X-ray flux data and 60
s for the high-resolution spectral data. The time resolution and the
dynamic range of the XFM-CS are based on ESA requirements.

In addition to monitoring intensity variations of solar X-ray emis-
sion, XFM instruments are designed for spectroscopic studies of solar
X-ray emission, and especially solar flares. The goal is in understand-
ing better the physical processes giving rise to solar X-ray emission,
being able to predict them and in improving our understanding of
their association with CMEs, SEP events, and the full space weather
chain. Getting forward in this task will require statistical studies of
flare spectra and their relation with the physical dimensions and dy-
namical properties of individual flares, as well as the pre-eruptive
structures within the solar corona, and most importantly for space
weather forecasting, to get better understanding of the relationship be-
tween the characteristics X-ray spectra of flares and the space weather
phenomena and their consequences at Earth. This motivates combining
observations of XFM instruments with those of the Solar Dynamics
Observatory [9], Solar Orbiter [10], and other space weather missions.
Our experience indicates that for separation of important emission lines
(ionized Mg, Al, Si, S, Ar, Ca, Fe, Ni, etc.) in the spectrum, energy
resolution better than 400 eV (FWHM) at 6 keV is required. This
value is the upper limit of energy resolution for the whole mission,
i.e. End-of-Life (EOL). Since the energy resolutions of all solid state
detectors degrade slowly under long time exposure to the radiation
in space, the beginning-of-life (BOL) energy resolution of the XFM
must be significantly better. How much better depends on the expected
total dose during the mission, which, in turn, depends on the mission
lifetime, and the radiation environment in its orbit.

The high-level scientific performance requirements for XFM in-
struments have been compiled in Table 1. Even with the very high
throughput offered by SDD detector technology, XFM with a single
detector cannot cover the whole range of flare intensity scale from
A2 to X20, which is the range required from the XFM onboard fu-
ture operative space weather missions. Therefore, the dynamic range
requirement for XFM-CS was relaxed to flare intensity levels from
B2 (2 ⋅10−7 W/m2) to X10 (1 ⋅10−3 W/m2). A version of XFM for
upcoming space weather missions, whose dynamic range covers the
whole intensity scale from A2 to X20 levels and beyond will include two
simultaneously operating SDD detectors with different effective areas,
which are dictated by the sizes of the circular apertures of the detectors.
The use of two nearly identical detectors also provides redundancy
and allows the instrument to maintain continuous observations (with
limited dynamic range) even during periodic annealing of the detectors
since the observations can continue with one detector while the other
is being annealed.

2.2. Detector and collimator system

The detector of the XFM-CS is an SDD, which converts the pho-
ton energy to electrical charge by photoelectric absorption, the same

physical phenomenon as the Si PIN technology used in the heritage

3

instruments. A transverse electric field inside the detector chip will drift
the charges to the P (holes) and 𝑁 (electrons) junctions. The generated
charge is conducted from the detector electrodes to an amplifier chain.
Due to lower output capacitance of the SDD sensor it has lower noise
at any particular combination of temperature and shaping time than
Si PIN sensors. This allows operation with much faster pulse processor
shaping times, and together with pulse processing in digital domain
(Section 2.3) allows the system to achieve an order of magnitude higher
throughput than with Si PIN. Additionally, operating at faster shaping
time makes the increase of shot noise from leakage current due to high
temperature and/or radiation damage smaller.

As mentioned above (see Introduction), the FoV of XFM-CS detector
is limited by an aluminum collimator in order to minimize background
signal from the Earth, Moon and other X-ray sources in the sky. Its
inner surface is plated with Au to avoid contamination of the signal by
fluorescence radiation from Al. The collimator also acts as a radiation
shield for the detector. A schematic representation of the detector and
collimator system is shown in Fig. 2 (left). The detector package itself
is very similar to those of the heritage instruments SMART-1 XSM [1],
Chandrayaan-1 XSM [4] and BepiColombo SIXS X-ray detectors [7].
The SDD is hermetically packaged with the preamplifier front-end
components and a Peltier cooler inside a steel cup with a Be entrance
window as a filter. An exploded view image of the detector package
is shown in Fig. 2 (right). In front of the SDD there is an Au aperture
that limits the effective area of the detector. Another advantage of the
use of SDD detectors is that, due to the low noise and fast shaping
time, they can be operated and maintain a good spectral resolution
at normal room temperature (about +20 ◦C). They therefore require
lower cooling power in the normal thermal conditions at distance
of the Earth from the Sun, which significantly reduces the power
consumption of the instrument. The Peltier cooler in XFM-CS is used
mainly for stabilization of the temperature during normal operations
and annealing of the detector chip.

The dimensions of the SDD and the filters were optimized based
on the scientific performance requirements described in Section 2.1.
In particular, SMART-1 XSM observations of solar flares of different
intensities were used to create a simplified spectral model of solar X-
rays that is based on bremsstrahlung continuum. The model was then
extrapolated beyond the dynamic range of SMART-1 XSM and used to
optimize the detector and filter dimensions by calculating the theoret-
ical count rates that the modeled flares would produce when observed
with XFM-CS detector. This was done by multiplying the model spectra
with the effective area of the detector derived from the measured
aperture size and dimensions and material information of filters and
detector from the manufacturer (see Section 3.1). Dimensions were
optimized so that the theoretical count rate would be high enough to
produce sufficiently high signal to noise ratio (S/N) in order to enable
reliable spectrum analysis at flare intensity level B2, but also remain
below 6% pile-up of the instrument below flare intensity level X10.

The lower limit of a detector’s dynamic range is determined by the
lowest S/N, with which sufficiently accurate analysis of the spectrum
is possible. Based on our experience with the XSM instruments used
in SMART-1 and Chandrayaan-1 missions, we estimate that reliable
spectral analysis is possible with a minimum number of total counts N

200. With 60 s spectrum integration time this corresponds to count
ate 𝐼 = 3.33 counts per second (cps). Upper limit of the dynamic

range is limited by the pile-up. Based on our experience with the XSM
instruments, we estimate that the upper limit of pile-up in a spectrum
that can be reliably analyzed is ∼6%. The practical upper limit of the
dynamic range is therefore the highest photon flux, where < 6% of the
events are piled up. Pile-up occurs if the time interval between two
successive photons is shorter than the pulse pair resolution time 𝜏𝑝. The
probability of pile-up occurring can be calculated for any total count
rate I by applying Poisson statistics:

𝑃𝑝𝑖𝑙𝑒−𝑢𝑝 =
∑

(

𝜏𝑝𝐼
)𝑛 𝑒−𝜏𝑝𝐼

(1)

𝑛 𝑛!
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Table 1
High level scientific performance requirements of XFM instruments.

Parameter XFM XFM-CS

Photon flux range 2⋅10−8 - 2⋅10−3 W/m−2

(A2 - X20)
2⋅10−7 - 1⋅10−3 W/m2

(B2 - X10)

Spectral Range 1.55–24.8 keV (requirement)
1–30 keV (design)

same as XFM

Spectral resolution Flux: 6 channels
1–1.55 keV
1.55–3.1 keV
3.1–6.2 keV
6.2–12.4 keV
12.4–24.8 keV
24.8 keV–30 keV
Spectrum: < 400 eV @ 6 keV
(End of Life)

Same as XFM

Time resolution 1 s (flux)
60 s (spectrum)

same as XFM

Maximum count rate 300 000 cps
(for each of 2 detectors)

300 000 cps

Field-of-View 10◦ angular diameter (scientific) same as XFM

Aperture size Detector 1: 0.3 ± 0.1 mm diameter
Detector 2: 1.4 ± 0.1 mm diameter

0.6 ± 0.1 mm diameter

Background < 1 cps per detector < 1 cps

Linearity of spectrum
histogram

< 10% same as XFM
Fig. 2. Schematic representation of the detector and collimator system (left) and an exploded view of the detector package (right). The detector package looks similar to the X-ray
detector package of the SIXS instrument on BepiColombo [7] and those of the XSM instruments flown on SMART-1 [1] and Chandrayaan1 [4] using Si PIN detectors. Similar Si
PIN detector was also used on Messenger’s solar X-ray monitor [11].
where n is the number of adjacent photons stacked together (piled up).
he theoretical pulse pair resolution time of XFM-CS according to the
anufacturers of the detector and the read-out electronics is 200 ns.

olving for I we get the practical upper limit of the count rate I ≈
300000 cps. The dimensions of the detector and filters were therefore
optimized so that 3.33 cps < I < 300000 cps throughout the whole
flare intensity range between B2 and X10 levels. The chosen values are
shown in Table 2.

2.3. Electronics

High-level functional diagram of XFM-CS is presented in Fig. 3.
Photons absorbed within the SDD create current pulses that are led into
the preamplifier. If the pulse height is above the detection threshold,
pulse height analysis is triggered, resulting in a detection of the photon.
In XFM-CS, A/D conversion is applied directly after the preamplifier,
4

Table 2
Nominal dimensions of XFM-CS detector and filters.

Name Value

Aperture size Ø 0.6 mm
Scientific Field of View angular diameter 10◦

Si drift detector thickness 450 μm
Inactive Si equivalent layer on surface 100 nm
Be window thickness 13 μm
Al on Be window surface 100 nm
Outer Kapton window thickness 7 μm
Al on Kapton surface 100 nm

and actual pulse filtering, detection and pulse height analysis are im-
plemented with digital signal processing. The pulse processing in digital
domain allows the use of efficient methods like trapezoidal shaping and



A. Lehtolainen, J. Huovelin, S. Korpela et al. Nuclear Inst. and Methods in Physics Research, A 1035 (2022) 166865
Fig. 3. High level block diagram of XFM-CS instrument.
eliminates the pulse tails, which makes the system very fast compared
to the analog pulse shaping technique used in the heritage instruments.

Digital pulse processing is based on a hard-coded FPGA-logic (field
programmable gate array). In addition to the basic pulse height analy-
sis, the FPGA creates histograms (spectra) from the data. The spectral
products can then be transferred to the S/C platform on commands.
In addition, the FPGA collects the housekeeping (HK) data (voltages,
current consumptions, temperatures, etc.) and is in general in charge
of system commanding, data receiving and transmission. The data
collection and system control parameters are available to the system via
programmable registers. A separate power supply unit board generates
the voltages needed in the electronics and the detector.

2.4. Data products

XFM instruments produce two types of science data, spectrum data
and flux data. Both types of data are built with a multichannel ana-
lyzer technique familiar from nuclear physics. The detected events are
sampled by their intensity value in a histogram, where each channel
corresponds with an energy value. The spectrum data has 512 evenly
spaced channels in energy domain. The number of channels is fixed
and cannot be changed during the operations. The energy range is
nominally 0–30 keV. The highest energy channel is an integral channel
that counts all detected events with energies higher than 30 keV.
In addition, the spectrum data packet also includes timestamps and
the values of the scientific counters and number of integrator resets
(dependent on leakage current) during the spectrum integration period.
The baseline cadence of the spectrum data packets is 60 s, and can be
changed by a telecommand.

The flux data is built with the same principle as the spectrum data.
It has 6 energy channels, each of which include multiple adjacent
spectrum channels and thus a wider energy range. The bounds of

the flux channels can be adjusted with telecommand parameters. The

5

number of flux channels is hard-coded (6) and there is no overlap of
channels. The low and high limits of the flux channels are specified as,
and correspond to the channel numbers of the Spectrum packet. The
nominal flux channel ranges given in keV are presented in Table 1. The
nominal channel bounds were chosen so that correspondence to GOES
channels can be achieved by summing flux channels 2–4 for the GOES
Long channel and channels 3–5 for the GOES Short channel. Similarly
to spectrum data, flux data packet also includes timestamps and the
values of the same scientific counters during the integration of the
data. The baseline time resolution of the flux data is 1 s, and can be
changed by a telecommand to higher values (multiples of 1 s), if there
is e.g., need to limit the volume of telemetry rate without loss of time
coverage.

XFM also produces HK data, which is used to monitor the health
of the instrument and for the calibration of the science data products
as part of the science processing pipeline (see Section 3). The HK data
cadence can be changed by a telecommand.

3. Instrument characterization

Ground calibrations of XFM-CS were performed on September 21–
October 6 2020 at the facilities of the Finnish Meteorological Institute
(FMI), University of Helsinki (UH) and Isaware Oy. The purpose of
the calibrations was to characterize and verify the science performance
of the XFM-CS detector. The final data analysis is based on the ex-
perimental results obtained from the ground calibrations. The data
acquisition and instrument operation was performed with electronic
ground support equipment (EGSE) designed for XFM-CS. It consists of a
PC with EGSE software, which connects to the S/C - XFM-CS interface
simulator by USB. The instrument itself was powered by a laboratory
power supply.

The characterization procedures were very similar to those used

in characterization of the heritage instruments SMART-1 XSM [1],



A. Lehtolainen, J. Huovelin, S. Korpela et al. Nuclear Inst. and Methods in Physics Research, A 1035 (2022) 166865

0

Fig. 4. Scanning electron microscope images taken of the XFM-CS detector’s aperture hole from above (left) and below (right). The aperture hole is slightly conical in shape with
effective diameter 0.6029 (above) and 0.621 (below).
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Chandrayaan-1 XSM [4] and BepiColombo SIXS X-ray detection sys-
tem [12]. The biggest difference is that unlike the heritage instruments,
XFM-CS does not include an in-flight calibration source for calibration
of the energy scale and energy resolution during the mission. The
same is true for the present design of future XFM instruments. Instead,
the energy scale and energy resolution were characterized carefully as
functions of temperatures of the read-out electronics and the leakage
current, respectively, before the mission. This decision was made be-
cause we have not detected any major changes in the energy scales or
resolutions during the missions with heritage instruments that could
not be explained by changes in temperature and/or leakage current.
Also, the primary purpose of XFM instruments is operation as X-ray flux
monitors, and therefore the highest possible spectrum resolution is not
the primary goal, although the accuracy of the spectrum scale and the
energy vs. channel conversion is vital for accurate physical fluxes.

The characterization process of XFM-CS included determination of
the detector’s effective area vs. photon energy and the position of
the Sun in the detector’s FoV, calibration of the energy scale vs. the
temperatures of the detector and the (analog) read-out electronics,
determination of the energy resolution as a function of photon energy
and the leakage current, and the determination of the instrument’s
dynamic range.

3.1. Determination of the effective area

Detector’s effective area is a product of the geometric area of
the exposed sensitive volume and the quantum efficiency (absorption
probability within the sensitive volume) of the detector.

𝐴𝑒𝑓𝑓 (𝐸, 𝜃, 𝜑) = 𝐺 (𝜃, 𝜑) ⋅𝑄𝐸 (𝐸, 𝜃) (2)

where G is the projected geometric area, QE is the quantum efficiency,
E is the photon energy, 𝜃 is the off-axis angle and 𝜑 is the roll angle
(azimuth) of the incident radiation. The on-axis geometric area was
determined by measuring the physical area of the detector’s aperture
hole from images taken by the detector manufacturer before assembly
with a scanning electron microscope (SEM) (Fig. 4). The SEM images
with dimensional scales were used for quantifying the area of each pixel
and the number of pixels in the aperture hole area, identified by their
gray shade values, were counted to determine the area of the aperture
hole. This process was repeated with the SEM images taken from above
and below the aperture, and the results were averaged. The result is
𝟐.𝟖𝟓𝟓 ⋅ 𝟏𝟎−𝟑 𝐜𝐦𝟐, which corresponds to effective aperture diameter of
.6029 mm.
6

Fig. 5. XFM-CS flight model inside the vacuum chamber at the University of Helsinki.
The X-ray beam collimator is seen on the left. On the chamber wall are also the
openings for cables. At the center is a goniometer and an adjustable table for the
device under test. The X-ray tube is seen on the left mounted on the chamber’s outer
side next to another opening and the collimator.

The angular dependence of G was taken into account by measuring
static output from an X-ray tube at on-axis direction and at 10

ifferent off-axis angles between −7◦ and +7◦ in the 4 evenly spaced
rthogonal azimuthal directions (total 41 values). The measurements
ere performed in a vacuum chamber at the University of Helsinki,
sing an Oxford X-ray Technologies model XTF-5011 Ti-anode X-ray
ube as the radiation source. 12 layers of Kapton tape were applied to
he X-ray beam collimator in order to limit the X-ray flux well below the
pper limit of the dynamic range of XFM-CS. The pressure within the
hamber was stabilized at ∼4.5 mbar. The measurement setup is shown
n Fig. 5. The orientation of the coordinate axis is shown in Fig. 6. The
etector’s boresight (on-axis direction) is along the positive 𝑍-axis.

The results were then divided with the theoretical total QE values
alculated with XDECO (X-ray Detector Configurator) version 3.0, to
btain the values of the projected geometric area in these directions,
nd interpolated using expected angular dependence (cosine law) to
btain G throughout the detector’s FoV. XDECO is an unpublished SW
ool for simulation and display of the total effective area of a generic
-ray instrument as a function of photon energy. XDECO calculates
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Fig. 6. CAD model of XFM-CS showing the orientation of the instrument’s coordinate axis. The instrument and the SUNSTORM 1 S/C coordinate systems are identical.
Fig. 7. XFM-CS quantum efficiency as a function of photon energy and the off-axis angle. The figures are plotted at 1◦ steps, but due to the narrow FoV of the instrument, the
difference of QE between the center and edge of the FoV (off-axis angles 0◦ and 5◦) is barely detectable. The figure also shows that the practical lower limit of XFM-CS’s energy
ange is 1 keV.
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he total quantum efficiency of a detector by theoretical modeling of
he combined effect of filter/window transmissions, detector quantum
fficiency, and the effective area of the optics, as functions of photon
nergy. The code is based on atomic and nuclear data tables from [13]
nd it has been verified by comparison of results obtained with a similar
ool developed by the predecessor of XFM-CS detector manufacturer for
SA, and a Web tool provided by HEASARC (NASA). The theoretical
E curves as functions of photon energy at different off-axis angles are

hown in Fig. 7 and the projected geometric area as a function of off-
xis and roll angles, normalized to the on-axis response, is shown in
ig. 8.

Eq. (2) was then used to form a complete map of the detector’s
ffective area over the entire FoV. The result is presented for roll angle
= 0◦ in Fig. 9. The 𝐴𝑒𝑓𝑓 map is a 3D table from which the detector’s

ffective area information is interpolated according to the position of
he Sun in the FoV, and used to form the ancillary response files (ARF)
or spectral analysis of the XFM-CS data products.
 t

7

.2. Determination of the energy scale

The energy scales of the heritage instruments were calibrated be-
ween or during observations with an in-flight calibration source. XFM
nstruments, however, use a different approach. They contain no in-
light calibration sources and the energy scale calibration is done before
aunch. We have not detected any major changes in the energy scales
uring the operation of the heritage instruments with the exception of
heir temperature dependence. The energy scales of the Si PIN based
eritage instruments were found to depend on the temperature of the
ead-out electronics in a nonlinear way due to the sensitivity of a field
ffect transistor to the ambient temperature, as described in [4,12]. The
emperature of the detector chip on the other hand was found to have
o effect on the energy scale [12]. However, due to the differences
n the read-out electronics of XFM and the heritage instruments, XFM
nstruments’ energy scales were found to depend on both the tempera-
ure of the analog read-out electronics and the temperature of the SDD.
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Fig. 8. Geometric FoV sensitivity of the XFM-CS FM detector. The dashed line indicates the nominal scientific FoV of 5◦ radius. The figure shows that the detector’s FoV fulfills
the requirement about the scientific FoV (Table 1).
Fig. 9. Effective area of XFM-CS detector as a function of photon energy at different off-axis angles along roll angle of 0o. Solid line represents the on-axis effective area and the
dashed lines are the effective areas at off-axis angles from 1◦ to 7◦ with 1◦ steps. It can be clearly seen that the effective area changes little within the detector’s 5◦ scientific FoV.
Therefore the energy scales of XFM instruments must be calibrated vs.
both temperatures, forming 2D look-up tables from which the energy
scales are interpolated according to the temperatures.

The energy scale of XFM-CS was calibrated by observing radiation
from known sources, identifying the spectral lines with known energies,
determining their centroid channels, and making a linear fit as channel
vs. photon energy. The measurements were performed inside a climate
chamber at the facilities of FMI. An 55Fe source and an 241Am source
8

were used as radiation sources, providing spectral lines at 5.90 keV (Mn
𝐾𝛼), 6.49 keV (Mn 𝐾𝛽) and 20.78 keV (Np 𝐿𝛾 ) within the spectral range
of XFM-CS. In addition, gamma radiation from the 241Am source also
induced fluorescence radiation from the detector’s aperture, providing
additional spectral lines at 9.71 keV (Au 𝐿𝛼) and 11.44 (Au 𝐿𝛽), which
were also used in the analysis for improved accuracy. The measurement
setup is shown in Fig. 10, and an example spectrum measured with
XFM-CS is shown in Fig. 11. The peaks were fitted with Gaussian
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Fig. 10. XFM-CS flight model inside the climate chamber at the Finnish Meteorological
Institute. The radiation sources were attached to the yellow colored adjustable holder
next to the detector. XFM-CS was connected to the EGSE by cables on the right.

functions to determine their centroid channels. A linear fit was then
made to the centroid channels vs. their known energies to determine
the gain and offset of the energy scale.

The temperature dependence of the energy scale was determined
by repeating the measurement at different operational temperatures
of both the analog read-out electronics and the SDD. The measure-
ments were made using 10 K steps in temperature throughout the
instrument’s operational temperature range. The climate chamber was
used to stabilize the temperature of the read-out electronics and the
detector’s internal Peltier cooler was used to stabilize the temperature
of the SDD. The resulting temperature maps of the detector’s gain and
offset were then interpolated to form look-up tables of the instrument’s
energy scale vs. temperature throughout its operational temperature
range with 1 ◦C steps. The interpolated temperature maps of the gain
nd offset are shown graphically in Fig. 12.

Electronic noise count rate of XFM-CS was determined jointly with
etermination of the energy scale by measuring spectrum for 10 min
ith no stimulus present. The instrument was kept at room temperature
nd the temperature of the SDD was stabilized at −5 ◦C. The low energy
hreshold was set to its default value < 1 keV. The number of noise
ounts detected during the 10 min period was 49, which corresponds
o the electronic noise background count rate of 0.063 cps with just

Earth’s surface level background radiation present. This analysis shows
that the low energy noise peak is below 1 keV in normal operating
temperature of the XFM-CS detector. The lower limit of the energy
range of XFM-CS is therefore 1 keV, which is the lowest energy at which
the detector’s quantum efficiency is significantly higher than zero (see
Fig. 7).

3.3. Determination of the energy resolution

Similarly to the calibration of the energy scales, the calibration of
energy resolutions of the heritage instruments was performed between
and during observations with in-flight calibration sources. The calibra-
tion of their energy resolutions during ground calibrations, as described
in [4,12], was done mainly for performance verification purposes. With
XFM instruments the energy resolution is instead calibrated only before
launch, forming a look-up table from which the energy resolution as a
function of photon energy is interpolated.

Energy resolution of a solid state detector is known to follow the
relation [14]

√

𝐹𝜂𝐸 + 𝜂𝑟 2 (3)
𝛥𝐸 (𝐸)𝐹𝑊𝐻𝑀 = 2.355 ( )

9

where E is the photon energy, F is the Fano factor (∼0.12), 𝜂 is the
energy required to create an electron–hole pair in the detector material
(3.6 eV in Si) and r is the total electronic (rms) noise of the detector.
It can be estimated with equation [15]

𝑟2 ≈ 𝐴1
𝑘𝐵𝑇𝐶2

𝜏
+ 𝐴2

(

𝑞𝐼 +
2𝑘𝐵𝑇
𝑅

)

𝜏 + 𝐴3𝐶
2 (4)

where q is the elementary charge, T is the detector’s temperature, R
s the equivalent total resistance parallel to the preamplifier input, C
s the preamplifier total input capacitance and 𝜏 is the pulse shaping
ime. Constants 𝐴1, 𝐴2 and 𝐴3 are constants that depend on the pulse
haping filter used. The electronic noise consists of three components:
eries noise, which is inversely proportional to the square root of 𝜏,
arallel noise, which is directly proportional to the square root of 𝜏, and
he low frequency 1/f noise, which does not depend on 𝜏. The leakage
urrent dependent term of the parallel noise is the dominant type of
lectronic noise in a detector that has received high doses of radiation
nd sustained significant amounts of displacement damage. Its increase
s the reason for the gradual degradation of detector performance due
o radiation in space. Therefore Eq. (4) can be simplified as

≈
√

𝐴2𝑞𝐼𝜏 + 𝑟0 (5)

where 𝑟0 is the electronic noise from other sources than the fluctuations
of the leakage current. The constant 𝐴2 in Eqs. (4) and (5) is close
to unity. Its exact value depends on the type of filter used in the
shaper. Thus, the detector’s energy resolution as a function of leakage
current can be estimated by combining Eqs. (3) and (5) and making a
fit to the data on observed energy resolutions measured with different
leakage currents, keeping 𝑟0 as a free parameter. The leakage current
can be varied by operating the detector at different temperatures, as it
is known to have strong nonlinear temperature dependence.

The determination of the energy resolution of XFM-CS was per-
formed in the vacuum chamber at the University of Helsinki, jointly
with the determination of the effective area (Section 3.1). The X-ray
tube was used as the primary radiation source. It was attached to the
outer wall of the chamber behind the instrument. Two fluorescence
targets were attached to the inner collimator window to provide the
characteristic spectral lines that were used for determination of the
energy resolution. They were a powder mixture of Al (1.49 keV), Ca
(3.69 keV) and Cu (8.05 keV), and a Pb plate (2.35 keV, 10.50 keV
and 12.62 keV). The setup is shown in Fig. 13.

Energy resolution of each spectral line was determined with a
Gaussian fit. The energy resolution as a function of photon energy
was then determined by fitting a theoretical model (Eq. (3)) to the
data. The process was repeated at different SDD temperatures for
the determination of the leakage current dependence of the energy
resolution. The temperature range was -40 ◦C to +20 ◦C with 10◦ steps.
The detector’s Peltier cooler was used to stabilize the SDD temperature
at each step. An example fluorescence spectrum is shown in Fig. 14. The
fitted energy resolution curves (Eq. (3)) at different SDD temperatures
are presented in Fig. 15.

The relatively large uncertainties of the measured energy resolu-
tions seen in Fig. 15 are partly due to the low count rate of fluorescence
radiation from the fluorescence targets and partly due to the slow in-
crease of the preamplifier temperature during the spectrum integration.
Nevertheless, it can be seen from Fig. 15, the temperature dependence
of the energy resolution at Beginning-Of-Life (BOL) is negligible and
smaller than the accuracy of the experiment. This result was confirmed
by theoretical calculations of the effects of leakage current (Eqs. (3) and
(5)), which indicate that the increase of leakage current from 1.81 pA
(measured at −40 ◦C) to 13.60 pA (measured at +20 ◦C) should degrade
the energy resolution by only ∼5 eV. The leakage current is, however,
expected to increase accumulatively during the mission due to radiation
damage by energetic particle bombardment in space. Therefore Eq. (5),
fitted to the calibration results at BOL, excluding poor fits at −20 ◦C,

◦ ◦
-30 C and -40 C, were extrapolated to higher values of leakage current
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Fig. 11. A spectrum measured with XFM-CS flight model at 0 ◦C temperature of both the read-out electronics and the detector. The visible peaks from lowest to highest energy
are: Mn K𝛼 escape peak (4.16 keV), Mn K𝛼 (5.9 keV), Mn K𝛽 (6.49 keV), Au L𝛼 (9.71 keV), Au L𝛽 (11.44 keV), Mn K𝛼 pile-up peak (11.8 keV), Np L𝛾 (20.78 keV) and 241Am
gamma ray line (26.4 keV). The Au lines are fluorescence from the XFM-CS detector’s aperture induced by the 59.59 keV gamma radiation from the 241Am source. The other lines
are directly from the radiation sources. The two Mn peaks, the Np L𝛾 peak and the two Au L peaks were used for determination of the energy scale.

Fig. 12. Temperature maps of XFM-CS detector’s gain (left) and offset (right).

10
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Fig. 13. Measurement setup for the determination of energy resolution. Fluorescence
argets were taped on the inner slit of the X-ray tube collimator and the X-ray tube
as moved to another opening in the chamber wall so that the beam illuminated the

luorescence target from behind and left of the detector. The fluorescence target shown
ere is the powder mixture of Al, Ca and Cu on a brass frame.

o estimate the relation between the energy resolution and the leakage
urrent in a wider range. The result is shown in Fig. 16.

The resulting look-up table about energy resolution vs. photon
nergy and the leakage current will be used together with theoretical
alculations about relative intensities of the different components of
he Hypermet function [16] at different photon energies to form the
edistribution matrix files (RMF) that are required for the spectral anal-
sis of the XFM-CS data products. The detector manufacturer estimates
he worst case total non-ionizing dose XFM-CS will sustain during the
lanned duration of the whole mission (2 years) to be 1.6 ⋅1010 cm−2

s 1 MeV equivalent neutron fluence, taking into account the shielding
ffect of the detector’s aluminum collimator. Assuming linear increase
f leakage current due to non-ionizing dose and taking the damage
actor for a well annealed Si lattice from [17], we calculate that the
eakage current will increase to about 9.16 ⋅10−11 A towards the end

of mission. Thus, we see from Fig. 16 that the energy resolution is
expected to be better than 200 eV at 6 keV during the whole mission.
XFM-CS therefore clearly fulfills the requirement of < 400 eV end-of-life
(EOL) energy resolution at 6 keV (Table 1). It should be noted that this
approach does not take into account the possible changes in electronic
noise due to any sources independent of leakage current. For example,
the detector manufacturer has detected a slight increase in electronic
noise due to total ionizing dose effects on the detector’s anode and
charge sensitive amplifier (CSA) during radiation testing of SDD de-
tectors. The effects of this noise are insignificant to X-ray fluxes and
also very minor in the spectra. However, an in-flight X-ray calibration
source would be the most reliable way of determining the energy scale
and energy resolution of X-ray spectra onboard space missions, and
would guarantee the highest possible accuracy of scientific analysis,
e.g., in the determination of the ionization state of the highly ionized
Fe lines around 6.5 keV.

3.4. Determination of the dynamic range

Lower limit of a detector’s dynamic range is determined by the
lowest S/N, with which a sufficiently accurate spectral analysis is
possible. In Section 2.1 we noted that by our experience we estimate
that reliable spectral analysis is possible with a minimum number of
spectral counts N ∼200. In order to determine the lower limit of the
dynamic range of XFM-CS, we used the detector’s on-axis sensitive
area (Section 3.1) to calculate the minimum photon flux during a 60 s
11
spectrum integration time, which produces a spectrum with N > 200.
The result is 1200 photons/cm2/s. Assuming typical solar X-ray spec-
trum during quiescence (bremsstrahlung continuum with T ≈ 2.7 ⋅106

K) and taking into account the detector’s on-axis quantum efficiency
(Fig. 7), this corresponds to about 𝟒 ⋅ 𝟏𝟎−𝟗 𝐖∕𝐦𝟐 above 1.55 keV (GOES
flux A0.4). This is significantly below the scientific requirement for the
lower limit, which is 2 ⋅ 10−7 W/m2. Thus, the dynamic range of XFM-
CS extends much further into the low intensity range than was required.
It covers the whole solar X-ray intensity scale at the lower end and thus
XFM-CS is able to provide useful data even during the time periods
when the Sun is at its most quiescent state.

The upper limit of the detector’s dynamic range is limited by pile-
up. If the time interval between detected events is too short, multiple
events are summed up and are counted as single event. Determination
of the dynamic range therefore requires characterization of pile-up
at high count rates. Due to the very high count rate requirement,
the determination of the XFM-CS dynamic range was performed in a
vacuum chamber at the University of Helsinki (Fig. 5), jointly with
determination of the effective area. The measurement setup was iden-
tical to that shown in Fig. 5 except for the Kapton filters, which
were removed from the X-ray beam collimator. The pile-up counts at
19 different total count rates were counted and a Poisson statistical
function (Eq. (1)) was fitted to the results. The speed of the XFM-CS
read-out electronics and the whole system was determined from the
data for comparison with measurements of the electronics speed by
the manufacturer, and theoretical estimates of the amount of pile-up
at different count rates.

Pile-up occurs if the time interval between two successive photons
is shorter than the pulse pair resolution time 𝜏𝑝 (Eq. (1)). It results in
two or more events being counted as a single event whose energy is
the sum of their energies, causing distortion of the spectrum towards
higher energies. The apparent hardening of the solar X-ray spectrum
may result in overestimation of the plasma temperature distribution,
which can lead to false conclusions about the physical properties and
dynamics of the coronal plasma (density, elemental abundances, FIP
bias, etc.). This deformation of the spectrum becomes gradually more
significant as the count rate and the amount of pile-up increases. It can-
not be corrected with any realistic solution, and it affects the calibrated
flux data as well because the spectrum shape is taken into account in
converting the raw flux data into physical units (see sect. 3.5). Based
on our experience with XSM instruments, we have estimated that the
highest amount of pile-up in a spectrum with only sufficiently minor
deformations for reliable spectral analysis is ∼6%. The practical upper
limit of the dynamic range is therefore the highest photon flux, where
< 6% of the events are piled-up. The probability of pile-up occurring
can be calculated for any total count rate I using Eq. (1). Keeping the
X-ray tube high voltage at 8.5 kV, thus limiting the photon energy in
the beam to 8.5 keV, it is possible to estimate the amount of double
(𝑛 = 1) and triple pile-up (𝑛 = 2) in the spectrum. The contribution
of higher than 2nd order pile-up (n > 2) is statistically negligible.
The amount of pile-up was determined for 19 evenly distributed count
rates between 0 and 400 kcps, and Eq. (1) was fitted to the results
(Fig. 17), keeping the pulse pair resolution 𝜏𝑝 as a free parameter.
The result is 𝜏𝒑 = 202.2 ± 2.0 ns. Knowing the pulse pair resolution
time allows estimation of the amount of pile-up at different count rates
using Eq. (1). The practical upper limit of the dynamic range is the
count rate I, with which the pile-up probability 𝑃𝑝𝑖𝑙𝑒−𝑢𝑝 = 6%. For XFM-
CS flight model I𝟔% ≈𝟑𝟎𝟔 𝐤𝐜𝐩𝐬. Assuming typical solar X-ray spectrum
during high flux conditions and taking into account the detector’s on-
axis quantum efficiency (Fig. 7), this corresponds to physical flux 9.2 ⋅
10−4 W/m2 (GOES flux X9.2). This is slightly below, but very close to
the designed upper limit of the dynamic range (X10), giving confidence
to our method for determining the goal design values for the future
versions of XFM for operative missions. The limit set for the maximum
allowed pile-up is also not a hard limit, and the pile-up increases only
gradually even well above the limit. There are also no other effects than
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Fig. 14. A fluorescence spectrum measured at detector temperature 0 ◦C. The visible peaks from lowest to highest energy are Al K𝛼 (1.49 keV), Pb M𝛼 (2.33 keV), Ca K𝛼 (3.69
keV), Ca K𝛽 (4.01 keV), Ti K𝛼 (4.51 keV), Ti K𝛽 (4.91), Cu K𝛼 (8.05 keV), Zn K𝛼 (8.64 keV), Cu K𝛽 (8.91 keV), Zn K𝛽 (9.57 keV) blended with Au L𝛼 (9.71 keV), Pb L𝛼 (10.55
keV), Au L𝛽 (11.44 keV). Pb L𝛽 (12.61 keV), Au L𝛾 (13.38), Pb L𝛾 (14.76). Ti peaks are scattered photons from the X-ray tube that was used as the primary radiation source.
Zn lines are from the fluorescence target’s brass frame and Au lines are fluorescence from the detector’s aperture. They are induced by high energy X-rays that can penetrate the
instrument’s aluminum casing and the detector’s steel cup, as can be seen from the continuum above 20 keV. The peaks above 20 keV might be due to Bragg scattering of the
X-ray beam from the fluorescence targets. All other lines are from the fluorescence radiation from the targets. Eight highest peaks were fitted with Gaussian functions for the
characterization of energy resolution.
Fig. 15. Energy resolution of XFM-CS at different detector temperatures from -20 ◦C to +20 ◦C at 10 degrees steps. The lines correspond to energy resolutions at -20 ◦C (solid
line), -10 ◦C (dashes and triple dots), 0 ◦C (dashes and dots), +10 ◦C (dashes) and +20 ◦C (dots). The symbols are the measured energy resolutions of the fluorescence lines at
0 ◦C. The differences of the energy resolution at different temperatures are smaller than the accuracy of the experiment. Resolutions measured at detector temperatures -40 ◦C and
30 ◦C are not included in the figure because the detector gain had shifted slightly during the 1h spectrum integration due to increasing temperature of the read-out electronics,
which resulted in poor quality fits to the fluorescence lines. The heating effect was primarily caused by the operation of the detector’s Peltier cooler at high power (large 𝛥T),
and it is also visible to a lesser degree in the resolution measured at -20 ◦C.
pile-up, which would saturate the detector, but only gradual increase of
the deformation of the spectrum (energy distribution of events). Thus,
we are very confident that using two detectors with the planned two
different effective areas in the XFM for future missions, it is possible to
cover, and even exceed the required flare intensity range from A2 to
X20, with enough margin for significant overlap of the dynamic ranges
of the two detectors, and ability to measure even extremely large X-ray
12
flares on the Sun above the required upper limit. In the other end of the
dynamic range, the more sensitive detector in future XFM instruments
is more sensitive than the XFM-CS detector and achieves better S/N
in quiescent conditions. Combined with the very low background, this
can lead to new findings concerning micro- and nanoflares and their
debated role in heating of the solar corona [18,19], as well as in
understanding the FIP bias of the coronal plasma [6,20–22].
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t

Fig. 16. Energy resolution of XFM-CS as a function of leakage current. The figure has been extrapolated by theoretical calculations (Eqs. (3) and (5)) to higher leakage currents
han those observed during the calibrations (13.6 pA).
Fig. 17. Pile-up probability as a function of total count rate. Symbols are measurement results and the solid line is Eq. (1) fitted to the results. Dashed line indicates theoretical
pile-up probability with 𝜏𝑝 = 200 ns.
3.5. Summary and the science data processing pipeline

A summary of the ground calibration results and the values of
the key parameters affecting the performance of the instrument are
compiled in Table 3.

The ground calibration data products: 𝐴𝑒𝑓𝑓 map, temperature maps
of the gain and offset and the energy resolution table form a database
that is used to convert the raw science data into physical units. Data
flow diagram of the science data processing pipeline is presented in
Fig. 18. The pipeline script is available as both Python and IDL versions.

HK data and S/C attitude data are used to interpolate the necessary
information from the calibration data tables. The effective area is
interpolated by the position of the Sun in the detector’s FoV (S/C
attitude), Energy scale is interpolated according to the temperatures of
the analog read-out electronics and the SDD, and the energy resolution
is interpolated according to the leakage current.
13
The spectrum shape is taken into account in converting the flux data
into physical units. The effective energy and sensitivity of each flux
channel is determined by taking an average of all spectrum channel
energies vs. their effective areas within the flux channel energy range,
weighted by the number of raw spectrum counts. The spectrum data is
converted to FITS format with separate calibration information (RMF
and ARF) for each spectrum (default measurement cadence 60 s).
RMF characterizes the spectral response of the detector. It includes the
calibrated energy scale of the spectral data as well as the redistribution
function, which represents the probability of a photon of a given energy
being read into a certain energy channel. It is constructed from the
calibrated energy scale information as well as the energy resolution
information together with the theoretical calculations of the relative
intensities of the different Hypermet function components [16]. ARF
describes the effective area of the detector as a function of photon
energy. It is constructed directly from the effective area information.
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Table 3
Calibrated values of parameters affecting the scientific performance of XFM-CS.

Parameter Requirement or
nominal value

Calibrated value

Aperture diameter 0.6 ± 0.1 mm 0.6029 mm
Aperture area 2.827⋅10−3 cm2 2.855⋅10−3 cm2

Scientific field-of-view 5◦ half cone ∼5◦ cut-off
Energy range 1 - 30 keV 1 - 30 keV
Electronic noise
background

< 1 cps 0.063 cps

Energy resolution (BOL) < 300 eV @ 6 keV
< 500 eV @ 10 keV

171 eV @ 6 keV
193 eV @ 10 keV

Energy resolution (EOL,
predicted)

< 400 eV @ 6 keV
< 650 eV @ 10 keV

< 200 eV @ 6 keV
< 250 eV @ 10 keV

Pulse pair resolution 200 ns 202.2 ± 2.0 ns
Maximum count rate
(pile-up < 6%)

330 kcps 306 kcps

Dynamic range 2⋅10−7 - 1⋅10−3 W/m2

(B2 - X10)
4⋅10−9 - 9.2⋅10−4

W/m2

(A0.4 - X9.2)
Fig. 18. Data flow diagram of the XFM-CS data processing pipeline. Relevant information is retrieved from the ground calibration data tables to convert raw science data into
hysical units. The calibrated flux data is in .csv format. Spectrum data with relevant calibration information is converted to FITS format, which is compatible with most common
pectral analysis software packages, including XSPEC [23].
It was found during the commissioning of SUNSTORM 1 that correc-
ion for the electron background is required. It has been known since
he early operation of the instruments that XFM-CS has heritage on
hat the solid state detectors are sensitive to high energy particles in
pace, electrons in particular [24]. Even a minor particle background
an cause significant error to the flux measurements of solar X-rays, es-
ecially in high energy flux channels. To avoid electron contamination
f the data, electron background within the spectral and flux channel
nergy ranges is estimated based on the amount of counts in the highest
nergy channel, which is an integral channel counting all events whose
nergy is above the spectral energy range of XFM-CS. These events are
ainly caused by electrons. The estimated electron background is then

ubtracted from both the spectrum and flux data. More details about the
lectron background correction is found in Section 4.4 The correction
s applied to raw data before further processing steps. In addition, a
ata quality flag was added to the calibrated data files as a warning
or electron contamination of flux data where electron background is
igh enough to cause significant errors to flux measurements due to its
tatistical fluctuations.

. Commissioning and first results

SUNSTORM 1 was launched to Sun-synchronous LEO with an alti-
ude of 551 km on August 17 2021. Bi-directional communications with
he satellite were established during its first pass over the ground sta-
ion in Espoo, Finland. The first health checks showed both the CubeSat
latform and XFM-CS being in excellent health. This was followed with
14
the deployment of the solar panels, acquisition of Sun pointing attitude
and commissioning of both the S/C and XFM-CS. The first solar X-ray
spectrum was acquired on August 27 2021, i.e. just ten days after the
launch. Both raw spectrum data and calibrated spectrum from this four
minute first light observation are shown in Fig. 19. The spectrum was
fitted with physical model (Variable) Astrophysical Plasma Emission
Code (VAPEC) v3.0.9 [25], which assumes an optically-thin thermal
plasma and allows modeling with variable elemental abundances. It
approximates coronal plasma in quiescent conditions reasonably well
even though the assumption of thermal balance is generally not valid.
When modeling coronal plasma in more active conditions we extend
our model to non-thermal domain by addition of a non-thermal broken
power law component with Gaussian emission lines to the thermal
VAPEC model.

The commissioning of SUNSTORM 1 and XFM-CS culminated in
successful In-Orbit Commissioning Review on October 18 2021. Since
then, XFM-CS has been conducting observations of solar X-rays with
no observed deviations in the specified functionalities or performance
degradation in the instrument.

A sample of the first results obtained with XFM-CS is presented
in this section with the emphasis on scientific performance of the
instrument and quality of the data. Three time periods of different
levels of solar activity were selected for the analysis. (1) A long duration
M1 flare observed on November 2 2021 was used to evaluate the
instrument’s performance during high solar activity. (2) A period of
active conditions on November 5 2021, with occasional C class solar
flares (X-ray flux > 1 ⋅10−6 W/m2) was used for evaluating the in-
strument’s performance in rapidly varying X-ray flux conditions during
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Fig. 19. Spectrum of the first light observation of SUNSTORM 1/XFM-CS (August 27 2021). Raw spectrum is shown on the left and the calibrated spectrum on the right. Fitted
model is Variable Astrophysical Plasma Emission Code (VAPEC) v3.0.9 [25]. The modeled solar X-ray output was 1.2 ⋅ 10−7 W/m2 (B1.2) within the energy range of the GOES
Long channel (1–8 Å, 1.55–12.4 keV).
intermediate level of solar activity. (3) Finally, quiescent period on
November 20 2021 with GOES flux varying between 2 ⋅10−8–4 ⋅10−8

W/m2 (levels A2–A4) was used for evaluating the performance of the
instrument near the lower limit of its dynamic range. The performance
of XFM-CS has been observed to be stable in comparison with GOES
X-ray sensor data also outside these time periods. As of this writing
we have yet to observe any X-class solar flares with XFM-CS. The
instrument was unfortunately switched off on October 28 2021 when
an X1 class flare occurred.

4.1. Flux data

The calibrated solar X-ray flux data collected of the three selected
time periods is presented in Fig. 20. Each panel shows 8 h of data and
solar X-ray flux from six energy bands. The periodic ∼38 min gaps
seen in the data are due to eclipse periods when SUNSTORM 1 is in
Earth’s shadow and thus XFM-CS does not have the Sun in the FoV.
The shorter few minute gaps in the data are due to the Sun occasionally
drifting outside the instrument’s FoV. During the early operations the
attitude determination and control system (ADCS) of SUNSTORM 1
used to repeatedly revert from more accurate fine pointing mode into
coarse pointing mode after roughly 1 day of operations. The coarse
pointing mode is only intended as a backup and its pointing stability
is insufficient for constantly maintaining the pointing accuracy better
than 5◦. This issue has since then been resolved with a parameter
update for the ADCS, and occurrences of gaps in the data due to poor
pointing accuracy are rare. The longer gap in the data seen at 3:25–4:30
on November 2 2021 (Fig. 20 top) is due to an update of the mission
timeline during one of the ground station passes.

The data clearly shows that the flux levels in the solar spectrum
decrease towards higher energies, with larger difference at quiescent
time periods. This is as expected since the soft X-ray continuum is based
on thermal bremsstrahlung. At the peak of the M1 flare on November 2
2021 (Fig. 20 top), the spectrum just reaches the flux channel 5 (12.4–
24.8 keV), while during the B and C class activity on November 5 2021
(Fig. 20 middle) the highest energy photons are seen in flux channel 4
(6.2–12.4 keV). During quiescent periods the spectrum barely extends
above the lower limit of flux channel 3 (3.1–6.2 keV).

The data for all three time periods also has some noise in the high
energy flux channels. This is caused by statistical fluctuations of the
high energy electron background seen by the instrument (Section 4.4).
All three time periods shown in Fig. 20 indicate that the electron
contamination is at its highest a few minutes after and before the
15
eclipse part of the orbit. At these times SUNSTORM 1 is roughly over
latitudes 60◦–70◦, north and south respectively, where the S/C slightly
touches the inner edge of Earth’s outer radiation belt, which is the main
source of the electron contamination.

Finally, the lowest energy channel (1.0–1.55 keV) shows cyclic
behavior, where the flux increases periodically during the continuous
observations, and begins again at slightly lower level after the eclipse
periods. This behavior is most clearly seen in quiescent conditions
(Fig. 20 bottom). This is obviously an instrument effect since the time
period is the same as the orbital period of the S/C. The source of this
effect is currently interpreted to be a combination of the temperature
shifting of the XFM-CS energy scale and the minor uncertainties in
the thicknesses of the detector materials and filters. The flux channel
bounds remain fixed during individual observations, and are thus af-
fected by the shifting of the instrument’s energy scale due to thermal
effects. This, combined with the very low QE near 1.0 keV (Fig. 7),
makes the calibration of the flux at the lowest energies very sensitive
to the minor uncertainties of the filter thicknesses that directly affect
the QE. It could be possible to mitigate this effect by recalculating
the QE iteratively by adjusting the assumed filter thicknesses until
the oscillation effect of the calibrated low energy flux is minimized.
Another option would be to increase the lower bound of the flux
channel 1 to slightly higher energy where the QE is higher and less
sensitive to the small uncertainties in the filter thicknesses.

4.2. Spectrum data

A sample high resolution spectrum from each of the three selected
time periods is presented in Fig. 21. The spectrum from the M1 flare
on November 2 2021 was measured at 03:02 UTC near the peak of the
flare, the spectrum of the medium solar activity on November 5 2021
is from the beginning of the decay phase of a B8 class flare at 16:35
UTC, and the spectrum from the quiescent period on November 20th
was measured at 05:40 UTC. The three spectra were fitted with a two
component model, which uses VAPEC v.3.0.9 for the thermal compo-
nent and broken power law with two Gaussian spectral lines (ionized
Fe and Ni) for the non-thermal component. However, as expected, the
emission measure of the non-thermal component of quiescent plasma
was near zero. Model parameters for the three spectra are shown in
Table 4.

Fig. 21 shows that the calibration of XFM-CS was successful. The
spectrum shape as well as the positions and FWHMs of the emission
lines of the fitted model spectra match the observed spectra well,
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Fig. 20. Calibrated solar X-ray flux data measured with XFM-CS in period of high solar activity on November 2 (top), intermediate level of activity on November 5 (middle) and
uiescent conditions on November 20 (bottom) 2021. Each panel shows eight hours of data.
hich shows that the effective area, energy scale and energy resolution
nformation retrieved from the ground calibration datafiles is accurate.
he small discrepancy of the lowest energy part (∼1 keV) of the QE

curve (Fig. 7), which is explained in Section 4.1, might have a minor
negative effect on the spectral fitting near the lower end of the energy
range (∼1 keV). The results in Fig. 21 and Table 4 also prove that the
data provided by XFM-CS is suitable for spectroscopic studies of solar
corona, such as investigation of the evolution of spectral parameters
during flares or studies of the FIP bias of elemental abundances in the
solar corona.

The emission lines of the solar X-ray spectra measured with XFM-CS
are often seen to broaden towards the lower energies. Typically, this
16
phenomenon becomes visible during the decay phase of solar flares,
and it is sometimes also seen during quiescent conditions. This effect
is visible in the low energy emission lines (< 3 keV) of the M1 flare on
November 2 2021 (Fig. 21 left) and also in the emission lines of the first
light spectrum (Fig. 19). We believe that the most likely explanation
for this broadening is ‘‘evaporation’’ of cooler chromospheric plasma
into the magnetic loops of the solar corona [26–28], which occurs
especially after the impulsive energy release of a flare. This cooler
plasma is at lower ionization state than the hot coronal plasma and
thus emits characteristic line emission at slightly lower energies when
it encounters much hotter coronal plasma, which explains the apparent
broadening of the emission lines towards the lower energies.
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Fig. 21. Solar X-ray spectra of the M1 flare on November 2 2021 at 03:02 (left), intermediate activity on November 5 2021 at 16:35 (middle) and quiescent period on November
20 2021 at 05:40 (right). The spectra were fitted with a two-component model VAPEC 3.0.9 + broken power law and Gaussian emission lines. Included are also fit residuals
divided by statistical uncertainties.
Table 4
Model parameters for the three solar X-ray spectra shown in figure 21. The element abundances are given relative to the
solar photospheric abundances. Norm of the thermal VAPEC component is emission measure scaled to the distance from the
source. The norms of the non-thermal components are given in photons/cm2/s.

Parameter 02.11.2021 03:02:00 05.11.2021 16:35:00 20.11.2021 05:40:00

Temperature 0.6779 ± 0.0013 keV
∼7.9⋅106 K

0.4899 ± 0.0038 keV
∼5.7⋅106 K

0.2162 ± 0.0145 keV
∼2.5⋅106 K

Mg 3.19 ± 0.07 2.48 ± 0.21 3.43 ± 0.64
Al 3.70 ± 0.14 1.45 ± 0.45 0.07 ± 2.47
Si 1.71 ± 0.03 1.94 ± 0.13 3.20 ± 0.93
S 0.54 ± 0.02 0.78 ± 0.09 1
Ar 0.55 ± 0.02 1.16 ± 0.39 1
Ca 5.20 ± 0.18 18.74 ± 3.90 1
Fe 0.97 ± 0.03a 0.73 ± 0.10a 0.62 ± 0.54
Ni 0.03 ± 0.25a 4.01 ± 1.1a 1
Norm (VAPEC) 5.21⋅107±1.2⋅105 4.93⋅106±6.5⋅104 3.57⋅106±1.3⋅106

Power law Index 1 1.53 ± 0.19 2.31 ± 0.93 N/A
Break Energy 4.94 ± 0.07 keV N/A N/A
Power law Index 2 6.75 ± 0.30 N/A N/A
Norm (broken power
law)

1.54⋅105±4.4⋅104 8260 ± 12200 N/A

Line Energy (Fe) 6.594 ± 0.006 keV N/A N/A
Line Sigma (Fe) 0.077 ± 0.007 keV N/A N/A
Norm (Fe) 4560 ± 210 N/A N/A
Line Energy (Ni) 7.681 ± 0.105 keV N/A N/A
Line Sigma (Ni) 0.294 ± 0.117 keV N/A N/A
Norm (Ni) 360 ± 150 N/A N/A
Model Flux (1.55–12.4
keV)

4.81⋅106 photons/cm2/s
1.54⋅10−5 W/m2 (M1.5)

2.23⋅105 photons/cm2/s
6.88⋅10−7 W/m2 (B6.9)

6880 photons/cm2/s
1.95⋅10−8 W/m2 (A2)

aThe element abundances derived from the VAPEC model are not reliable for ions with K-shell emission lines > 5 keV, where
the non-thermal component of the spectrum dominates.
.3. Comparison with GOES X-ray sensor data

As noted in Section 2.4, the default energy bounds of the flux chan-
els of XFM-CS were chosen so that channels 2–4 correspond to GOES
ong channel (1–8 Å, 1.55–12.4 keV), and channels 3–5 correspond to
OES Short channel (0.5–4 Å, 3.1–24.8 keV). The comparison between

he calibrated flux data from XFM-CS and primary GOES (GOES-16)
-ray sensor (XRS) for the three selected time periods is shown in
ig. 22.

Fig. 22 shows that the observed fluxes from XFM-CS and GOES
atch quite well. In general, solar X-ray flux measured with XFM-CS in

he energy range of GOES Long channel is about 5%–10% lower than
OES XRS flux, while the fluxes are nearly identical in the energy range
f GOES Short channel during the periods of solar activity when there
s significant flux at higher energies.

For clarity, a more detailed comparison between the calibrated solar
-ray flux data from XFM-CS and GOES XRS data was performed by
xamining a 40-minute part of the observations during each of the three
elected time periods. Fig. 23 includes a comparison of the XFM-CS data
ith simultaneous data from both primary (GOES-16) and secondary

GOES-17) GOES XRS. The XFM-CS datasets also include 60 s moving
17
averages of the individual 1 s flux data samples for easier comparison
with GOES data.

The relative difference between the lower energy X-ray fluxes (cor-
responding to the GOES Long channel) becomes smaller when the total
flux is high. The X-ray fluxes measured with the two instruments in
the energy range of GOES Short channel are nearly identical during
the periods of high solar activity, while in quiescent conditions, GOES
Short flux is usually higher than XFM-CS flux in the same energy
band. Most of the differences are probably due to the different way the
energy bounds of the flux channels are defined in the two instruments.
The energy ranges of the GOES X-ray sensors are defined only by
the filter transmittances of the sensors, and thus they have reduced
sensitivity below their nominal channel energies [8]. This is not the
case in XFM-CS, where the events are distributed to spectrum and flux
channels in digital domain based on pulse height analysis. The non-
zero response of GOES energy channels below their nominal energy
bounds could explain not only the slightly higher fluxes measured with
GOES in comparison with XFM-CS, but also the apparent decreasing
of the relative difference in high flux conditions when the solar X-
ray spectrum becomes harder and the relative fraction of the total
X-ray output at low energies is smaller. Other possible sources of

differences in the observed X-ray fluxes between GOES and XFM-CS
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Fig. 22. Comparison between the calibrated solar X-ray flux data measured with XFM-CS and the primary GOES (GOES-16) XRS on November 2 (top), November 5 (middle) and
November 20 (bottom) 2021.
include the flux channel bounds of XFM-CS not being compensated for
the temperature drift of the energy scale (Section 3.2), and the 60 s
nominal measurement cadence of the high-resolution spectral data in
XFM-CS, which is longer than some of the fastest changes in the solar
X-ray output, in particular during the onset of flares. GOES raw data is
obtained with 1 s measurement cadence. In practice, however, neither
effect has been identified as sources of any noticeable differences in
GOES and XFM-CS fluxes within the energy range of the GOES energy
channels.

Fig. 23 also shows that the X-ray fluxes measured with GOES-16 and
GOES-17 sometimes differ significantly from each other as well as from
the flux measured with XFM-CS, especially in quiescent conditions. This
can be clearly seen in the middle and bottom panels of Fig. 23. Electron
background causes significant contribution to this difference in all three
instruments. GOES XRS data processing pipeline includes correction for
electron contamination [8], but the differences in flux values measured
with GOES-16 and GOES-17 suggest that this correction is not perfect
in situations where X-ray flux is low, electron background is high, and
the electron background conditions are different for the two satellites.
18
As noted in Section 4.1, the X-ray fluxes measured with XFM-CS are
also affected by the statistical fluctuations of the electron background,
particularly at the high energy channels. It should also be noted that
the electron environments seen by GOES satellites at geosynchronous
orbit and XFM-CS at LEO are in no way comparable with each other
due to the presence of Earth’s magnetic field and differences in local
conditions.

Finally, we investigate a short duration C1 flare, which peaked at
15:30 on November 5 2021. The onset of this flare lasted only about
1 min. The physical X-ray fluxes measured with XFM-CS and both
primary and secondary GOES XRS are shown in Fig. 24.

Comparison of the 1 s flux data from XFM-CS with the time averaged
1 min flux data of all three instruments show that the onset of this flare
happened so fast that the 60 s moving average smoothened the flux
curve and made the rise of the flare look less steep than it actually was.
This shows that the 60 s measurement cadence of the high resolution
spectrum data of XFM-CS may be too slow for spectroscopic studies
of the rapid onset of short duration solar flares. In addition, this is
also an additional potential source of error in the calibrated flux data
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Fig. 23. Comparison between the calibrated solar X-ray flux data measured with XFM-CS and the X-ray sensors of both GOES-16 and GOES-17 on November 2 (top), November
5 (middle) and November 20 (bottom) 2021. The 1 s XFM-CS flux data has been overlaid with 60 s moving average for easier comparison with GOES XRS data.

Fig. 24. Comparison of the calibrated solar X-ray flux data measured of a short duration C1 class flare with XFM-CS and the X-ray sensors of both GOES-16 and GOES-17 on
November 5 2021. The 1 s XFM-CS flux data has been overlaid with 60 s moving average for easier comparison with GOES XRS data.

19
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Fig. 25. An example raw spectrum measured with XFM-CS, demonstrating the electron background. The integration start time of the first 60 s spectrum (red) was 13:28:25 (UTC),
and it is free of electron contamination. The second spectrum (blue) was measured 5 minutes later beginning at 13:34:25 (UTC), when the S/C was within the edge of the outer
radiation belt over the southern latitudes. It contains a moderate level of electron background. The solar X-ray output was relatively low, about 2 ⋅ 10−7 W/m2 (GOES flux B2).
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ince the high resolution spectral data is used in the calibration of flux
ata as part of the science processing pipeline (Section 3.5). Thus, it
ay be advantageous to change the default measurement cadence of

he high resolution spectrum data from 60 s to 16 s, which was the
efault measurement cadence of the spectral data with the heritage
nstruments. The drawbacks of this change would include reduced S/N
t the lower end of the dynamic range and increased data budget of the
nstrument.

.4. Electron background

It has been known since the early operation of the heritage instru-
ents of XFM-CS that solid state detector based solar monitors are

ensitive to high energy electron radiation in space. These electrons
lmost always deposit more energy to the detectors than the upper limit
f their energy range, causing them to be counted to the highest integral
nergy channel. This has been confirmed during the operation of the
eritage instruments [24] as well as by Geant4 simulations. However,
n XFM-CS the electrons cause an additional flat background through-
ut the whole spectrum energy range in addition to the expected peak
t the highest energy channel. The background also extends below the
nstrument’s low energy threshold. This background was first detected
uring the in-orbit commissioning of the instrument and was a surprise
o the instrument team. We believe that it is caused in the pulse filter-
ng, detection and pulse height analysis process due to the somewhat
rregular shape of the raw current pulses caused by electrons within the
DD. The exact cause of this background and its mitigation is currently
nder investigation by the manufacturer of the read-out electronics of
FM-CS. An example raw spectrum of the electron background mea-
ured by XFM-CS during the in-orbit commissioning of the instrument
s shown in Fig. 25.

The electron background appears to be completely flat throughout
he whole spectrum energy range, and its intensity is directly propor-
ional to the count rate at the highest energy channel. This makes
t very easy to identify and filter out during the processing of the
cience data. The filtering of the electron background has already
een implemented into the science processing pipeline of XFM-CS
Section 3.5), but its Poisson statistical fluctuations still cause some
oise in particular in the high energy flux channels, where even a
mall number of counts has significant effect on the flux. The effect
as demonstrated in Section 4.1.

Due to its sensitivity to electron radiation, we have also investigated
he possibility of using XFM-CS, as well as future XFM instruments for
easurement of in-situ electrons. Since XFM instruments do not pro-

ide information about the energy spectrum or the directional distribu-

ion of the detected electrons, such measurements would be insufficient

20
or meaningful scientific studies of the electron environment. However,
he electron flux values have potential value for space weather now-
asts and as confirmation signal of enhancing geomagnetic activity and
ay be of use also as validation data points for space weather models,

specially if the data can be calibrated reliably.
Geant4 simulations were applied to estimate the response of XFM-

S to electrons. Standard electromagnetic physics list option 4, in-
luded in the Geant4 distribution, was selected as the set of physics
odels used in the simulation. The option 4 is considered the most

ccurate set of electromagnetic physics models available in Geant4
istribution, and it includes accurate models also for the low energy
rocesses in the keV range, which is important for estimating the back-
round signal in thermal X-ray energy range. The electron background
as assumed to be dominated by electrons trapped in the Earth’s outer

adiation belt, and thus AE-8 model was used to approximate their
nergy spectrum [29]. Finally, the angular distribution of the electron
ackground was assumed to be isotropic. The simulation results show
hat the minimum energy of electrons that reach the detector’s active
olume (through the collimator) is >40 keV, and that the sensitivity of
FM-CS to electrons is roughly 1/22500 cm𝟐 sr.

The science processing pipeline of XFM-CS (Section 3.5) was up-
dated to also include the electron flux in the calibrated science data.
The raw electron counts are divided with the detector’s sensitivity
to obtain the physical electron flux, which is then combined with
the position information of the S/C (latitude, longitude and altitude),
forming a dataset of the in-situ electron measurements with XFM-
CS. Since the electron flux is derived from the spectrum data, the
measurement cadence of the electron flux is the same as that of the
high resolution X-ray spectrum data, 60 s by default. An example of
the calibrated electron flux data and comparison with data from Polar
Operational Environmental Satellites (POES) is shown in Fig. 26. It
should also be noted that the accuracy of the electron measurements
is quite rough because the actual electron environment can vary signif-
icantly over time in both energy spectrum and angular distribution. In
addition, the position of the S/C (latitude) will change by ∼4◦ during
the 60 s integration time, causing significant changes in the electron
environment during the spectrum integration especially at the edge of
the outer radiation belt. Thus, the dataset of the electron flux should
only be considered approximate. It should, however, be suitable for
a trigger signal on increased geomagnetic activity, and possibly as an
indicator of enhanced threat level.

5. Discussion and conclusions

SUNSTORM 1 CubeSat was launched to Sun-synchronous low Earth
orbit on August 17 2021. The primary purpose of the mission is in-orbit
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Fig. 26. Comparison between >40 keV electron fluxes measured with SUNSTORM 1/XFM-CS and NOAA-19 Space Environment Monitor 2 (SEM-2) Medium Energy Proton and
Electron Detector (MEPED) [30] on March 3 2022. The peak at 11:45 in XFM-CS data and at 13:50 in MEPED data is due to the observing S/C passing through the South Atlantic
Anomaly (SAA), a region where the Earth’s inner Van Allen radiation belt comes closest to Earth’s surface. The relatively high electron flux seen with XFM-CS is due to the SAA
fly through occurring near local noon, when the particle density is at its highest.
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demonstration of X-ray flux monitor for CubeSats (XFM-CS). XFM is
an innovative X-ray spectrometer for observation and characterization
of solar flares, which is planned to be used in future space weather
services. In the in-orbit commissioning both the S/C and XFM-CS were
found to be in good health, and function according to the specifications.
The first solar X-ray spectrum was acquired on August 27 2021, i.e. just
ten days after the launch. The quality of the data is consistent with the
results of the ground characterization of the instrument and meets the
scientific requirements.

The design of XFM-CS has heritage from the XSM on-board ESA’s
SMART-1 [1] and ISRO’s Chandrayaan-1 [4] missions to Moon, and
the SIXS instrument on-board ESA’s and Jaxa’s BepiColombo mission
to Mercury [7]. XFM-CS is a next generation instrument with im-
proved performance and new technologies for the detector and the
electronics. The system has lower electronic noise at any combination
of temperature and shaping time as well as improved tolerance to
radiation damage, allowing the use of the full potential of the SDD
X-ray spectrometer technology, used successfully for the first time in
space.

The ground calibrations of the XFM-CS were carried out success-
fully on September 21–October 6 2020. Due to the similarities of the
instruments, especially in the measured data, and main features of
the detector front end, the calibration procedures were very similar
to those used with the heritage instruments [4,12]. The main differ-
ence is the lack of an on-board calibration source in the XFM-CS.
In the heritage instruments, on-board calibration sources were used
for calibration of the energy scale and energy resolution during the
mission between and during observations. With XFM-CS the energy
scale and energy resolution were, instead, characterized carefully as
functions of temperatures of the read-out electronics and the leakage
current, respectively, during the ground calibrations and the results
were compiled into look-up tables from which the relevant calibra-
tion information is interpolated as part of the science data processing
pipeline. This method is considered sufficiently accurate for X-ray flux
monitors even though it neglects the possible changes in the calibration
of the detector’s energy scale or energy resolution from other sources
than thermal effects and the leakage current, because such effects have
been observed to be minor with the heritage instruments. We have not
21
observed any detectable changes in the energy calibration of XFM-CS
during its first five months of operation. However, we still recommend
the use of in-flight calibration sources in solid state X-ray sensors for
missions where highest possible scientific quality of spectral data is a
priority. A summary of the ground calibration results and the values
of the key parameters affecting the performance of the instrument are
compiled in Table 3 (Section 3.5).

The solar spectrum and flux data obtained with SUNSTORM 1 have
demonstrated that the performance of XFM-CS is consistent with the
ground calibration results as well as theoretical predictions, indicating
that the instrument characterization was successful. The performance
of the instrument has been demonstrated with varying levels of solar
activity ranging from quiescent to high activity conditions, although at
the time of writing this paper we have not yet observed the strongest
X-class solar flares. However, a minor thermal effect in the lowest
energy flux channel (1.0–1.55 keV) data was detected. The indicated
X-ray flux in this channel was observed to increase slightly as the
instrument’s temperature increases in direct sunlight, and then decrease
again during the eclipse periods. The cause of this effect is well under-
stood. It is caused by the combination of the temperature drift of the
XFM-CS energy scale, and the minor uncertainties in the thicknesses
of the detector materials and filters. The detector’s QE near its low
nergy limit is known to be very sensitive to these minor uncertainties.
his should be accounted for in the characterization of future XFM

nstruments.
The calibrated solar X-ray flux values generally closely match the

imultaneous GOES observations. GOES Long channel (1–8 Å) flux
s usually about 5%–10% higher than the equivalent XFM-CS flux,
hile GOES Short channel (0.5–4 Å) flux is nearly identical with the
quivalent XFM-CS flux during high X-ray flux conditions. The relative
ifference at low energies also tends to become even smaller during
ctive Sun. We believe that this small difference is caused by the way
he channel energy bounds are defined in the two instruments. In
OES XRS detectors the channel energy bounds are defined only by

ilter transmissions, and thus they have reduced sensitivity also below
he nominal channel energies [8], while in XFM-CS the events are
istributed into the flux channels in digital domain based on pulse
eight analysis. The non-zero sensitivity of the GOES XRS detectors
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below their nominal energy ranges can explain the slightly higher
flux in comparison with XFM-CS. It can also explain why the relative
difference becomes smaller as total flux increases, because solar X-
ray spectrum is known to become harder as solar activity and plasma
temperature increase. We also detected a small uncertainty in the
data from both instruments due to electron background. This is most
noticeable in the high energy channels during quiescent Sun, but it
can sometimes also be detectable at lower energies if the electron
background is particularly high.

The data from XFM-CS is essentially free of instrument background,
as expected due to the low electronic noise background count rate
observed during the ground calibrations. However, during the com-
missioning of the instrument it was found that high energy electrons
in space cause a flat background throughout the whole energy range
of the instrument. This was a surprise to the instrument team because
the observations made with the heritage instruments as well as Geant4
simulations before launch indicate that practically all electron events
deposit more energy to the SDD than the upper limit of the instrument’s
energy range, and it should therefore be counted into the highest
energy channel. The electron background within the spectral energy
range is believed to be caused in the pulse filtering process due to
the somewhat irregular shape of the current pulses caused by electron
events in the SDD. This effect and its mitigation are currently under
investigation by the manufacturer of XFM-CS read-out electronics. The
science data processing pipeline of XFM-CS was modified by addition
of filtering of the electron background. The background is estimated
from the number of counts seen in the highest energy channel and then
subtracted from the raw spectral and flux data before further processing
steps. The filtering is effective, but Poisson statistical fluctuations of
the electron background still cause some noise particularly in the high
energy flux channels (Channels 5 and 6). Because of this noise we
also added a data quality flag into the calibrated solar X-ray flux
data, warning about electron contamination during time periods of
particularly high electron background.

The possibility for using XFM-CS, as well as future XFM instru-
ments for measurement of in-situ electrons was also investigated. The
main source of high energy electrons observed by XFM-CS is the edge
of Earth’s outer radiation belt. Geant4 simulations were applied to
estimate the response of XFM-CS to electrons, using the statistical
AE-8 model [29] to approximate the energy spectrum of the trapped
electrons, and assuming isotropic angular distribution. The science
processing pipeline of XFM-CS was then expanded to include also the
physical electron flux in the calibrated science data. The raw electron
flux is estimated from the number of counts in the highest energy chan-
nel of the spectrum data, which are mostly caused by electrons. XFM-CS
was not designed for electron observations, however, and the accuracy
of these electron measurements is quite rough, especially since both
the energy spectrum and angular distribution are poorly known and
the time scale of the changes in the electron flux can be much shorter
than the 60 s measurement cadence. Thus, the data of the electron
flux should only be considered approximate. However, it is useful as
a trigger signal on increased geomagnetic activity, and potentially also
for validation of the local space weather model if proper calibration
and conversion to physical electron flux can be established.

Conclusively, SUNSTORM 1 mission has successfully demonstrated
the applicability and performance of XFM both for monitoring of solar
X-ray fluxes and spectra for operative space weather use, and for
scientific studies of solar corona.
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