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# Designing Affirmative Action Policies under Uncertainty 

Corinna Hertweck ${ }^{1}$, Carlos Castillo ${ }^{2}$, Michael Mathioudakis ${ }^{3}$


#### Abstract

We study university admissions under a centralized system that uses grades and standardized test scores to match applicants to university programs. In the context of this system, we explore affirmative action policies that seek to narrow the gap between the admission rates of different socio-demographic groups while still accepting students with high scores. Since there is uncertainty about the score distribution of the students who will apply to each program, it is unclear what policy would have the desired effect on the admission rates of different groups. We address this challenge by using a predictive model trained on historical data to help optimize the parameters of such policies. We find that a learned predictive model does significantly better than relying on the ideal parameters for the last year. At the same time, we also find that a large pool of historical data yields similar results as our predictive approach for our data. Due to the more complex nature of the predictive approach, we conclude that a simpler approach should be preferred if enough data is available (e.g., long-standing, traditional university programs), but not for newer programs and other cases in which our predictive strategy can prove helpful.


## Notes for Practice

- Machine learning can be used to design affirmative action policies that take into account changes in applicants' behaviour from one admission cycle to the next.
- Simple strategies such as computing the optimal bonus policy based on the last few years of historical data perform well if enough data is available.
- For newer programs or in the absence of historical data, a machine learning method may be preferable.
- Due to fluctuations in applicant behaviour, an affirmative action policy that has a desirable effect in one year may have an undesirable effect in another year. Evidence-based policies should be based on multiple years of data, and uncertainty should be taken into account.
- When applied in a targeted manner, affirmative action policies may lead to a moderate increase in the admission rate of underrepresented groups, while having a minimal effect on the average admission score of admitted applicants.
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## 1. Introduction

In centralized university admission systems, students submit their applications to a central institution, which then matches the applicants with the programs offered by various universities. This matching is typically automated using an algorithm and based on grades and standardized test scores. Since grades and test scores tend to differ across demographic groups (see, e.g., Bacharach et al., 2003; McEwan, 2004; Reardon, 2013; Rothstein, 2015), this kind of system can lead to large gaps in
admission rates between groups. These gaps can be reduced by affirmative action policies, which are challenging to design because policies should be announced before the application period begins to provide candidates with all the information they need. Because universities want to balance inclusion goals with the goal of admitting the most promising students (usually the ones with the highest test scores), it becomes even more difficult to find the ideal policy. Computational methods can be used to evaluate a large range of alternatives, much more than can be evaluated manually, and to identify effective policies.

In this paper, we develop an approach for designing robust and effective affirmative action policies for university admissions. Specifically, we consider bonus policies, i.e., policies that add a number of bonus points to the scores of applicants from disadvantaged backgrounds. These policies do not alter the admission priority of applicants within each group and have equivalent effects to setting admission quotas (Mathioudakis et al., 2020), as we explain in Section 4.1. The technical problem we face is to choose the right allocation of bonuses so that the policy will have a consistently beneficial effect on the admission rate of the given group. We compare approaches of varying complexity on data from university admissions in Chile.

## 2. Related Work

The central question of this study is how matching algorithms (Subsection 2.1) can adopt affirmative action policies (Subsection 2.2). We thus discuss the existing literature in both areas.

### 2.1 Matching Algorithms

In many countries, the university admissions process is centralized, meaning that students send their university applications to a central institution. This institution then matches universities or university programs with students, usually based on the preferences of both the students and the universities or university programs. In centralized admission systems, algorithms are typically deployed to handle this matching. Such algorithms are well known in game theory, where they are referred to as matching algorithms. The case of matching a set of students with a set of programs is a many-to-many, two-sided matching problem first described in Gale and Shapley (1962) as the college admissions problem. To match students with programs, Gale and Shapley (1962) proposed the deferred acceptance (DA) algorithm, which they proved to have several desirable qualities. One of these is called stability. In a stable assignment, there is no student-program pair $(s, p)$ where $s$ prefers $p$ over their current assignment and $p$ prefers $s$ over any of the students it admitted. The admission results in Chile are publicly visible, and hence stability is particularly important (Ríos et al., 2014). Unstable matchings could lead to legal challenges if students realize that someone with a lower score has been admitted to a program that they would have preferred over their own. It thus seems likely that the matching algorithm deployed in Chile is a version of the DA algorithm. While the matching algorithm used for Chilean university admissions has not been publicly revealed, the assumption that it is DA has been confirmed by experimental results (Ríos et al., 2014).

### 2.2 Affirmative Action

Affirmative action policies are typically implemented as a way to counter the effect of inequalities manifested through unequal grade and test score distributions.

Matching algorithms, such as DA, can be implemented to incorporate affirmative action policies. One possible affirmative action policy is that of a minority reserve that represents a lower bound on the number of admitted minority students. Kawagoe and colleagues (2018) evaluate this strategy for DA. Further affirmative action extensions of matching algorithms can be found in the literature (Abdulkadiroğlu, 2005; Abdulkadiroğlu \& Sönmez, 2003; Hafalir et al., 2013; Kojima, 2012).

Previous work lacks a discussion of how the numerical parameters required by these policies (e.g., quotas or bonus points for an underrepresented group) should be chosen optimally, particularly under uncertainty. We may thus ask whether machine learning can be used to help find these numerical parameters. This seems to be a promising approach since previous research has already used analytics to inform the design of policies in the educational context. Computational methods have, e.g., been used to evaluate how the design of courses on learning management systems affects learning goals (Lancaster et al., 2020) or to predict students' progress on computer-assisted tasks (Faucon et al., 2020).

This paper will explore whether predictive analytics can be used to design affirmative action policies. While Mathioudakis and colleagues (2020) addressed the problem of the design of affirmative action policies, their work designed policies for a given set of applications and not under uncertainty. This study, on the other hand, discusses how historical data can be used to design affirmative action policies for university admissions when the applicants are unknown.

Using the terminology of Friedler and colleagues (2016), affirmative action is for the most part consistent with the "we're all equal" (WAE) worldview. In a given situation where two groups' grades are compared, assuming WAE means assuming that differences in grade averages between groups are not caused by one group being more talented or diligent-instead these differences are seen as a product of structural inequality, e.g., lack of resources (Evans, 2004). Contrary to WAE, "what you see is what you get" (WYSIWYG) is a diametrically opposing worldview, according to which the distribution of scores accurately
reflects the talent, diligence, or aptitude of the applicants (Friedler et al., 2016). If universities were to adhere to WYSIWYG, they would simply admit the students with the highest scores.

The worldview that we take on in this paper falls between the WAE and WYSIWYG worldviews, i.e., we assume that scores do reflect student aptitude to some degree-but also that they are unfavourable to certain disadvantaged groups to some extent. Under such a worldview, universities would aim to balance admitting students with high scores, on one hand, and with similar admission rates across different student groups, on the other. In this balance, they should consider that above-average test scores do not guarantee good academic performance once admitted into an university, since test scores constitute, at most, a noisy estimate. In this paper, we do not determine which worldview universities should take on-instead, we allow for the possibility of trading off worldviews in the search for a fitting bonus point policy. This is done by allowing universities to decide how much of a loss in the expected average admission score of the admitted students they are willing to accept for more equal admission rates.

## 3. Dataset

Before we delve into the details of policy design and evaluation, this section presents the dataset we use for experimental validation and highlights characteristics of it that are relevant to our study. We begin the section by describing this dataset of university admissions (Subsection 3.1). Next, we briefly discuss affirmative action in Chile (Subsection 3.2). Subsequently, we present the choice of sensitive attributes, i.e., the demographic groups that we consider for affirmative action policies (Subsection 3.3). Then, we explore current disparities in admission rates for the chosen attributes and possible reasons for them (Subsections 3.4-3.6). In what follows, we assume that if affirmative action policies are to be implemented for the next year, the current year highly influences this decision-therefore, because Section 4 attempts to find bonus policies for the most recent available years in our dataset (2016 and 2017), this section mainly analyzes the data for the previous years (2015 and 2016).

### 3.1 Data Description

We analyze anonymized data from the central admission system of Chile, which is available under a research agreement ${ }^{1}$. This dataset contains information about all students who applied for university programs between 2004 and 2017, as well as the available programs. The number of students and programs has increased slowly across these years, with a sharper increase in the number of programs in 2012 because multiple universities joined the central admissions process in that year. In 2017, about 60,000 students applied to about 1,500 programs.

A variety of features are available for each student. Their graduation year indicates that most students ( $81 \%$ in both 2015 and 2016) apply for university right after graduation. Their place of residence shows that more than a third of applicants in the dataset come from the administrative region containing the country's capital, Santiago. The average household size is four people, including the student. Other features in the dataset include the high school that students attended and information about the students' families, such as their parents' education and job status. Additionally, we have access to students' high school grades and standardized test scores on four tests: mathematics, language, natural sciences, and social sciences.

After taking these standardized tests and obtaining their results, students submit an application consisting of a ranked list of university programs (including university name and degree) to a central institution. We will refer to this ranking of programs, which is part of our dataset, as the student's preferences. Students can list up to 10 preferences, but typically only list a few programs: the average number of preferences between 2004 and 2017 ranged between 1.6 and 2.1. For each preference, i.e., each student-program pair, a weighted score of the student's grade average in high school and standardized test scores is calculated. The weight of the individual components is set by each university for each of their programs independently. For example, engineering programs typically place more weight on the mathematics and natural sciences test scores than on the language and social sciences test scores, while law programs may have the opposite emphasis. The central institution knows the available seats of each program and matches students to programs based on these weighted scores through the DA algorithm (Gale \& Shapley, 1962; Ríos et al., 2014). For this work, we also adopt DA as the matching algorithm. We note that between 2012 and 2017 the majority of programs received fewer applicants than the number of spots they offered; however, a few programs in top institutions receive many more applicants than the vacancies they offer.

### 3.2 Affirmative Action in Chile

Inequality in the education system of Chile has persisted for years (Cabalin, 2012). While higher education is no longer regarded as a privilege of the elites, multiple issues prevent equal access to higher education for all students (Davies, 2019, November 13). In 2009, the Chilean Ministry of Education found that a majority of the students that choose vocational training for their upper secondary education, instead of entering a university, come from a disadvantaged socio-economic background (Ministerio de Educación de Chile, 2009). Consequently, an OECD report (OECD \& World Bank, 2009) found that students from low-income

[^0]households are underrepresented at universities. Chile's university admission system is already implementing affirmative action policies in order to reduce inequalities. In an effort to make grades more comparable across high schools, e.g., a transformed version of the high school grade score average has been introduced (DEMRE, n.d.). The transformation compares each student's grades to those of students who have studied at similar schools in the past years. This measure has been shown to help better judge students’ academic abilities (Meneses \& Cáceres, 2012).

Additionally, several universities in the country implement their own affirmative action policies in some programs. Through these policies, for instance, in one engineering program the people who are just below the last admitted person by DA enter a waiting list, and the first women on the waiting list are admitted; the same happens with the first men on the waiting list of a social work program (Universidad de Chile, n.d.). Bastarrica and colleagues (2018) evaluated the effect of the affirmative action policy in the engineering program and found a positive effect not only on the number of admitted women but also on the number of applications received from women.

### 3.3 Choice of Sensitive Attributes

To consider the effects of affirmative action policies, we need a definition of the demographic groups for which such policies will be considered. Commonly used sensitive attributes for affirmative action policies are race, gender, and income (Brest \& Oshige, 1995; Crosby et al., 2006). We have no data on the race or ethnicity of students, but the data contains a binary gender variable and the students' household income. Therefore we focus on designing policies for gender and income. For gender, we consider the disparities of admission rates between two groups, i.e., women and men (gender is a binary feature in this data).

Income is given as a discrete variable whose range varies from year to year. For each student in the year's applicant pool, we use the average household income per household member, calculated from the total household income and household size features. Subsequently, we transform the household income variable into a binary variable: students are categorized as low-income if their household income per household member is below the median of the year's applicant pool, and high-income otherwise. In the analysis that follows, we consider the disparities of admission rates between the two groups, i.e., low-income and high-income students.

As a first observation of the properties of the two sensitive attributes, gender and income, we notice that while the share of female and male students is fairly stable between years, the share of low- and high-income students varies more (see Table 1). This is attributed to the fact that the dataset does not provide us with a continuous income distribution but rather discretized income values (i.e., for each individual, we know that their income belongs to a certain range). Depending on the year, a relatively high or low number of students share the median household-income-per-household-member, leading to a corresponding fluctuation in the number of students categorized as high-income or low-income.

Table 1. Share of Subgroups per Year as Percentages

| Year | Women | Men | Low-income | High-income |
| :--- | :--- | :--- | :--- | :--- |
| 2004 | 49 | 51 | 38 | 62 |
| 2005 | 48 | 52 | 40 | 60 |
| 2006 | 48 | 52 | 38 | 62 |
| 2007 | 49 | 51 | 37 | 63 |
| 2008 | 49 | 51 | 46 | 54 |
| 2009 | 48 | 52 | 46 | 54 |
| 2010 | 47 | 53 | 44 | 56 |
| 2011 | 47 | 53 | 41 | 59 |
| 2012 | 48 | 52 | 46 | 54 |
| 2013 | 48 | 52 | 45 | 55 |
| 2014 | 48 | 52 | 41 | 59 |
| 2015 | 48 | 52 | 39 | 61 |
| 2016 | 49 | 51 | 36 | 64 |
| 2017 | 49 | 51 | 47 | 53 |

### 3.4 Differences in Scores and Preferences

We find that there is a pronounced difference between the score distributions of the two income groups across all years, which we illustrate as announced with statistics from 2015 and 2016: high-income students have much higher scores across all standardized tests and slightly higher high school grades than low-income students (Figure 1). For instance, a high-income student with a math test score close to the median among high-income students would have been close to the top $25 \%$ if
compared against low-income students. While there exist differences between genders, too, they are less pronounced in our dataset.


Figure 1. Distributions of Grades and Standardized Test Scores for Different Income Levels

We also observe differences in the programs to which students apply. To describe these differences, we define the prestige of a program as the average score of its admitted students in the previous three years. We find that high-income students express preferences for programs of higher average prestige than do low-income students, particularly as their first preference (Figure 2).


Figure 2. Average Prestige of Students' Preferences across Income Levels

However, we note that high-income students tend to have higher scores than low-income students, so we should compare the prestige of preferences between groups controlling for test scores. Indeed, we find that this greatly reduces differences, in particular for students with scores below the median. As Figure 3 shows, differences between low-income students and high-income students whose scores are above the median are notably lower, too. This suggests that application behaviour is more driven by the scores of the applicants than by their demographics. We note, however, that high-income students in the top decile of scores still apply to programs of higher prestige than low-income students in the same score decile. This is in line with research conducted by Hoxby and Avery (2012) that found that high-achieving high-income students in the United States apply to more selective colleges than high-achieving low-income students. Reasons they mention for this disparity are, among others, that low-income students are less often encouraged to apply to selective colleges and that they are less likely to know a person
who has attended such a college.


Figure 3. Average Prestige of First Choice by Income, Controlled for Score

### 3.5 Differences in Admission Rates

Affirmative action policies for university admissions generally aim at increasing the diversity of the student body. This idea can take on different forms, though. One concrete goal might be to equalize the admission rates between groups, where the admission rate is calculated as the number of accepted students of a particular group relative to the number of applicants from this group. Another goal would be to equalize the rates of accepted students compared to their share in the general population (and not just the applicant pool). If the applicant pool is fairly representative of the population, both goals lead to a similar outcome. If this is not the case, though, the second goal might require that the group that is underrepresented (relative to the general population) be accepted at an above-average rate (relative to the applicant pool). In this work, we will specifically consider the admission rates with respect to the applicant pool-although the methods we describe can also be used for differently defined admission rates (see Subsection 4.2 for more on this).

We measure differences in admission rates via what we will refer to as statistical parity difference (SPD):

$$
\begin{equation*}
P(Y=1 \mid A=a)-P(Y=1 \mid A \neq a) \tag{1}
\end{equation*}
$$

where $Y=1$ indicates being admitted into a program, $A$ is a sensitive attribute (i.e., income or gender), and $a$ marks a disadvantaged demographic group (in this work either low-income or female students). Probabilities $P(Y=1 \mid A=a)$ and $P(Y=1 \mid A \neq a)$ correspond to the event of admission $(Y=1)$ conditional on the applicant's group $(A=a$ or $A \neq a)$. Low absolute values of SPD are desired-and perfect equality of admission rates is achieved for a value of zero. As shown in Figure 4, we usually observe larger negative SPD values for the more prestigious programs, indicating differences in admission rates that place low-income students at a disadvantage.

Following thresholds recommended as defaults in tools for measuring algorithmic bias (Bellamy et al., 2018), we refer to values outside of the range $[-0.1,0.1]$ as strongly unequal.

### 3.6 Variance in Admission Rates across Years

While the fraction of programs with strongly unequal admission rates is fairly constant across years (between $8 \%$ and $10 \%$ ), there is large variation in the SPD of individual programs over the years. Because of this, designing policies to bring the SPD of programs closer to zero is challenging. In fact, we found that the SPD of one program in one year is a worse predictor for its SPD in the next year than simply predicting an SPD of zero. This is especially true for smaller programs where the composition of the applicant group looks very different between years. Thus, the applicants of the individual programs are unlikely to be a good representation of the total population. This observation is important in practice because we could be undercorrecting or overcorrecting inequalities if we assumed that differences in admission rates would not vary.

## 4. Policy Design

### 4.1 General Remarks

To reduce admission rate gaps, we consider using bonus policies, which award bonus points to students from disadvantaged groups. A bonus policy of $b$ points concerns the applicants of a single program and simply increases the score of each applicant


Figure 4. Distribution of SPD for Income, with Crosses Marking the Mean*
*Programs have been ranked by prestige (higher to lower). Labels on the $x$-axis indicate the prestige ranks of programs in each bin. The $y$-axis corresponds to SPD values, calculated according to Equation (1).
that belongs to the group for which the policy is designed. For example, an income-related bonus policy of $b$ points would add $b$ points to each applicant of the program that belongs in the low-income group. Once the bonus policy has been applied, students are matched with programs by the DA algorithm based on their new scores (i.e., after the inclusion of bonuses). The application of the bonus policy generally results in a change in the admission rates of the analyzed socio-demographic groups (the fraction of applicants that are admitted, among the applicants of a given group) and the admission proportions (a.k.a. quotas, i.e., the proportion of applicants from each group among the admitted applicants).

Policies Based on Bonuses versus Quotas For this paper, we have opted to work with bonus policies, while in other cases affirmative action is implemented with policies based on quotas. Before we move forward, it is worth considering the relationship between the two.

In the setting we consider, quotas are equivalent to bonus policies in the following sense: for a fixed cohort of applications, for any bonus policy there is a corresponding quota policy that achieves the same outcome (i.e., set of admitted students), and for any quota policy there is a bonus policy that achieves the same outcome. To see this, consider the following. Suppose that a bonus policy with $b$ bonus points for the disadvantaged group leads to an increase in the proportion of admitted disadvantaged applicants from $x \%$ (with no intervention) to $y \%$ (with the bonus policy). For example, suppose that giving $b=10$ bonus points to lower-income students leads to an increase in the proportion of lower-income students from $x \%=20 \%$ to $y \%=30 \%$ among the admitted applicants. Then, exactly the same outcome (i.e., exactly the same set of admitted applicants) would have been achieved with a quota policy that required at least $y \%=30 \%$ of the admitted applicants to be from the lower-income group. The same holds in the opposite direction (given a quota policy, we can find a bonus that achieves the same outcome). The equivalence of the outcomes (i.e., sets of admitted applicants) holds because, either with a bonus policy or with a quota policy, it is always the set of applicants with the highest admission scores from each group that is admitted.

In our paper, of course, the cohort of applications is not fixed, but uncertain: there is a probability associated with every possible set of applications. However, the equivalence of bonus and quota policies still holds: for every set of applications sampled from such a probability distribution, we could have considered either a bonus policy with $b$ bonus points or an equivalent quota policy with $y \%$ quota for the disadvantaged group.

Despite the equivalence between bonus and quota policies, there might be other considerations that favour one over the other. On the one hand, quota policies are easier to interpret from the point of view of a system administrator because they express the policy in terms of the final aggregate outcome, i.e., how many applicants of a given group will be admitted. On the other hand, bonus policies are easier to interpret from the point of view of individual applicants because individual applicants make their decisions based on their admission scores and bonus policies express directly how they affect an applicant's admission score.

In this paper, we describe bonus policies, keeping in mind that all of them have equivalent quota policies.

### 4.2 Problem Definition

In what follows, and unless otherwise specified, we will use the term score to refer to the score of applicants before the addition of bonus points. Accordingly, when we refer to the applicants that are admitted by a program, we will use the term average admission score to refer to the average of the pre-bonus scores with which they were admitted to the program.

We wish to design an admission policy that leads to a reduction in admission rate disparities while simultaneously admitting the students with the highest (pre-bonus) scores. We thus define the objective function of the bonus policy as a linear combination of two quantities: the inequality of admission rates, captured by SPD, and the aptitude of the admitted applicants, captured by their average pre-bonus score. Specifically, let $\mu_{b}$ be the average admission score when $b$ bonus points are given, and, since average admission score might vary strongly between application years, consider the decrease in $\mu_{b}$ compared to $\mu_{0}$, i.e., the average admission score when no bonus policy is implemented.

Given that the gap in admission rates should be small and the loss in average admission score should be minimized, we aim to minimize our objective function, which is formulated as follows:

$$
\begin{equation*}
o_{b}=\left(\mu_{0}-\mu_{b}\right)+\lambda \cdot\left|\mathrm{SPD}_{b}\right|, \quad \lambda \geq 0 \tag{2}
\end{equation*}
$$

We calculate the loss in average admission score using $\mu_{0}-\mu_{b}$. Note that in the case that the bonus policy happens to improve the average admission score, $\mu_{0}-\mu_{b}$ is negative. Because we aim to minimize the objective function, this would mean a desirable improvement in the objective function. Parameter $\lambda$ is used to regulate the balance between the average admission score loss and the inequality in admission rates. Its value expresses how much loss in the average admission score can be tolerated for $\lambda$ units of reduction in admission rate discrepancy. In practice, its value would be set by program administrators.

Note that, while this objective function fits the purposes of affirmative action, it is not the only possible one: variants of it could be defined and used, depending on the objectives of affirmative action in a particular setting. For example, as defined, the objective function in Equation (2) expresses inequality as the gap between the admission rates of two groups, and its minimization leads to policies where the groups have similar admission rates. An alternative definition would have inequality expressed as the disparity between the share of the protected group in the group of accepted students and the share of the protected group of the entire population in the country. In that case, minimizing the objective function would lead to admission policies that better represent the entire population. As another example, the objective function in Equation (2) considers the absolute value of SPD, assuming that disparities in either direction (i.e., either against or in favour of the protected group) are undesirable. A stronger notion of affirmative action, in which disparities in favour of the protected group are desirable, would use an alternative definition in which the raw value of SPD is considered rather than its absolute value.

In practice, designing a bonus policy requires a detailed examination of its objectives and possibly formalization of the objective function in a different way.

We aim to design a bonus policy that optimizes (i.e., minimizes) the objective function for a given program over multiple possible application sets, i.e., the possible applicant pools and their preferences. Notice that considering multiple possible application sets is necessary since the application set is not known with certainty at the time when the bonus policy is announced. Possible application sets can be collected in two ways, referred to as strategies hereafter. One way is to use application sets from historical data, i.e., from previous years. Another way is to resort to predictions, i.e., to create a sample of possible application sets based on historical data.

A conceptually straightforward approach to optimizing the objective function for a given program and sensitive group is to collect a number of possible application sets in one of the two ways described above, estimate the optimal bonus $b$ for each of them and the average $\bar{b}$ over all of them, and finally suggest a bonus policy with $\bar{b}$ bonus points for the given program and sensitive group. The optimal bonus $b$ for a given application set is determined by applying a range of bonus points, directly measuring the resulting value for the objective function, and picking the bonus that minimizes the objective function. In the rest of this section, we elaborate on the strategies we consider for collecting application sets, either from a statistical model learned from historical data or directly from historical data.

Effect on Average Admission Score. Notice that, whatever the number of bonus points $b$ used by the given university program for a bonus policy, the loss in average admission score for the program can be at most equal to $b$. To see why, let $X$ be the set of bonus recipients who were rejected under no intervention but are admitted with the bonus policy, and let $Y$ be the set of applicants who were admitted under no intervention but are rejected with the bonus policy. Let $x_{i}$ and $y_{i}$ be the top- $i$ candidates from $X$ and $Y$, respectively. Intuitively, $x_{i}$ replaces $y_{i}$ as a consequence of the bonus policy. Then, the (pre-bonus) score of $x_{i}$ is at most $b$ points smaller than the (pre-bonus) score of $y_{i}$-otherwise, the applicants in $X$ would not have high enough scores to replace $Y$. Therefore, the average admission score (i.e., the average pre-bonus score of admitted applicants) of this program can decrease by at most $b$ points.

### 4.3 Policies Based on the Predictive Model

We build a multi-label probabilistic classifier to model students' application behaviour and use it to sample a collection of application sets. To predict applications for a certain year, e.g., 2017, we trained the model on data from the most recent year at that time, i.e., 2016. We deployed the trained model to create $n$ possible application sets. Each application set consists of a sampled set of students together with their predicted program preferences. We experimented with $n=50$ and $n=200$ sampled application sets to evaluate possible bonus policies.

The input for the classifier that we built is a given student's features. These features are the pre-processed data described in Section 3 and thus include, e.g., the student's standardized high school grades and household size. One possibility would be to let the model output the programs to which the student is predicted to apply. This corresponds to a multi-label classification task (Tsoumakas \& Katakis, 2008), where each student can be assigned multiple labels, i.e., programs. However, we are specifically interested in the probabilities with which students are predicted to apply to each program. We thus let the model output the probability that the given student applies to each program. To select the student's predicted applications for the generated application set, we sampled $n$ programs without replacement based on the application probabilities predicted for all programs. The sampled programs were then ranked by decreasing application probability.

The sampling of programs is necessary because the probabilities with which students are predicted to apply to smaller programs are always low simply because very few students apply to these programs. Hence, a ranking of the programs based on the predicted probabilities would always lead to bigger and more prestigious programs being placed at the top. Lower-ranked programs, on the other hand, would not receive any applications. The resulting matching through the DA algorithm would then not be realistic because in practice there are of course students applying to the lower-ranked programs. This means that the results for both the lower- and the higher-ranked programs would be skewed.

We evaluate this model against two baselines: random and unigram. For the random baseline, we predict each program with the same probability; for the unigram baseline, we predict every program $p$ with $\frac{\# \text { applications to } p}{\# \text { total applications }}$. We use the well-known normalized discounted cumulative gain (nDCG) (Järvelin \& Kekäläinen, 2002) as the performance measure. nDCG is a metric designed to evaluate rankings of results from search engines. It is useful in our context because it places a higher weight on the predicted first choice, while it is less important whether the predictor can correctly distinguish between a program that was a student's 10th choice and a program they did not apply to. Values range from 0.0 to 1.0 , with 1.0 representing a perfect prediction. The random baseline has an nDCG score of 0.18 on the testing data, and the unigram baseline achieves an nDCG score of 0.24 . We trained a random forest classifier (Breiman, 2001) and tuned its hyperparameters with Bayesian optimization (Pelikan et al., 1999) over 100 iterations to reach an nDCG score of 0.43 on the testing data.

We compare this approach to two other approaches with which we achieved nDCG scores of 0.44 and 0.35 . Due to its strong performance compared to the other models and its practical advantages, we used the multi-label probabilistic classifier to sample application sets.

### 4.4 Policies Based on Historical Data

A simple approach to choosing a bonus policy is to compute what bonus policy would have been optimal in the previous years. This approach has the disadvantage that we are limited to the number of years for which we have data for the program that we want to design a policy for. In addition, such historical data may be difficult to obtain. For example, it may be that, due to legal requirements, only aggregate statistics about student applications can be used or made public; in such cases, it would be necessary to use a model built from such statistics. Nevertheless, we also include this approach in our empirical evaluation as a baseline. Specifically, we consider the design strategy that (in hindsight) computes the optimal bonus for the application sets of the past one, three, or five years and then uses the average of these bonus values as the bonus value for the upcoming application round.

## 5. Experimental Evaluation

We evaluate each strategy for both sensitive attributes—gender and income—for the years 2016 and $2017^{2}$. To find a fitting value for $\lambda$ in Equation (2), we calculated the weighted median differences in grades and test scores between subgroups according to the following formula:

$$
\lambda=\sum_{\text {score } s}\left(\operatorname{median}\left(W_{s}\right) \times\left|\operatorname{median}\left(S_{A=a}\right)-\operatorname{median}\left(S_{A \neq a}\right)\right|\right),
$$

where the summation is over the scores (high school grade, math score, etc.) that contribute to the admission score, median(...) refers to the median of a set of values, $W_{s}$ is the set of weights that a given score $s$ is associated with over all programs, and $S_{A=a}$ and $S_{A \neq a}$ are the score values for the two groups (male/female or high-/low-income) over all programs. The resulting values are equal for 2016 and 2017, so we optimize the objective function for gender subgroups with $\lambda=23$ and for income subgroups with $\lambda=28$ in both years.

We used the strategies to suggest a policy for each program and provide aggregate statistics on its effect (Subsection 5.1). Subsequently, we discuss the effects on two subsets of university programs. One subset is the set of the most prestigious programs (Subsection 5.2), where we explore whether the bonus policy has a large and potentially undesirable effect on their average admission score. The other subset is that of programs that show consistent inequalities in admission rates over time

[^1](Subsection 5.3). We focus on them because, as Subsection 3.6 demonstrated, bonus policies to equalize admission rates should only be used sparingly in order to avoid adverse effects due to variance across years. In all cases, we analyze the effects of each policy separately for each program, i.e., assuming that only the program under consideration enacts a bonus policy.

### 5.1 All Programs

We begin by comparing the objective function values resulting from applying the different strategies with the ideal bonus policies that are designed in hindsight, i.e., assuming that the application set for each program is already known with certainty. In Table 2, we show the mean and standard distribution (SD) of this difference for both sensitive attributes and the years 2016 and 2017. Note that, according to Table 2, policies that use more application sets for their suggestions generally lead to both smaller errors and smaller variance in the error.

Table 2. Error in Objective Function Relative to Ideal Policies*

|  |  | Gender |  | Income |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Strategy | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | 0.52 | 1.47 | 0.62 | 1.76 |
|  | Historical: 3 years | 0.40 | 1.22 | 0.52 | 1.53 |
|  | Historical: 5 years | 0.42 | 1.23 | 0.49 | 1.49 |
|  | Predictive: 50 sets | 0.36 | 1.09 | 0.49 | 1.40 |
|  | Predictive: 200 sets | 0.35 | 1.09 | 0.50 | 1.40 |
| 2017 | Historical: 1 year | 0.37 | 1.11 | 0.44 | 1.31 |
|  | Historical: 3 years | 0.30 | 0.94 | 0.34 | 1.06 |
|  | Historical: 5 years | 0.32 | 0.99 | 0.33 | 0.98 |
|  | Predictive: 50 sets | 0.28 | 0.90 | 0.37 | 1.13 |
|  | Predictive: 200 sets | 0.29 | 0.90 | 0.36 | 1.11 |

*Smaller values are better.

Tables 3 and 4 split the findings from Table 2 into its two components: average admission score and SPD. We note that while of course no strategy can find a better value for the objective function than the ideal policy, it is possible for a strategy to suggest policies that lead to a lower loss in average admission score or a smaller gap in admission rates. Indeed, we find that on average all strategies produce a smaller average admission score loss than the ideal policies. However, the difference in admission rates is on average higher. In most cases, more application sets again lead to smaller and more robust errors.

Table 3. Average Admission Score Loss Relative to Ideal Policies*

*Lower values are better.
While optimizing the objective function, it is also important to ensure that the gap in admission rates is decreased compared to when we do not intervene. Note that no intervention (i.e., using no bonus, $b=0$ ) is—by definition of Equation (2)—guaranteed to lead to no average admission score loss.

An average admission score loss is, however, expected when intervening with a bonus policy. How big it is for the different strategies can be seen in Table 5. What is once again evident is that the average admission score loss is smaller for the strategies that use more application sets.

To explore the effect on the admission rates gap, Table 6 compares both SPDs. Specifically, it compares the difference in the admission rate gaps (measured as the absolute value of SPD) with and without a bonus policy $b$ : $\left|\mathrm{SPD}_{b}\right|-\left|\mathrm{SPD}_{0}\right|$. Negative values thus indicate a lower admission rate gap with the intervention, which is desirable. This is more likely to occur for strategies based on multiple application sets. In general, we can also see that the values suggested by more application sets again exhibit smaller variance.

Table 4. Difference in Absolute SPD Relative to Ideal Policies*

*Lower values are better.
Table 5. Average Admission Score Loss Relative to No Intervention*

|  |  | Gender |  | Income |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Strategy | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | 0.0462 | 0.2587 | 0.0616 | 0.3444 |
|  | Historical: 3 years | 0.0162 | 0.0803 | 0.0373 | 0.2672 |
|  | Historical: 5 years | 0.0144 | 0.0800 | 0.0356 | 0.2245 |
|  | Predictive: 50 sets | 0.0063 | 0.0450 | 0.0299 | 0.1961 |
|  | Predictive: 200 sets | 0.0061 | 0.0442 | 0.0293 | 0.1864 |
| 2017 | Historical: 1 year | 0.0287 | 0.1461 | 0.0518 | 0.2530 |
|  | Historical: 3 years | 0.0151 | 0.0832 | 0.0322 | 0.2333 |
|  | Historical: 5 years | 0.0132 | 0.0816 | 0.0303 | 0.1997 |
|  | Predictive: 50 sets | 0.0045 | 0.0406 | 0.0300 | 0.2276 |
|  | Predictive: 200 sets | 0.0049 | 0.0413 | 0.0298 | 0.2191 |

*Lower values are better, in most cases, less than 1 point out of 850 points.

The reason for this lies in the nature of the predictive approach, which is more conservative in its suggestions. To see this, we compare the number of bonus points given to each program under the different strategies (see Table 7). What is evident is that the more application sets a strategy bases its suggestions on, the smaller the proposed bonus values become and the less variance they show across all programs. The bonus values suggested by the predictive approaches are thus closest to zero and vary the least. The ideal policies for the same year are much higher. Despite its similar range in bonus values, the previous analysis has shown that the strategy based on last year's policies performs worse than the other strategies. This underlines the need for a more conservative design strategy in our case.

### 5.2 Effects on Prestigious Programs

In competitive programs, the effect of bonus policies will be much more visible than in programs that get just enough applications to fill all spots. Therefore, the effect of these bonus policies is particularly interesting for high-prestige programs because they are typically very competitive. One might wonder whether a highly prestigious program would still be considered prestigious if such a bonus policy led to a stark decrease in average admission score. We thus evaluate how the average admission score changes under different strategies. Moreover, we are interested in how the gap in admission rates changes. Tables 8 and 9 show these results for the years 2016 and 2017 for gender-based and income-based bonus policies for the four most prestigious programs, i.e., as ranked based on the average scores of the students they admitted from 2013 to 2015. We note that all four demonstrated programs are for medicine and that we observed similar results for the top 10 programs-however, we show results only for the top four for brevity.

It is evident that the bonus policies barely affect the average admission score of the programs. Most changes are below one point-a negligible change considering that the maximum average admission score is 850 points. We observe stronger changes in the gap in admission rates. In order to better understand how that change in the admission rate gap affects the composition of the student body, the tables also include the share of accepted women and low-income students. This data shows that the bonus policies have a sizable effect on the share of women and, in particular, on the share of low-income students. For example, Table 9 shows that for 2016, no intervention would mean that only $7 \%$ of the admitted students to the \#1 program are low-income, while the share of low-income students rises to $15 \%$ or more for the identified bonus policies.

Table 6. Difference in Absolute SPD Relative to No Intervention*

|  |  | Gender |  | Income |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Strategy | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | 0.0036 | 0.0378 | 0.0010 | 0.0373 |
|  | Historical: 3 years | 0.0003 | 0.0309 | -0.0013 | 0.0295 |
|  | Historical: 5 years | 0.0010 | 0.0294 | -0.0022 | 0.0309 |
|  | Predictive: 50 sets | -0.0013 | 0.0168 | -0.0019 | 0.0268 |
|  | Predictive: 200 sets | -0.0014 | 0.0167 | -0.0017 | 0.0267 |
| 2017 | Historical: 1 year | 0.0014 | 0.0339 | -0.0013 | 0.0383 |
|  | Historical: 3 years | -0.0005 | 0.0269 | $-0.0034$ | 0.0266 |
|  | Historical: 5 years | 0.0005 | 0.0234 | -0.0037 | 0.0270 |
|  | Predictive: 50 sets | -0.0003 | 0.0124 | -0.0020 | 0.0210 |
|  | Predictive: 200 sets | -0.0002 | 0.0126 | $-0.0023$ | 0.0215 |

*Lower values are better.
Table 7. Comparison of Bonus Points for Design Strategies in 2016 and 2017


Notice that for program \#3, women are already in the majority when no bonus policy is implemented. However, the negative SPD shows that women still have a lower admission rate than men. Since our objective function tries to minimize the gap in admission rates, i.e., the absolute SPD, this implies that bonus points have to be given to women, which further increases their share in the program. This phenomenon, which may or may not be desirable, is a direct result of the definition of our objective function. If the goal is to admit a student body that is more representative of the applicants, then the objective function has to be adapted accordingly.

### 5.3 Policies for Programs with Consistent Inequalities

We observe in Table 6 that some design strategies have averages above zero and that the SDs are large compared to the means. At times the design strategies therefore increase the difference in admission rates compared to no policy implementation. This is largely due to the unpredictability of admission rates discussed in Subsection 3.6.

In practice, affirmative action policies aimed at reducing gaps in admission rates should be deployed not for all programs (remember that indeed most programs have fewer applicants than vacancies) but only sparingly for programs whose admission rates are consistently unequal along a protected attribute. Therefore, in the following, we focus on programs that fulfill three conditions: (i) their admission rates were unequal for all of the three most recent years, (ii) the differences always negatively affected the same subgroup, and (iii) the admission rates were strongly unequal for two out of the three years (i.e., the absolute difference in admission rates was at least 0.1 ). This filtering results in 9 and 12 programs to which a gender policy is applicable in 2016 and 2017, respectively. Income policies are applied to 34 programs in 2016 and 29 programs in 2017.

Tables 10, 11, and 12 report the same measure as seen in Subsection 5.1, but only for the selected programs. The findings are similar to what we had previously observed for all programs. The predictive policy suggestions again exhibit lower variance, with the exception of the income policies suggested for 2017. In this case, the predictive policies lead to a notably larger error in the difference in admission rates (see Table 11). Compared to no intervention, the predictive policies on average still reduce the difference in admission rates (see Table 12).

Table 8. Effects of Different Strategies for Gender-Based Bonus Policies on the Top Four Programs*

|  |  | \#1 |  |  | \#2 |  |  | \#3 |  |  | \#4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Year | Strategy | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% |
| 2016 | No intervention | 801.8 | -8.03 | 41 | 790.6 | -6.19 | 47 | 776.1 | $-0.43$ | 60 | 772.5 | -6.59 | 44 |
|  | Ideal policy | 801.2 | -0.49 | 55 | 790.3 | -0.39 | 55 | 776.1 | -0.43 | 60 | 772.1 | 0.02 | 52 |
|  | Historical: 1 year | 801.7 | -5.02 | 47 | 790.2 | 0.50 | 56 | 776.0 | 4.03 | 67 | 772.1 | 0.75 | 53 |
|  | Historical: 3 years | 801.6 | -4.26 | 48 | 790.1 | 1.39 | 57 | 775.3 | 11.89 | 78 | 771.6 | 3.62 | 56 |
|  | Historical: 5 years | 801.5 | -2.75 | 51 | 789.8 | 4.07 | 61 | 775.3 | 11.89 | 78 | 771.5 | 4.35 | 57 |
|  | Predictive: 50 sets | 801.5 | -2.75 | 51 | 790.4 | -1.28 | 53 | 775.3 | 11.89 | 78 | 772.1 | 0.75 | 53 |
|  | Predictive: 200 sets | 801.6 | -4.26 | 48 | 790.3 | -0.39 | 55 | 775.4 | 10.78 | 77 | 771.8 | 2.15 | 55 |
| 2017 | No intervention | 805.3 | -3.93 | 50 | 794.5 | -12.40 | 41 | 777.6 | -2.87 | 57 | 776.8 | -2.63 | 53 |
|  | Ideal policy | 805.2 | -0.75 | 53 | 793.8 | 0.24 | 53 | 777.6 | -1.46 | 58 | 776.7 | -0.56 | 55 |
|  | Historical: 1 year | 804.9 | 4.55 | 59 | 794.2 | -4.25 | 49 | 777.6 | -2.87 | 57 | 776.5 | 4.62 | 59 |
|  | Historical: 3 years | 805.1 | 1.37 | 56 | 794.2 | -3.61 | 50 | 777.6 | -1.46 | 58 | 776.3 | 6.83 | 61 |
|  | Historical: 5 years | 805.0 | 3.49 | 58 | 794.0 | -1.69 | 52 | 777.1 | 6.04 | 67 | 776.0 | 9.93 | 64 |
|  | Predictive: 50 sets | 805.2 | -1.81 | 52 | 793.8 | 0.24 | 53 | 777.2 | 4.51 | 65 | 776.5 | 4.62 | 59 |
|  | Predictive: 200 sets | 805.2 | -0.75 | 53 | 793.7 | 1.52 | 55 | 777.2 | 4.51 | 65 | 776.4 | 5.94 | 60 |

*"SPD in pp" shows the difference in admission rates between women and men in percentage points. "\%" refers to the share of women in the program.

Table 9. Effects of Different Strategies for Income-Based Bonus Policies on the Top Four Programs*

|  |  | \#1 |  |  | \#2 |  |  | \#3 |  |  | \#4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Year | Strategy | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% | Avg. adm. score | $\begin{aligned} & \text { SPD } \\ & \text { in } \mathrm{pp} \end{aligned}$ | \% |
| 2016 | No intervention | 801.8 | -9.94 | 7 | 790.6 | -12.31 | 13 | 776.1 | -8.48 | 22 | 772.5 | -9.62 | 24 |
|  | Ideal policy | 800.7 | -0.84 | 16 | 789.3 | -0.07 | 25 | 775.3 | -0.06 | 33 | 771.6 | -0.04 | 35 |
|  | Historical: 1 year | 800.4 | 0.46 | 18 | 788.6 | 2.84 | 28 | 775.8 | -3.71 | 28 | 770.7 | 3.98 | 40 |
|  | Historical: 3 years | 797.6 | 9.57 | 27 | 789.0 | 1.10 | 27 | 775.2 | 1.13 | 35 | 770.0 | 6.39 | 43 |
|  | Historical: 5 years | 798.8 | 5.67 | 23 | 789.3 | -0.07 | 25 | 775.4 | -0.06 | 33 | 770.7 | 3.98 | 40 |
|  | Predictive: 50 sets | 801.0 | -2.14 | 15 | 787.9 | 5.16 | 31 | 772.3 | 13.00 | 52 | 770.3 | 5.59 | 42 |
|  | Predictive: 200 sets | 801.0 | -2.14 | 15 | 787.9 | 5.16 | 31 | 773.0 | 10.62 | 48 | 770.3 | 5.59 | 42 |
| 2017 | No intervention | 805.3 | -19.41 | 8 | 794.5 | -24.14 | 15 | 777.6 | -21.65 | 25 | 776.8 | -25.36 | 22 |
|  | Ideal policy | 803.5 | 0.13 | 23 | 791.4 | -1.87 | 34 | 775.4 | -2.29 | 47 | 773.1 | -0.19 | 44 |
|  | Historical: 1 year | 804.0 | -2.88 | 20 | 793.4 | -10.22 | 27 | 777.0 | -11.32 | 37 | 775.8 | -13.80 | 32 |
|  | Historical: 3 years | 802.5 | 4.64 | 26 | 792.8 | -7.44 | 29 | 777.2 | $-12.80$ | 35 | 774.7 | -7.46 | 38 |
|  | Historical: 5 years | 802.8 | 3.13 | 25 | 793.3 | -9.52 | 27 | 777.0 | -11.32 | 37 | 774.7 | -7.46 | 38 |
|  | Predictive: 50 sets | 804.2 | -4.38 | 19 | 792.2 | -4.65 | 32 | 776.3 | -6.71 | 42 | 773.6 | -2.27 | 43 |
|  | Predictive: 200 sets | 804.0 | -2.88 | 20 | 792.2 | -4.65 | 32 | 776.3 | -6.71 | 42 | 773.6 | -2.27 | 43 |

*"SPD in pp" shows the difference in admission rates between low- and high-income students in percentage points. "\%" refers to the share of low-income students in the program.

Table 10. Error in the Objective Function Relative to Ideal Policies*

|  |  | Gender |  | Income |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Strategy | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | 0.80 | 1.16 | 2.36 | 2.06 |
|  | Historical: 3 years | 1.01 | 1.10 | 1.88 | 1.91 |
|  | Historical: 5 years | 1.68 | 2.21 | 1.50 | 1.69 |
|  | Predictive: 50 sets | 0.35 | 0.45 | 1.91 | 1.79 |
|  | Predictive: 200 sets | 0.39 | 0.48 | 1.87 | 1.68 |
| 2017 | Historical: 1 year | 1.31 | 1.88 | 1.79 | 1.63 |
|  | Historical: 3 years | 1.02 | 1.81 | 1.36 | 1.62 |
|  | Historical: 5 years | 1.22 | 1.20 | 1.63 | 1.57 |
|  | Predictive: 50 sets | 0.84 | 1.16 | 2.28 | 2.12 |
|  | Predictive: 200 sets | 0.91 | 1.15 | 2.14 | 1.97 |

*Smaller values are better.

Table 11. Values Relative to Ideal Policies*

|  |  | Average admission score loss |  |  |  | Difference in absolute SPD |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Gender |  | Income |  | Gender |  | Income |  |
|  | Strategy | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | -0.0467 | 0.1491 | 0.2732 | 1.0825 | 0.0368 | 0.0539 | 0.0744 | 0.0635 |
|  | Historical: 3 years | -0.019 | 0.2618 | 0.3094 | 1.1122 | 0.0447 | 0.0504 | 0.0562 | 0.0524 |
|  | Historical: 5 years | 0.0421 | 0.3599 | 0.1482 | 0.8849 | 0.0711 | 0.0945 | 0.0484 | 0.0519 |
|  | Predictive: 50 sets | -0.1034 | 0.1541 | -0.1447 | 0.8949 | 0.0196 | 0.0255 | 0.0735 | 0.0637 |
|  | Predictive: 200 sets | -0.0723 | 0.1931 | -0.1815 | 0.8404 | 0.0202 | 0.0258 | 0.0734 | 0.0643 |
| 2017 | Historical: 1 year | -0.0913 | 0.3613 | -0.6402 | 1.2614 | 0.0608 | 0.0788 | 0.0867 | 0.0558 |
|  | Historical: 3 years | 0.0378 | 0.2993 | -0.4874 | 1.3413 | 0.0428 | 0.0702 | 0.0658 | 0.0511 |
|  | Historical: 5 years | -0.0322 | 0.3798 | -0.5864 | 1.3225 | 0.0544 | 0.0480 | 0.0792 | 0.0618 |
|  | Predictive: 50 sets | -0.138 | 0.281 | -0.5646 | 1.4039 | 0.0424 | 0.0561 | 0.1016 | 0.0869 |
|  | Predictive: 200 sets | -0.1197 | 0.2985 | $-0.5826$ | 1.3181 | 0.0446 | 0.0555 | 0.0972 | 0.0851 |

*Lower values are better.
Table 12. Values Relative to No Intervention*

|  |  | Average admission score loss |  |  |  | Difference in absolute SPD |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Gender |  | Income |  | Gender |  | Income |  |
|  | Strategy | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| 2016 | Historical: 1 year | 0.19 | 0.29 | 0.95 | 1.31 | -0.0096 | 0.0777 | -0.0332 | 0.0877 |
|  | Historical: 3 years | 0.22 | 0.32 | 0.99 | 1.27 | -0.0017 | 0.068 | -0.0514 | 0.0918 |
|  | Historical: 5 years | 0.28 | 0.38 | 0.83 | 1.01 | 0.0247 | 0.1116 | -0.0592 | 0.0937 |
|  | Predictive: 50 sets | 0.13 | 0.21 | 0.53 | 0.88 | -0.0268 | 0.0438 | -0.0341 | 0.0612 |
|  | Predictive: 200 sets | 0.17 | 0.25 | 0.50 | 0.81 | -0.0263 | 0.0435 | -0.0342 | 0.0586 |
| 2017 | Historical: 1 year | 0.17 | 0.20 | 0.80 | 0.68 | 0.0028 | 0.0922 | -0.0774 | 0.1000 |
|  | Historical: 3 years | 0.30 | 0.32 | 0.95 | 1.19 | -0.0153 | 0.1069 | 0.0983 | 0.0704 |
|  | Historical: 5 years | 0.23 | 0.31 | 0.85 | 0.95 | -0.0037 | 0.0858 | -0.0849 | 0.0827 |
|  | Predictive: 50 sets | 0.12 | 0.20 | 0.87 | 1.19 | -0.0156 | 0.0586 | -0.0625 | 0.0822 |
|  | Predictive: 200 sets | 0.14 | 0.24 | 0.86 | 1.13 | -0.0135 | 0.0575 | -0.0670 | 0.0817 |

*Lower values are better.


Figure 5. Difference in Absolute SPD Relative to No Intervention*
*Lower is better.

Figure 5 illustrates the findings for the difference in absolute SPD from Table 12. As we can see, the filter left only a few cases where the absolute SPD is increased through the intervention. For these remaining cases, it is important to consider whether the policy has a positive or negative effect on the students from the underrepresented group. In order to evaluate this, Figure 6 shows whether an increase in the absolute SPD occurs in favour of the underrepresented group. Negative values indicate that the intervention had a positive effect on the underrepresented group. We can thus see that an increase in the SPD to the disadvantage of the underrepresented group can be almost entirely avoided, in particular with the predictive strategies. Where this is not the case, a "flip" in the overrepresented group occurs between years: the group that has been in the majority
for at least three years is in the minority in the next year.


Figure 6. Difference in SPD Relative to No Intervention from the Perspective of the Subgroup That Would Be Disadvantaged if No Policy Was Implemented*
*Lower is better.

## 6. Conclusions

The goal of this paper was to use historical data to design bonus policies that reduce the gap in admission rates between two socio-demographic groups while simultaneously still admitting students with high grades and test scores. We compared different strategies that could be used to determine bonus policies. Specifically, we compared a predictive approach to simpler design strategies based on averaging retrospectively optimal bonuses over one to five years of historical data. In doing so, we found that simply using the previous year's ideal bonus policy is likely to overcorrect the differences in admission rates. Basing the bonus policy suggestion on more data, e.g., through our proposed predictive approach, mostly avoids this pitfall by using more conservative suggestions. With the predictive strategy achieving similar results as the simpler approaches that use data from several application years, the simpler approach based on sufficient historical data (e.g., the last five years) appears to be preferable in practice due to its faster and less error prone implementation. Predictive methods are, however, advantageous if historical data is only available for a few years or if only aggregate statistics are accessible.

Our work has also led to practical findings that we hope will be significant for practitioners, such as university administrators, who aim to implement their own affirmative action policies for their programs, but also for the understanding of the general public. One finding of our work is that, for this dataset, designing policies that balance applicant scores with admission rates leads to effects that are limited or moderate rather than extensive. Another finding is that affirmative action should be used sparingly and should preferably be used with programs that exhibit consistent admission rate discrepancies between protected groups; otherwise, the affirmative action may "overshoot" and lead to discrepancies in the opposite direction. Moreover, in the case of the most prestigious programs, we saw that, even though the effects appeared minimal in terms of the objective function and the average admission score, the policies led to a non-trivial positive effect on the admission rate of the protected group. And, finally, it was generally found that the effects are more pronounced for income-based policies (where the gap in admission rates is larger) than for gender-based policies (where the gap in admission rates is comparatively smaller). Note that these findings are limited to the case where universities want to trade off average admission score against the gap in admission rates (instead of, e.g., the representation of underrepresented groups).

This formalization of the objective function is the main limitation of our work because it embodies specific objectives that we discussed in Subsection 4.2. If universities want to, e.g., make the demographic distribution of the students in their programs more representative of the general population (instead of the applicant pool), they should use a somewhat different objective function, possibly leading to higher bonus points than with the conservative bonus point policies identified in this work. Our empirical findings are thus limited to cases that share the set of assumptions underlying our objective function. Further evaluations are necessary to understand how the tested approaches compare for other objective functions (e.g., when the goal is to increase the representation of an underrepresented group).

An aspect that is left for future research is the effect of the announcement of affirmative action policies on application behaviour. Existing research (e.g., Balafoutas \& Sutter, 2012; Dickson, 2006; Long, 2004) suggests that the mere existence of affirmative action policies might encourage students from disadvantaged groups to apply; empirical evidence in Chile also
shows this (Bastarrica et al., 2018). It is therefore imaginable that fewer bonus points may suffice to achieve the desired effect, which is one more reason to prefer conservative strategies, assuming that the goal of the policies is to reduce gaps in admission rates.
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