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Sum-product networks (SPN) are graphical models capable of handling large amount of multi-
dimensional data. Unlike many other graphical models, SPNs are tractable if certain structural
requirements are fulfilled; a model is called tractable if probabilistic inference can be performed in
a polynomial time with respect to the size of the model. The learning of SPNs can be separated
into two modes, parameter and structure learning. Many earlier approaches to SPN learning have
treated the two modes as separate, but it has been found that by alternating between these two
modes, good results can be achieved. One example of this kind of algorithm was presented by
Trapp et al. in an article Bayesian Learning of Sum-Product Networks (NeurIPS, 2019).

This thesis discusses SPNs and a Bayesian learning algorithm developed based on the earlier men-
tioned algorithm, differing in some of the used methods. The algorithm by Trapp et al. uses Gibbs
sampling in the parameter learning phase, whereas here Metropolis-Hasting MCMC is used. The
algorithm developed for this thesis was used in two experiments, with a small and simple SPN and
with a larger and more complex SPN. Also, the effect of the data set size and the complexity of
the data was explored. The results were compared to the results got from running the original
algorithm developed by Trapp et al.

The results show that having more data in the learning phase makes the results more accurate as
it is easier for the model to spot patterns from a larger set of data. It was also shown that the
model was able to learn the parameters in the experiments if the data were simple enough, in other
words, if the dimensions of the data contained only one distribution per dimension. In the case
of more complex data, where there were multiple distributions per dimension, the struggle of the
computation was seen from the results.
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1. Introduction

Using machine learning to analyze data has become widely popular in recent years
because of its ability to solve various problems in many domains. Typically, a machine
learning algorithm learns a model, i.e., a generalization, from a given training data
set, after which it can apply the learned model to make inference regarding the data
generating process or new, unforeseen data [1]. In the age of big data, there is a need
to understand and analyze data sets which are multidimensional and large. This is a
challenge for machine learning methods as large data sets with multidimensional data
may cause both statistical and computational inefficiency.

Machine learning algorithms are often based on models which contain multiple
layers. A layer is a group of nodes, all of which operate at a specific depth in a network.
One example of this kind of a model is a neural network. Neural network (NN) is a
graph composed of nodes which are connected by edges. The nodes are laid out in layers
and the output from the previous layer is fed as an input to the next layer [2]. These
models can have a high number of layers improving the representational power of the
model but they can make inference slower and intractable. We call a model tractable if
one can perform probabilistic inference with the model in polynomial time with respect
to the model size [3]. Probabilistic inference is a type of statistical inference, where
a probability function is marginalized. This means for example computing marginal
probabilities. There is a need for a model with good representational power which is
simultaneously tractable.

Sum-product network (SPN), introduced by Poon and Domingos [4], is a proba-
bilistic graphical model which can handle large data sets with multidimensional data.
Graphical models in general can represent many complex distributions, but usually
they are not tractable. SPNs offer us tractability under some structural restrictions.
They can model larger class of complex distributions than mixture or independence
models by combining many simpler, tractable distributions, similar to mixture models,
while still being tractable [5]. The probability distributions an SPN can model are
closer to real-life situations, as they are more complex and have more dependencies.

Learning SPNs can be separated into two parts, parameter learning and structure
learning. In this thesis an SPN learning algorithm is presented which alternates be-
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tween these two modes. In many earlier approaches, parameter and structure learning
has been seen as separate things, and many learning approaches have focused on only
structure learning. Some approaches have attempted to perform both separately which
have led to achieving local improvements in the SPN. Among the algorithm presented
here, there are also other approaches for simultaneously learning the parameters and
structure by alternating between these modes which has led to obtaining improvements
globally.

The algorithm implemented for this thesis is an SPN learning algorithm based
on the algorithm created by Trapp et al. in 2019 [6]. The difference between these two
algorithms lies in the used methods. In the algorithm created for this thesis, Metropolis-
Hastings Markov chain Monte Carlo (MCMC) is used in parameter learning whereas
the original algorithm by Trapp et al. uses Gibbs sampling. In Metropolis-Hastings
MCMC samples are either accepted or rejected by calculating an acceptance ratio,
whereas in Gibbs sampling samples are always accepted [7]. In Gibbs sampling, sample
for one random variable is sampled from a posterior conditional distribution with all
of the other random variables fixed to their current value [8]. Both of these learning
algorithms use collapsed Gibbs sampling in structure learning and the same Bayesian
SPN model. This thesis aims to gather knowledge on how well the presented algorithm
and methods used in it perform in SPN learning with SPNs of different sizes. The size
of the SPN affects the learning process as the larger the SPN is the more nodes it has.
This brings more possibilities for learning the structure and parameters as there are
more nodes in the network for spreading the data and computing the node operations.
Another aspect of having a larger SPN is that the larger the SPN is the heavier the
learning process will be. This is a straight consequence of having more nodes which in
turn mean more computations. In the experiments, we will also explore how the used
data affects the learning process. We will look into using different sizes of data sets
and examine the effect of the size on the learning results. Besides these, we will also
explore having different number of dimensions in the data and having more complex
data within a dimension.

The rest of the thesis is structured as follows. Chapter 2 supports the themes in
the thesis by giving an introduction to some background information including topics
related to machine learning, Bayesian statistics, Markov chain Monte Carlo and graph-
ical models. These are important topics which will set grounds for the further topics in
the thesis. Chapter 3 gives a detailed view on SPNs and an overview on data modelling.
Chapter 4 discusses SPN learning, going through earlier approaches for it, including
the algorithm created by Trapp et al. [6], and also presenting the learning algorithm
created for this thesis. Chapter 5 describes the experiments carried out in this thesis
and also the results from these experiments. Finally, Chapter 6 concludes the thesis,



10 Chapter 1. Introduction

discussing the limitations on the experiments done and the results in relation to the
research questions.



2. Background

This chapter helps to support the main themes in this thesis. Here we will lay the
grounds for sum-product networks, starting from important prerequisites, machine
learning and graphical models. In addition to these, Bayesian statistics, the Bayes’ rule
and conjugate priors, are discussed. After these, Markov chain Monte Carlo methods
are covered, including Metropolis-Hastings algorithm, Gibbs sampling and collapsed
Gibbs sampling.

2.1 Machine Learning

Machine learning is a widely researched and used study area in computer science,
especially now in the time of big data. Machine learning is about continuous automated
data-analysis. In essence, it is about being able to automatically detect patterns from
data, and based on those patterns predict future data or make decisions [9]. Machine
learning algorithms can be used, for example, for classification, data clustering and
regression. Developing these algorithms is an essential part of machine learning research
field, as the algorithms need to be efficient. There are a few types of machine learning,
of which we will cover supervised and unsupervised learning. Besides these, there are
semi-supervised learning and reinforcement learning [10].

When using a machine learning model, there is a learning phase and a prediction
phase. In the learning phase, some data is fed to the model from which the model
tries to identify patterns. In prediction phase, the model aims to detect the patterns
it learned during the learning phase. This can be, for example, a task for classifying
data.

2.1.1 Supervised learning

Supervised learning is the most widely used field of machine learning [9]. In supervised
learning we are given input x and output y, and the model aims to learn the mappings
between the input and the output. The model is trained with a data set containing
data points with labels assigned to them. Here, the input is the collection of data

11



12 Chapter 2. Background

points and the output is the corresponding labels. In the learning phase, the goal of
the model is to learn how to classify these data points with the corresponding labels
[11]. After the learning phase in a simple classification task, there are data points
without the labels and the goal is to assign a label for each of the data points based
on the learning. For example, we could have pictures of dogs and cats, and in learning
phase we would feed the model with the pictures and the corresponding label ’dog’ or
’cat’. In the prediction phase we would then have a group of pictures without these
labels, which we would feed to the model and the goal would be to get the label for
the data inputted to the model.

2.1.2 Unsupervised learning

In unsupervised learning, we are only given the input x instead of both input and
output. The goal of the learning task is to learn the overall composition and the
patterns of the data [12]. For this reason, for example, clustering of data is a common
task in unsupervised learning [9].

Unsupervised learning is more applicable in many cases in real life, because the
labels are not needed in the learning process. In addition to this, with unsupervised
learning we can obtain more complex models as the labels in supervised learning do
not contain very much information. One important aspect to note is that obtaining
data with labels is expensive and more time consuming compared to obtaining data
without any labels.

2.2 Bayesian Statistics

Bayesian definition of probability heavily lies in the prior knowledge on an event,
in other words in a degree of belief in it. Probability of an event is updated when
new information is retrieved. On the other hand, the Frequentist approach views the
probability of an event as the limit of its frequency in many trials [13]. In Bayesian
statistics the Bayes’ rule is used in calculating probabilities after some new data is
obtained. The Bayes’ rule is discussed in the subsection 2.2.2. In Bayesian inference,
the posterior probability can be updated using the prior probability and the likelihood
function [14].

Definition 2.2.1. Likelihood function measures how well a model fits a set of obser-
vations.
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In Bayesian statistics, the posterior probability is proportional to the product of
the prior probability and the likelihood

posterior ∝ prior × likelihood. (2.1)

2.2.1 Probability notations

Here we will go through some notations for probability as those will be used often
in the thesis. Events and random variables are labeled with capital letters and the
probability of something is labeled with p. For example, here X and Y are random
variables, and the probability of these are p(X) and p(Y ). The conditional probability
of X given Y is p(X|Y ). The values a random variable takes are labeled with small
letters. For example, random variable X takes value x. The probability of X taking
the value x is p(X = x), but it can as well be written as p(x).

2.2.2 Bayes’ rule

Bayes’ rule is
p(A|B) = p(B|A)p(A)

p(B) . (2.2)

Here A, B and C are events. In the rule p(B|A) is a conditional probability of A given
B. p(A) and p(B) are prior probabilities of events A and B. The posterior probability
of A given B, which is p(A|B), is obtained from using the Bayes’ rule [15].

2.2.3 Conjugate priors

When we multiply a likelihood function with a density function and the results is a
posterior density function which is in the same family of distributions as the prior, we
can call the prior density function a conjugate prior [16]. This means that by choosing
some likelihood function and by selecting a suitable prior, the posterior ends up in
the same distribution family as the prior [13]. This is very useful in some cases, as
we do not have to find out what is the posterior using the equation 2.1. In Bayesian
inference, the posterior is updated each time we get more data, which means that less
computation is required when using a conjugate prior.

For example, beta distribution Beta(α, β), with shape parameters α and β, is
often used as a prior, because it is a conjugate prior for Bernoulli, binomial, negative
binomial and geometric likelihoods, which are all discrete distributions. The resulting
posterior in this case is beta distribution. Gamma distribution Γ(α, β) is a conjugate
prior for Poisson and Exponential likelihoods. Here Poisson is a discrete distribution
while gamma and exponential are continuous. Another example is choosing continuous
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Figure 2.1: A three state Markov process with the probability of each state change as a label for
the edges.

Gaussian distribution N (µ, σ2), with mean µ and variance σ2 parameters, as a prior
for Gaussian likelihood.

2.3 Markov chain Monte Carlo

In many cases the interest is to sample from a complex multidimensional probability
distribution, although sampling from such distribution directly can be a hard task
[17]. Markov chain Monte Carlo (MCMC) is a family of algorithms used for sampling
from such distributions. They work by constructing a Markov chain. Markov chain
is a stochastic model consisting of a sequence of consecutive steps, in other words,
events. The probability of each of these events only depends on the previous event
[18]. The more steps are included in the chain, the more the samples in the chain
begin to resemble the desired distribution. Figure 2.1 describes a three state Markov
process with states A, B and C, where the transition to any state depends only on the
previous state.

2.3.1 Metropolis-Hastings algorithm

Metropolis-Hastings algorithm is a part of the MCMC algorithm family. It was first
introduced by Metropolis et al. [19] and later extended by W. K. Hastings [20]. In
Metropolis-Hastings algorithm, samples are created by utilizing a target density func-
tion proportional to the desired distribution [21]. Choosing the target density function
is flexible since the target distribution must be only proportional to the desired distri-
bution instead of having to be equal. Since the algorithm belongs to the MCMC family
of algorithms, it works by building a Markov chain. The basic idea of the algorithm
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is that based on the current value in the chain, a sample is generated from a proposal
distribution which is a candidate for being a new value in the chain. The proposal
distribution is an arbitrary distribution not dependent on the distribution used as the
target [22]. When a new sample is generated, the sample is evaluated by calculating
the acceptance ratio which tells whether the sample is accepted to the Markov chain
or not. The acceptance ratio is calculated by comparing the value of the target density
distribution with the sample and with the current value. The acceptance is decided by
generating a uniform random number between zero and one. If this number is smaller
than or equal to the acceptance ratio, the sample is accepted to the Markov chain.
After this, a new interval is started with this value [23].

The Metropolis-Hastings algorithm attempts to move in a sample space by form-
ing a Markov chain. The algorithm is more likely to move to points in high-density
areas, which means the algorithm focuses on those areas while sometimes visiting the
areas with lower densities if the move there is accepted. Because the algorithm starts
from a random point in the sample space, it might take a while for the algorithm to find
its way to the high-density areas. This is why a burn-in period is used and the values
gathered during that period are thrown away. The values obtained during the burn-in
period often describe completely other distributions. The more steps are taken in the
Metropolis-Hasting algorithm, the better the generated values describe the desired dis-
tribution. It is worth noticing that the samples generated are correlated to each other.
The correlation can be minimized by increasing the step size so that the new samples
are farther away from each other. Although, the step size cannot be increased endlessly
since it increases the probability for the model to jump over high-density areas.

Algorithm 1 Metropolis-Hastings
1: Initialization: choose value x0 for the first sample, the proposal probability density

function q(x) and the target density function f(x) that is proportional to the target
probability density function P (x).

2: for i = 1 to I do:
3: Generate a new candidate sample x′ from the proposal distribution q(x′|xi)
4: Calculate the acceptance ratio α = min

{
1, f(x′)q(xi|x′)

f(xi)q(x′|xi)

}
5: Generate an uniform random number u ∈ [0, 1]
6: if u ≤ α then
7: Accept the candidate sample and set it xi+1 = x′

8: if u > α then
9: Reject the candidate and set xi+1 = xi
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Because the target density function is proportional to the density function of p(x)
in Algorithm 1, we have

α = f(x′)
f(xi)

= p(x′)
p(xi)

. (2.3)

2.3.2 Gibbs sampling

Gibbs sampling was proposed by Stuart and Donald Geman [24] in 1984. In Gibbs
sampling, the samples are generated from a multivariate probability distribution. The
idea is to generate samples from the conditional distributions of the random variables.
The posterior samples are generated by going through all of the random variables and
sampling from their posterior conditional distribution with all of the other random
variables fixed to their current value [23]. This is repeated until convergence.

Definition 2.3.1. Convergence happens when the sampled values have the same dis-
tribution as the true posterior joint distribution.

In the beginning of the algorithm, the initial values are sampled usually from the
prior distribution q.

Algorithm 2 Gibbs sampling
1: Initialization: sample x(0) ∼ q(x)
2: for i = 1 to I do:
3: Sample from the posterior conditional distributions.

x
(i)
1 ∼ p(X1 = x1|X2 = x

(i−1)
2 , X3 = x

(i−1)
3 , . . . , XD = x

(i−1)
D )

x
(i)
2 ∼ p(X2 = x2|X1 = x

(i)
1 , X3 = x

(i−1)
3 , . . . , XD = x

(i−1)
D )

...
x

(i)
D ∼ p(XD = xD|X1 = x

(i)
1 , X2 = x

(i)
2 , . . . , XD = x

(i)
D−1)

In Gibbs sampling, all of the proposed moves are accepted, which means the
acceptance probability is always one. The proposal distribution is

Q(x′i, x−i|xi, x−i) = p(x′i|x−i). (2.4)
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When this is applied to the Metropolis-Hastings algorithm, we get acceptance
ratio of 1:

A(x′i, x−i|xi, x−i) = min
{

1, p(x
′
i|x−i)Q(xi, x−i|x′i, x−i)

p(xi|x−i)Q(x′i, x−i|xi, x−i)

}

= min
{

1, p(x
′
i|x−i)p(xi|x−i)

p(xi|x−i)p(x′i|x−i)

}

= min
{

1, p(x
′
i|x−i)p(xi)p(xi|x−i)

p(xi|x−ip(xi)p(x′i|x−i)

}
= min{1, 1}

= 1.

(2.5)

Here xi is the ith variable and x−i a set of all variables except xi.

2.3.3 Collapsed Gibbs sampling

Collapsed Gibbs sampling is a variant of Gibbs sampling and it was introduced by
Jun Liu [25] in 1994. In collapsed Gibbs sampling, one or more random variables
are marginalized out to make the sampling process simpler when sampling from the
posterior conditional distribution of a random variable. In the case of three events,
A, B and C, in Gibbs sampling, the sampling would happen from p(A|B,C), then
p(B|A,C) and lastly from p(C|A,B), whereas in collapsed Gibbs sampling, sampling
for A could mean marginalizing over B and the samples would be then generated from
p(A|C) and p(C|A).

2.4 Graphical Models

Graphical models represent probability distributions in an undirected or directed graph
structures. They are able to represent joint distributions compactly [26]. The graph
structure is a compact representation which visualizes dependence relations among
random variables. The use of a graph allows the use of many algorithms which have
been developed for graphs, for example, algorithms for calculating marginal or condi-
tional probabilities of any variable. In this section, we will cover probabilistic graphical
models and arithmetic circuits.

2.4.1 Probabilistic graphical models

Probabilistic graphical model (PGM) is a model representing a joint probability dis-
tribution by only including relevant independence relations to the graph structured
model which reduces the complexity of the model. They are efficient in managing
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X1 X2

X3

X4

Figure 2.2: Bayesian network of random variables X1, X2, X3 and X4.

uncertainty-based probability theory [14]. PGMs are based on mathematical founda-
tions of probability and graph theory. The goal of a PGM is to be able to compute the
modes and the marginals of a distribution efficiently [4]. PGMs are used, for example,
for performing inference.

Definition 2.4.1. Inference is about answering some probabilistic queries based on
the model and some evidence. These probabilistic queries are for obtaining marginal
or conditional probabilities. Marginal probability means a probability of one of the
variables taking a certain value, and conditional probability means a probability of a
event occurring given that another event has already occurred.

PGMs can be either directed or undirected graphs. One of the most used PGM
is Bayesian network, which is a directed graphical model, and Markov random field,
which in turn is an undirected graphical model.

Bayesian network is a Directed acyclic graph (DAG), where the direction of the
edges between nodes represent the effect of one random variable on another random
variable [27]. DAG is, like the name suggests, a graph where there are no cycles
[28]. Figure 2.2 visualizes a Bayesian network of four random variables. The edges
represent conditional distributions, and the joint probability distribution is formulated
of these conditional distributions. One of the most prominent limitations of a Bayesian
network is intractable inference [29]. The joint probability of a Bayesian network can
be computed by taking the product of the conditional distributions for each node given
its parents

p(X) =
N∏
i=1

p(Xi|Parents(Xi)). (2.6)

Markov random field is an undirected graph, which can contain cycles. The
edges in the graph represent joint probabilities of random variable cliques [30]. Fig-
ure 2.3 visualizes a Markov random field with three cliques, {X1, X2, X3}, {X3, X4}
and {X4, X5, X6}.
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X1

X2 X3 X4 X5

X6

Figure 2.3: Markov random field of random variables X1, X2, X3, X4, X5 and X6.

×

++

X2 X1 1

Figure 2.4: Arithmetic circuit of random variables X1 and X2.

The joint probability of the Markov random field in figure 2.3 is

p(X) = p(X1, X2, X3)p(X3, X4)p(X4, X5, X6). (2.7)

2.4.2 Arithmetic circuits

Arithmetic circuit (AC) is a rooted, directed acyclic graph consisting of sum, product
and leaf nodes [31]. It is a probabilistic graphical model which represents a group of
random variables. ACs are tractable and flexible in their representation [32]. They were
one of the first tractable models for probabilistic modeling presented, and there has
been lot of new development based on ACs [33]. In an AC, sum nodes are for performing
additions and product nodes for multiplications. Leaf nodes contain numerical values,
for example, some model parameters or indicator variables which are computed from
data passed through the AC. The leaf nodes are called input gates. For this there are
some existing learning algorithms [34].

The complexity of an AC can be measured by the size and the depth of the graph.
The depth is measured as the longest directed path in the graph. The size is measured
as the number of nodes. For the complexity of the AC in figure 2.4, we can see that the
size is six and the depth is two. The input nodes compute the value for the variable it
is labeled by, in this figure X1, X2 and 1. The second layer of sum nodes compute the
sum of their children, here X2 +X1 and X1 +1. The product node in the top calculates
the product of its children, here (X2 +X1)X1(X1 + 1).





3. Sum-Product Networks

This chapter introduces sum-product networks, which are probabilistic graphical mod-
els that, in essence, combine the structure of arithmetic circuits with mixture models.
We begin by introducing relevant concepts such as independence and mixture models,
and then move to sum-product networks. We will finish this chapter by discussing the
applications of sum-product networks.

3.1 Independence and mixture models

There are two basic ways to compose more complex models from simple models: as-
suming independencies among the variables and taking mixtures of probability distri-
butions.

3.1.1 Independence model

Independence model is used for modeling random variables independent from each
other. It represents dependency and independency relations between random variables,
similarly to earlier presented probabilistic graphical models. In the simplest case,
the model assumes two random variables to be independent. This means their joint
distribution can be written as P (X, Y ) = P (X)P (Y ) [15].

The model can also consist of independent groups of random variables or vec-
tors. Here we have a vector X that contains multiple random variables X =
{X1, X2, . . . , XD} and a vector Y which contains multiple random variables Y =
{Y1, Y2, . . . , YD} as well. When combining these into a model, the independence re-
lation is between the two vectors, P (X, Y ) = P (X)P (Y ).

3.1.2 Mixture model

A mixture model is used for modeling complex distributions such as multimodal distri-
butions which have more than one local maxima in their probability density function.
A mixture model models these distributions using multiple distributions called mixture
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components, which for complex distributions can describe the situation better than us-
ing just a single distribution. These components take a simple parametric form, for
example, Gaussian or Poisson. A mixture model assumes that every data point comes
from one of the components. The probability density function f of a mixture model is
a weighted sum of K probability density functions fk of the mixture components.

We can assign a latent variable for each of the observables, a label Z describing
from which mixture component the observable is from. When using a mixture model,
the data is assumed to be generated first by sampling the latent variable Z and after
that sampling the observable which depends on the earlier sampled Z:

p(Z,X) = p(Z = z)p(X|Z = z). (3.1)

Here p(X|Z = z) represents the mixture components. We can also compute the prob-
ability density function over mixture components by summing out z:

p(x) =
∑
z

p(z)p(x|z).

3.2 Sum-Product Network

This chapter combines independence and mixture models by presenting sum-product
networks in more detail. The earlier mentioned arithmetic circuits are similar to SPNs;
however they differ in how they handle random variables. In arithmetic circuits, sum
and product operations are performed between random variables, whereas in SPNs,
those operations are performed between the distributions of the random variables.
Similarly to mixture models, we can structure the model with latent variables [35].

3.2.1 Definition

For a mathematical definition of an SPN, we need two more primitive concepts. First,
we call a directed acyclic graph a computational graph (G) if it contains only three types
of nodes: sum nodes (S), product nodes (P ) and leaf nodes (L). G is required to have
only one node without a parent node, in other words a root node. We denote a generic
node having any of these three types N , and N denotes all N in G. Equivalently S,
P , L denote all S, all P and all L in G. The child nodes of a node N are marked
by ch(N). The nodes themself are used as indices. From the computational graph we
can see the arrangement of the nodes in an SPN. Figure 3.1 shows the computational
graph of an SPN.

Secondly, we need to define a scope for a node. It essentially consists of all of
the random variables held by the leaves in a sub-SPN rooted at a node. The scope
function ψ, which has some structural constraints, assigns a scope for a node.
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Figure 3.1: The computation graph G of an SPN.

Definition 3.2.1. A function ψ : X → Y is a scope function if it satisfies the following
conditions:

1. If N is the root node, then ψ(N) = X.

2. If N is a sum or product, then ψ(N) = ∪N ′∈ch(N)ψ(N ′).

3. For each S ∈ S we have ∀N,N ′ ∈ ch(S): ψ(N) = ψ(N ′) (completeness).

4. For each P ∈ P we have ∀N,N ′ ∈ ch(P ): ψ(N) ∩ ψ(N ′) = ∅ (decomposability).

The completeness and decomposability conditions restrict the scope of an SPN to
ensure every node is a probability distribution over their scope. Therefore, if an SPN is
complete and decomposable, the SPN is also tractable. This is because marginalization
and conditioning can be performed only to the leaf nodes, which contain only subsets
of the random variables. By having the completeness condition, we ensure every child
of a specific sum node has the same scope. In addition, the decomposability condition
ensures the scope of every child of a product node must be pairwise disjoint [36].
Furthermore, if the scope function of an SPN respects these conditions, the SPN is
valid. This thesis considers only valid SPNs.

The scope function defines the effective structure of an SPN as it combines the
computational graph with the scopes of the nodes. Figure 3.2 shows an effective SPN
structure with five random variables {X1, X2, X3, X4, X5}. The sub-trees having empty
scopes are evaluated to a constant 1.

Next, we will introduce the weights associated with a sum node, denoted by w.
These weights sum up to one and they assign data points to the children of s sum node
[6]. The leaves in an SPN define a set of likelihood models, which are one-dimensional
distributions for each random variable and the parameters of those are denoted by θ.
In other words θ = {θL}, so θ denotes a collection of distribution parameters for all
leaf nodes. For example, if one of the likelihood models would be Gaussian, θ would
then include the Gaussian distribution parameters, mean µ and variance σ2.

We are now ready to give a formal definition of an SPN.
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++
{X1, X2, X3, X4}
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{X2, X4}
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{X4} {X2}{X1, X3} {X1} {X3} {X1, X4} {X2, X3}{X2, X4} {X1, X3}

Figure 3.2: The effective structure of an SPN. The sum and leaf nodes have their scopes marked
next to them. The sub-trees drawn with dotted lines have empty scopes.

Definition 3.2.2. An SPN S is a tuple (G,ψ,w,θ), where G is a computational graph,
ψ is a scope function over G, w is a set of weights associated with the sum nodes and
θ is a set of leaf node parameters.

Next, we will discuss how an SPN defines the joint distribution of the variables.

3.2.2 Node types and associated distributions

As earlier mentioned, an SPN has three node types, sums, products and leaves. Each
of the nodes regardless of the node type define a local probability over their scope.
Figure 3.3 visualizes the local probabilities each node in an SPN defines over their
scope.

An SPN is built alternating between sum and product nodes, and only the bottom
level consists of leaf nodes. In the Figures 3.1, 3.2 and 3.3, the sum nodes are denoted
by + label, product nodes by × label and the leaf nodes at the bottom of the graph
do not have any label assigned to them.

The leaf nodes in an SPN define a set of D likelihood models which are one-
dimensional distributions for each random variable in their scope. These likelihood
models can be picked freely and the leaf nodes contain their parameters. These param-
eters are determined by the input data. In some SPNs each leaf node defines values
for one of the random variables. In the case of binary data, each binary variable would
have two associated leaves, for each of the outcomes of the variable [3]. The leaves
would then define a distribution over a fixed scope. However, in this thesis we will
focus on SPNs associating arbitrary number of leaves for each variable.

Here, each leaf L is parametrized by θL that consists of D parameters θL,1, ..., θL,D
of one-dimensional distributions, for example, Gaussian or Poisson. In addition to
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Figure 3.3: The local probability which each node defines over its scope.

this, for a given scope ψ(L), the distribution in leaf L factorizes as

L =
∏

Xi∈ψ(L)
p(Xi|θL,i). (3.2)

In this case the leaf nodes define distributions over all 2D possible scope at all times
[6]. This is an essential part of an SPN.

In addition to leaves, there are sum nodes, which calculate a weighted sum over
their children. There are weights associated with each sum node, one for every child
node they have. These weights are nonnegative, they sum up to one and they are used
when assigning data points along the network. The third rule concerning a valid SPN,
mentioned in subsection 3.2.1, describes that all children of a sum node must have the
same scope. In essence, a sum node encodes a mixture model over all sub-SPNs which
are rooted at its children. Each sum node has a set of latent variables for its children.
Sum nodes, with the help of these latent variables, help to explain the interactions
and dependencies between the random variables in their scopes. When a sum node is
evaluated, the latent variables are summed out.

The final node type, product nodes, calculate a product over their children. They
essentially calculate the product of distributions described by their child nodes over
some locally independent features [37].

Equation 3.3 presents how probability pv, associated with node v of any type, is
calculated.

pv =


p(Xi) if node is a leaf node over Xi.∏
u∈ch(v) pu if v is a product node.∑
u∈ch(v)wvpu if v is a sum node.

(3.3)

Inference operations, like computing marginal probabilities, can be performed by
applying the node operations recursively, starting from the root node.

In essence, sum and product nodes are like the hidden layers in a neural network,
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as they are intermittent part of the network [38]. The structure and parameters, like
the weights associated with sum nodes, must be learned using some learning method.

3.2.3 Applications of SPNs

As SPNs represent well complex distributions, they are useful for many purposes when
there is a need for modeling complex distributions. This is the case in many real-
life situations, as there are often data with high number of dimensions and many
dependencies. SPNs have been shown to be comparable to other graphical models in
likelihood but they offer better accuracy and speed [39]. Because of these reasons SPNs
are used for many purposes.

Among other use-cases, SPNs are used, for example, in sequence labeling [40],
where discriminative SPNs are used successfully to perform efficient sequence labeling.
Image completion can also be performed with SPNs successfully [41]. SPNs are as well
used in robotics for making probabilistic semantic maps [42] and spatial knowledge
representations [43]. Here the fact that SPNs handle high dimensional data well is a
key factor. The goal in both of these is to model the surroundings of a moving robot,
which means there is a large amount of data that needs to be represented compactly
and efficiently.

One further use case of SPNs is activity recognition [44]. There is need for
modeling complex distributions and being able to perform fast and exact inference,
but there is also a need of highly expressive models in this field. Here activities can
be modeled with activity structure that is an arrangement of sub-activities. SPNs
consist of multiple layers of nodes, which can efficiently represent these kinds of activity
relations in a way that is easy to read and understand.



4. Learning Sum-Product Networks

Learning of a sum-product network consists of two phases, parameter and structure
learning. There are many well-developed techniques for parameter learning, but the
situation is different for learning of the structure. The first attempt at SPN structure
learning was made by Dennis and Ventura in 2012 [3], where structure learning was
done by first performing instance clustering to form sum nodes after which variable
partitioning was performed to form product nodes, then alternating between these
in top-down fashion. Although, this only optimizes some local criterion making the
structural improvements only local. The ultimate goal of the learning process is to
achieve global structural improvements, which lead to globally good SPN structure.
SPN structure is commonly handpicked as identifying a good SPN structure is hard
[3]. SPNs introduce many layers of latent variables over observed variables, and the
number of variables, the connections between them or the size of the latent variable
layers can affect the performance of the SPN. This is why it is often hard to identify
a good structure for an SPN and why it is so important to achieve a globally good
structure.

4.1 Learning algorithms for SPNs

There are many approaches for learning sum-product networks. Structure learning is
well presented in related work and there are many algorithms which do not combine
structure and parameter learning. LearnSPN [39] is a structure learning algorithm
based on clustering variables using Expectation maximization (EM) algorithm. EM
is used for learning sum nodes and graphical model structure learning is performed
for product nodes. When learning the sum nodes, EM is performed over naive Bayes
mixture model with exponential prior preventing overfitting. Overfitting happens when
a model learns the test data set too deeply and performs poorly with other data. The
algorithm alternates between partitioning features into sets creating a product node
and clustering data points creating a sum node. This algorithm performs local structure
improvements and does not optimize the global structure of the SPN.

Another structure learning algorithm was proposed by Adel et al. [45] which is
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based on clustering variables using Singular value decomposition (SVD) algorithm.
In the algorithm, SVD is used in extracting rank 1 matrices. A matrix rank is the
dimension of its column’s vector space. The algorithm strives for global structure
improvements, checking the data matrices across instance and variable dimensions.
This makes the algorithm efficient, as it only has to perform one step, searching the
submatrices, whereas other clustering algorithms perform two steps, clustering and
identifying for independence. These submatrices estimate correlations and are used
globally in the SPN to split data.

Other clustering approaches include an algorithm using the notation of region
graphs [3]. This algorithm uses k-means algorithm for clustering variables into sets
under latent variables describing dependencies between the variables. The goal of the
algorithm is to identify variables strongly interacting with each other. The initial SPN
architecture is learned from data.

Another structure learning algorithm with a greedy structure search presented
is SearchSPN [5]. This is the first SPN structure learning algorithm which performs
search operations over the SPN. The benefit here is that the SPN is not restricted
in being tree structured. There is also another structure learning algorithm called
Prometheus [37] which uses clustering. It is used in graph partitioning, where the
partitioning constructs a maximum spanning tree.

Automatic Bayesian density analysis (ABDA) [46] incorporates Bayesian statis-
tics to the learning algorithm. The algorithm performs Bayesian inference through
Gibbs sampling and uses SPN learning technique called MSPN [47] for partitioning
data over mixed discrete and continuous features by using randomized approximation
of the Hirschfeld-Gebelein-Renyi maximum correlation coefficient. In this approach,
the SPN leaf nodes hold likelihood model dictionaries for features. This approach is
good for discovering data types, and handling complex data and likelihood models.
Although, the learning does not achieve global improvements on the structure, as it
performs posterior inference over parameters in the leaves which lead to local struc-
ture improvements. The overall structure of an SPN is kept fixed while only the leaf
node parameters are being adapted in the learning process. The algorithm relies on
predefined structure for an SPN.

4.2 Bayesian learning of Sum-Product Networks

The Bayesian SPN model discussed in this section was presented by Trapp et al. in 2019
[6]. In the article, they present the sum-product network learning algorithm based on
Bayesian statistics. In this algorithm, SPN learning alternates between first updating
sum weights and leaf parameters, and then updating the SPN structure. This is done
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Figure 4.1: An induced tree in a computational graph G.

based on data fed to the network. The goal being that the SPN learns the patterns and
distributions from the data, and can later use the information on other sets of data.

4.2.1 Induced trees in parameter learning

As said earlier, the sum nodes in an SPN cluster data over their child nodes. For each
data point xn and sum node S, there is a latent variable zS,n assigned indicating a
component [46]. The latent variable has as many states as the sum node has children
and a categorical distribution given by the sum node weights. It essentially represents
the chosen child for each of the data point fed to the SPN. An important aspect when
the data is clustered by the sum nodes is an induced tree which is formed when an
assignment of zS,n is made [6]. Induced tree T is a path starting from the root node
of an SPN and it is a sub-graph of computational graph G. An induced tree is created
such that at each sum node one edge is selected based on the latent variable zS,n and at
each product node, every edge is selected. In figure 4.1, the induced tree is presented
with the green tree path.

The SPN distribution factorizes when conditioned with an induced tree T . Be-
cause of this, the whole distribution of the SPN can be thought of as a mixture of all
these factorized distributions over all of the induced trees:

S(x) =
∑
T ∼S

∏
S∈T

wS
∏
L∈T

L(x). (4.1)

Here L(x) is the leaf node L evaluated at its scope ψ(L) with the restriction of x.
The conditional probability distribution of x given a latent variable z is

p(x|y) =
∏

L∈T (z)
L(x). (4.2)

And the prior in this case is
p(z) =

∏
S∈G

wS,zS
. (4.3)

Here wS,zS
is the sum weight indicated by a latent variable zS. The SPN distribution

represented as a latent variable model can be obtained by marginalizing out the latent
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variables z from the joint distribution p(x, z) = p(x|z)p(z). By placing the equations
4.2 and 4.3 into this, the following is obtained

∑
z

∏
S∈G

wS,zS

∏
L∈T (z)

L(x) =
∑
T

∑
z∈T−1(T )

∏
S∈G

wS,zS

∏
L∈T (z)

L(x)

=
∑
T

∏
(S,N)∈T

wS,N
∏
L∈T

L(x)
(∑

z̄

∏
S∈S̄T

wS,z̄S

)
︸ ︷︷ ︸

=1

= S(x).

(4.4)

This is the SPN distribution as a latent variable model, where z is marginalized out.

4.2.2 Region graph

Region graph is a vectorized representation of an SPN, used to help presenting the
scope function ψ through the computational graph. Computational graph in this thesis
follows a tree-shaped region graph. Region graph is a tuple (R, ξ), where ξ indicates
the scope function and the R indicates a directed acyclic graph consisting of partition
nodes A and region nodes R. A and R represent groups of all partition nodes and all
region nodes in the graph. The graph R has only one root node.

Definition 4.2.1. The scope function of a region graph is a function ξ : Q 7→ 2X and
it has the following properties:

1. If Q is the root node, then ξ(Q) = X.

2. If Q is a region with children or a partition, then ξ(Q) = ∪Q′∈ch(Q)ξ(Q′).

3. For each A ∈ A we have ∀R,R′ ∈ ch(A): ξ(R) = ξ(R′) = ∅.

4. For each R ∈ R we have ∀A ∈ ch(R): ξ(R) = ξ(A).

These properties correspond with the properties of a scope function of an SPN.
An SPN can be formed based on a region graph. For the root region node there

would be a sum node introduced and for leaf regions there would be I SPN leaves
introduced. For any other region that is not root or leaf, there would be J sum nodes
introduced. Here I and J are hyperparameters of the model. For every partition in
R, all cross products of nodes from A’s child regions ch(A) = {R1, ..., RK} would be
introduced. Here Nk is a set of nodes in each region Rk, forming all the possible cross-
products is then N1 × · · · ×NK for 1 ≤ k ≤ K. Here Nk ∈Nk. The scope function ψ
of an SPN is inherited from ξ.
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4.2.3 Region graphs in structure learning

When performing structure learning, the dimensions of a data set are passed through
an SPN. There is a latent variable yA,d assigning a dimension d to a particular child
R1, ..., R|ch(A)| of a partition A. This latent variable has as many states as the partition
has children. When passing the data dimensions through the network, an induced
scope function is used. Induced scope function defines that when introducing a latent
variable to assign a dimension to a child, all partitions before this in the induced tree
have decided the assign the dimension to this path. The induced scope function defines
a unique path in the region graph since it is tree shaped.

4.2.4 Bayesian SPN model

In the Bayesian SPN model, the sum weights, leaf node parameters and latent variables
y are equipped with priors. Sum weights and latent variables y use Dirichlet priors.
From this we get the following Bayesian SPN model:

wS | α ∼ Dir (wS | α) ∀S, zS,n |wS ∼ Cat (zS,n |wS) ∀S ∀n,

vP | β ∼ Dir (vP | β) ∀P, yS,n | vP ∼ Cat (vP,d | vP ) ∀P ∀d, (4.5)

θL | γ ∼ p(θL | γ) ∀L, xn | zn,y, θ ∼
∏

L∈T (zn)
L(xy,n | θL) ∀n.

The plate notation of the model is presented in the figure 4.2 where the directed
edges present dependencies between variables.

zS,n

wS

xn,d yP,d vP

θL,dα

β

γd

∀S ∈ S

n ∈ 1 : N

d ∈ 1 : D

∀P ∈ P

Figure 4.2: Plate notation of the Bayesian SPN model.

4.3 Algorithm for Bayesian learning of Sum-
Product Networks

In this section we will discuss the algorithm implemented for Bayesian learning of an
SPN, where we simultaneously perform parameter and structure learning by alternating
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between them and aim for globally good SPN structure. The algorithm∗ implemented
for this thesis is a variation of the algorithm from the article Bayesian Learning of
Sum-Product Networks by Trapp et al. [6].

4.3.1 Parameter Learning

In parameter learning, the latent variables z, the sum weights w and the leaf parameters
θ are sampled. We begin by sampling the latent variables for each sum node. They
are sampled by using SPN ancestral sampling which means the sampling happens by
forming induced trees [46]. Induced trees were discussed in subsection 4.2.1. This
is done for one data point at the time, the data point in question is passed through
the network along the induced tree the latent variable assignments are forming. The
latent variable assignments are sampled using Metropolis-Hasting MCMC. The used
proposal distribution is a discrete uniform distribution. In this way, the leaf nodes in
the induced trees end up having some sets of data points, based on which the leaf node
parameters are updated later. After the data point has ended up to a certain leaf, it is
assigned to some likelihood model in the leaf. The set of all likelihood models for each
dimension is denoted by L. The sample is assigned to a likelihood model inside the
leaf using a latent variable s which is sampled in the same way as the latent variable
z. The latent variable s has also likelihood weights Ω associated with it and it has
as many stated as there are likelihood models. Each leaf node has a likelihood weight
assigned to each likelihood model.

After the latent variables are sampled, it is time to sample the sum weights. These
are sampled from a Dirichlet distribution which is Dir(α + cS,1, ..., α + cS,KS

). Here
cS,k is the amount of data points or latent variable assignments for sum node S, i.e.,
cS,k = ∑N

n=1 1[zS,n = k]. In other words, it is a counter of all of the data points passed
through the sum node. The α is a predefined constant, for example, one. After this,
the likelihood weights Ω need to be sampled similarly from a Dirichlet distribution
Dir(α+ bd,1, ..., α+ bd,ld), where bd,l = ∑N

n=1 1[sdn = l]. In other words, this is a counter
of how many data points has been assigned to a specific likelihood model. Similarly,
here α is a constant.

After sum weight sampling, the leaf parameters are updated by using conjugate
distributions. After previous steps, the likelihood models in leaf nodes have some set of
data points, but it might also be that the leaf node did not get included into any induced
tree and was left without data. It might as well be that some specific likelihood model
in a leaf was left without data. As mentioned earlier, each of the leaf nodes has a pre-
defined set of likelihood models for all of the random variable. These likelihood models

∗https://github.com/mnoora/Bayesian-learning-of-SPNs
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are equipped with suitable priors, making it viable to use the features of conjugate
distributions. The data points in each likelihood model in each leaf are used to update
model parameters using the aspects of conjugate distributions. The hyperparameters
of a distribution can be updated with the data in a leaf, and the hyperparameters can
in turn be used to update the posterior parameters. These posterior parameters can
be used as the prior distribution parameters in the next iteration, enabling the model
to pick up new information on every iteration.

4.3.2 Structure Learning

In structure learning, the dimensions of the data are spread across the SPN. Collapsed
Gibbs sampler is used to achieve this, details about the method were discussed deeper
in Section 2.3.3. The method is used to sample all yA,d assignments from a conditional
distribution where the dependency structure v is marginalized out. yA,d is a latent
variable assigning dimension d to a particular child of partition node A. The probability
of assigning dimension d under child k under partition node A is the following:

p(yA,d = k|yA,�d,yA\A,d, X, z, θ, β) ∝ p(yA,d = k|yA,�d, β)p(X|yA,d = k,yA\A,d, z, θ).
(4.6)

Here yA indicates the set of all dimension assignments to A, yA,�d indicates yA without
dimension d and yA\A,d indicates all assignments of dimension d on all partition nodes
except node A. The same equation was presented in the article by Trapp et al. [6]
where the left and right sides of the equation were marked as equal although in reality,
they are proportional to each other.

The first term on the right side of the equation can be calculated with the fol-
lowing

p(yA,d = k|yA,�d, β) = β +mA,k∑|ch(A)|
j=1 β +mA,k

. (4.7)

Here m is a component count, mA,k = ∑
d∈ψ(A)\d 1[yA,d = k]. In other words, it is the

number of dimension assignments the node A has received.
The second term on the right side of the equation is a product of the marginal

likelihood terms of all product nodes P in A. It is known that assignments to yA,d are
more probable if other dimensions have been assigned to the same child node, making
the component count larger.

With this formula, we can learn a structure for an SPN.





5. Experimental Results

This chapter presents and discusses the experiments done in this thesis. The main
goal of the experiments is to observe the outcomes of using the algorithm developed in
different scenarios which include using data sets of different sizes and data with varying
complexity. Lastly, conclusions are discussed.

5.1 A small and simple SPN

The first experiment focuses on exploring the abilities of a small and simple SPN in
learning patterns from a simple data set.

5.1.1 Details of the experiment

In this experiment, we will test the ability of an SPN in learning a data set. We will
use data sets of three different sizes, of 1000, 5000 and 20000 data points, to see how
the data set size affects the learning results. We expect to obtain more accurate results
when using larger data sets.

The experiment is kept simple by using data sets with only a few dimensions and
distributions. In addition to this, the SPN is kept small and simple. The data sets
used here were generated from an SPN constructed with SPFlow framework [48], hence
the used data is synthetic. The approach of using synthetic data to evaluate machine
learning models is widely used [49]. The three data sets have the same dimensions and
distributions, the only difference in them being the size of the data set.

SPFlow∗ is an open-source Python library for creating SPNs and operating with
them. It offers utilities for performing probabilistic operations with SPNs such as
inference and computing marginals and conditionals. In addition to this, it helps in
visualization as it has functionality for plotting an SPN based on the configuration code
[48]. The data set used in the experiment was generated by using the functionality of
the framework.

The SPN presented in Figure 5.1 is used for generating a simple data set with two
∗https://github.com/SPFlow/SPFlow
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Figure 5.1: The SPN used for generating data.

(a) L1 (b) L3

Figure 5.2: Histograms of the distribution of Poisson λ for leaves L1 and L3 for experiments with
data sets of 1000, 5000 and 20000 data points.

dimensions, Gaussian(µ = 19, σ2 = 2) as the first dimension and Poisson(λ = 1) as
the second dimension. In addition to this SPN, another SPN with the same structure
is constructed without any weights or parameters. The data set produced by the data
generating SPN is fed through the second SPN with empty weights and parameters,
with the goal of it learning from the data the same weights and parameters as the data
generating SPN had.

5.1.2 Results

In this first experiment, the goal is to experiment how a small SPN with a simple
structure, without any weights or parameters, can learn these from data. The exper-
iment was run for 10000 iterations with data sets consisting of 1000, 5000 and 20000
data points. After the learning process, the weights and parameters between the data
generating SPN and the test SPN were compared to see how close they would be to
each other. It is worth noticing that the parameter values will not be exact matches,
because of the nature of the learning algorithm. If the SPN has been able to learn
successfully, the sampled parameters should center around the corresponding original
parameter values from the generating SPN.
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(a) L0: µ (b) L2: µ

(c) L0: σ2 (d) L2: σ2

Figure 5.3: Histograms of the distribution of Gaussian µ and σ2 for leaves L0 and L2 for experiments
with data sets of 1000, 5000 and 20000 data points.

Figure 5.2 shows the histograms of Poisson λ parameter values for leaves L1

and L3 for the experiments with the three different size data sets. The histograms
are centered around 1, which is the target value in this experiment for λ. We can see
that the histograms are narrower and more focused when using larger data sets. This
indicates that by having more data, the results are more precise. In figure 5.2a, the
histograms are more closely centered around 1 and in figure 5.2b, the histograms are
wider.

Figure 5.3 shows the corresponding histograms for leaves L0 and L2 for parameters
µ and σ2. Similarly, here we can see that the more data there is in the experiment,
the more the histograms are centered around the target values, 19 for µ and 2 for σ2.
One interesting thing to notice is in figure 5.3c where we can see the histogram for the
data set of size 1000 centering approximately around 3. We can see that by increasing
the size of the data set, the histogram shifts towards the correct value, 2. From the
histograms for L3 we can see that the histogram for data set of 5000 is the widest one.
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(a) Data set of 1000 data points. (b) Data set of 5000 data points. (c) Data set of 20000 data points.

Figure 5.4: Deviation of Poisson λ parameter samples compared to the parameter of the generating
model as a function of iterations for leaf L1 with three different size data sets.

(a) Data set of 1000 data points. (b) Data set of 5000 data points. (c) Data set of 20000 data points.

Figure 5.5: Deviation of Poisson λ parameter samples compared to the parameter of the generating
model as a function of iterations for leaf L3 with three different size data sets.

This result is surprising because the assumption was that the histogram with less data
would be wider, like we have seen for the other leaves and parameters. Although, the
histogram for the largest data set is the narrowest, as we expected.

Figure 5.4 and figure 5.5 show the deviation of the samples compared to the pa-
rameters of the generating model for Poisson λ as a function of the iterations for leaves
L1 and L3. The deviation is expected to decrease as the number of iterations grow, as
the SPN should learn the parameters better and therefore decrease the deviation of the
parameter samples. Although, it is important to notice that some amount of deviation
should always stay as the parameters have some variance in them. From the figures,
it can be clearly seen that the deviation goes towards zero as the number of iterations
grow when using the two largest data sets. For the largest data set, the deviation
decreases the most. When using the smallest data set, the deviation does not decrease.
This can be understood to happen because the size of the data set is small and causing
the learning process to have difficulties in being able to spot patterns from the data.

We can notice that the deviation stabilizes after certain number of iterations have
passed when using the two largest data sets. This happens roughly at 500 iterations
for the second largest data set and at 1000 iterations for the largest data set. This
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(a) Data set of 1000 data points: µ (b) Data set of 5000 data points: µ (c) Data set of 20000 data points: µ

(d) Data set of 1000 data points: σ2 (e) Data set of 5000 data points: σ2 (f) Data set of 20000 data points: σ2

Figure 5.6: Deviations of Gaussian µ and σ2 parameters compared to the parameters of the gen-
erating model as a function of iterations for leaf L0 for experiments with three different size data
sets.

can be understood to happen because the learning process will require more iterations
when dealing with larger sets of data. The fact that the deviation rate stabilizes after
a rather small number of iterations can be explained by the simplicity of the SPN and
the used data. For this reason, the figures go only to 3000 iterations whereas the whole
experiment was run for 10000 iterations. There were not any clear decreases of the
deviation between iterations 3000 and 10000 which led to the decision to only show a
subset of iterations in these figures, as only they show relevant results.

Figure 5.6 and figure 5.7 show the deviation of Gaussian parameters µ and σ2

compared to the parameters of the generating model as a function of iterations for
leaves L0 and L2. Like in the previous figures for Poisson parameters, we can see the
deviation significantly decreasing as the number of iterations grow when using the two
largest data sets. Between these two sizes, the deviation for the largest one decreases
the most. Here as well, the deviations stabilize after the same number of iterations
has passed, like described earlier. Afterwhich, there are no clear signs of the deviation
decreasing. For the leaf L2, there is significantly more deviation in the beginning of the
learning process than for leaf L0, but it also decreases efficiently with the two largest
data sets. The deviation when using the smallest data set does not decrease when the
iterations grow, which can be explained by the small amount of data.
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(a) Data set of 1000 data points: µ (b) Data set of 5000 data points: µ (c) Data set of 20000 data points: µ

(d) Data set of 1000 data points: σ2 (e) Data set of 5000 data points: σ2 (f) Data set of 20000 data points: σ2

Figure 5.7: Deviations of Gaussian µ and σ2 parameters compared to the parameters of the gen-
erating model as a function of iterations for leaf L2 for experiments with three different size data
sets.

5.2 A larger and more complex SPN

The second experiment focuses on exploring the ability of a larger and more complicated
SPN to learn patterns from data. In addition to this, the data used in this experiment
is more complicated.

5.2.1 Details of the experiment

The goal of this experiment is to examine how the learning algorithm functions with
a larger SPN and a data set with more dimensions. This data set is produced by
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{X2} {X3}{X2} {X3}{X0} {X1}{X0} {X1} {X1} {X2}{X1} {X2} {X0} {X3}{X0} {X3}

Figure 5.8: The SPN used for generating data.
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(a) X0 (b) X1

(c) X2 (d) X3

Figure 5.9: Distributions for each dimension in the data set.

an SPN seen in the figure 5.8. Similarly to the last experiment, the data will be fed
to another SPN and we aim to see how well the SPN can learn the structure and
parameters from the data by comparing those to the structure and the parameters of
the generating model. The SPN used in this experiment is notably larger than in the
first experiment, making the learning task more challenging. With a larger SPN, there
are more possibilities for the scope functions, for example. It is not guaranteed that
the layout of the scope is optimal in the data generating SPN and because of this it is
possible for the SPN to arrange differently and obtain a possibly more suitable setup
for the data set in question.

From figure 5.9 we can see the distributions each of the dimensions contain in the
data set. Dimensions X0, X1 and X2 each contain only one distribution to restrict the
amount of complexity in the data. Dimension X3 has two distributions, Gaussian and
Exponential, bringing more challenges for the learning algorithm as it would need to
identify two different patterns from the data for this dimension.
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Figure 5.10: The learned effective structure at iteration 10000 with sum node weights. The sum
node weights are shown with two decimals.

5.2.2 Results

In this experiment the goal was to see how a larger SPN can learn a data set. The
experiment was run for 10000 iterations with a data set of 7000 data points. This
experiment was repeated three times using different starting values and random seed.
The expectation is that all of the outcomes from the repeated experiments should be
similar.

From the figure 5.10 we can see the effective structure learned during the last
iteration of the experiment, at iteration 10000. We can notice some differences in
the structure between the SPNs, which was expected as there are more possibilities
for the learning outcome with a larger SPN. Apart from the differences, there are also
similarities. If we focus on the right side of the SPN, we can see that the arrangement of
the dimensions is similar compared to the generating model. We can see that the main
difference there is that the left sub-tree has an extra dimension, X0, which originally
was on the right sub-tree. When focusing on the left side of the SPN, we can see that
here the differences and similarities are similar compared to the other side of the SPN.
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(a) X1: Poisson λ (b) X2: Expopnential λ

(c) X0: Gaussian µ (d) X0: Gaussian σ2

Figure 5.11: Histograms of the leaf distributions for dimensions X0, X1 and X2 from three repeated
runs of the experiment.

Here X1 is in a different sub-tree, leaving X0 to be the only dimension in the most
left sub-tree in the SPN. As the learned effective structure viewed here is from the last
iteration, Appendix A has additional effective structures from iterations 5000, 6000,
7000, 8000 and 9000 with sum node weights attached to them to shed light on the
structure during the learning process.

Another thing we can notice from figure 5.10 are the learned sum node weights.
From the figure we can see that all of the weights are close to 0.5 which is different
compared to the generating model. Here it is important to notice that the weights
are related to the overall structure of the SPN which is also different between the two
SPNs.

Figure 5.11 shows histograms of distribution parameters for dimensions X0, X1

and X2. From the figures we can see that the parameters center around or near the
correct values for Gaussian(µ = 19, σ2 = 2) in dimension X0, Poisson(λ = 3) in
dimension X1 and Exponential(λ = 1) in dimension X2. For dimensions X1 and X2,
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(a) X3: Gaussian µ (b) X3: Gaussian σ2

(c) X3: Exponential λ

Figure 5.12: Histograms of Gaussian and Exponential parameters for dimension X3 from three
repeated runs of the experiment.

the histograms center around the correct value, whereas for dimension X0 the situation
is different. The histograms for the µ parameter are centered around the correct value
but we can see one of the histograms being wider than the others. Also, the histograms
for σ2 are shifted from the correct value 2. Here, we can see that the histograms from
the repeated experiments center around different values which means that the learning
outcome varied between repetitions which is not desirable. Based on this, the SPN has
been able to learn the patterns from data concerning these dimensions.

Figure 5.12 shows the histograms for Gaussian and Poisson parameters for di-
mension X3 in leaf L15. For this dimension, the generating model had Gaussian(µ =
12, σ2 = 1) and Exponential(λ = 2) distributions. In these figures, the histograms cen-
ter around completely different values compared to the values of the generating model,
for example, in figure 5.12a, the histogram is centered around 5 whereas the value of the
parameter in the generating model is 12. Similarly, the histogram for the Exponential
λ is centered around 0.2 whereas the parameter value of the generating model was
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(a) Dimension X0. (b) Dimension X3.

Figure 5.13: Deviation of Gaussian µ parameter samples compared to the parameter of the gener-
ating model as a function of iterations for dimension X0 in leaf L4 and dimension X3 in leaf L10 from
three repeated runs of the experiment.

2. Based on the results, the model has not been able to identify these two patterns
from the data and therefore been unable to learn these parameters. Although, here
we can see no variation on the value around which the histograms between repeated
experiments center around.

From figure 5.13 we can see the deviation of Gaussian µ parameter samples com-
pared to the parameter of the generating model. Figure 5.13a shows it for dimension
X0 in leaf L14 and from it we can see the deviation decreasing and then stabilizing at
around 500 iterations. In the first experiment we experienced a similar effect, where at
some number of iterations the deviation stabilized to values close to zero. An important
aspect here is to acknowledge that there will always be some variance in the sampled
parameter values, thus the deviation will not disappear completely. The behavior in
this figure shows that the SPN has been able to identify patterns from the data as the
deviation has efficiently decreased.

Similarly, figure 5.13b shows the deviation of the Gaussian µ parameter samples
for dimension X3 in leaf L10. Dimension X3 contains both Gaussian and Exponential
distributions, and from the earlier histograms we were able to see that the SPN was not
able to identify these distributions from the data. Instead of that, the learned patterns
were from somewhere in between the parameters from these two distributions. This
figure also supports the same claim. The deviation does not decrease and instead stays
at a high value compared to the figure on the left. From this we can see that the SPN
has not been able to reduce the deviation by learning, thus it has been unable to learn
the patterns from the data.

We calculated average log-likelihood of the SPN which resulted from one of the
repeated experiments with a test data set of 2000 data points. Log-likelihood measures
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Figure 5.14: The learned effective structure at iteration 10000.

how well a model fits a data set, in other words, how well a model describes a data
set. The larger value the log-likelihood has, the better the model represents the data.
The result we got for the average log-likelihood for the test data set using the SPN
was -61.7 and the corresponding average log-likelihood for the generating model was
-6.5. From these values we can see that the SPN resulted from the learning does worse
in describing the data compared to the generating model. This is although something
which we could assume as the model was not able to learn one of the dimensions, X3.

Using Gibbs sampling

The algorithm was additionally implemented with Gibbs sampling, instead of using
Metropolis-Hastings MCMC, to be able to compare between using these two meth-
ods. The same experiment was ran using Gibbs sampling, repeated three times using
different starting values and random seed.

The learned effective structure in figure 5.14 shows the layout of the scope function
and the learned sum node weights from the last iteration of the learning process. From
the figure we can see the similarity to figure 5.10 from the previous experiment regarding
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(a) X1: Poisson λ (b) X2: Exponential λ

(c) X0: Gaussian µ (d) X0: Gaussian σ2

Figure 5.15: Histograms of the leaf distributions for dimensions X0, X1 and X2 from three repeated
runs of the experiment.

the scope function. The learned arrangement of the dimensions is different from the
original arrangement, although some similarities can be found. For example, on the
left side of the SPN the dimension X2 has switched from the right sub-tree to the left
one. Even though the result regarding the scope function is similar compared to the
previous experiment, the situation is different with the sum node weights. The learned
sum node weights in figure 5.10 were all pairs of approximately 0.5 and 0.5, whereas
here the weights have different values. In many cases the learned weights are very close
to the correct weight values as we can see from the figure. Although, it is important to
keep in mind that the learned sum node weights are only relevant with the SPN at that
moment of the last iteration and depend on the other aspects of the SPN. Similarly,
here Appendix B has additional effective structures from iterations 5000, 6000, 7000,
8000 and 9000 with sum node weights attached to them to shed light on the structure
during the learning process.

From figure 5.15 we can see the histograms centering around the correct values for
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(a) X3: Gaussian µ (b) X3: Gaussian σ2

(c) X3: Exponential λ

Figure 5.16: Histograms of Gaussian and Exponential parameters for dimension X3 from three
repeated runs of the experiment.

the parameters for dimensions X0, X1 and X2. Only Gaussian σ2 for dimension X0 is
shifted to the right, but it is still close to the correct parameter value, 2. These figures
show that the width of these histograms is larger than the width of the corresponding
histograms in the previous experiment. The histograms here have also longer tails.
We can as well see that all of the histograms between repeated experiments are very
similar and center around same values which was the expectation.

Figure 5.16 shows the histograms of the parameter values for dimension X3 which
contains two distributions, Gaussian and Exponential. In the previous experiment,
the outcome for this dimension was not successful and we can see here the same out-
come. The parameter values for both Gaussian and Exponential distributions center
around wrong values. These are although the same values which the histograms cen-
tered around in the previous experiment.

The deviations of the Gaussian distribution parameter samples compared to the
parameters of the generating model as a function of iterations for dimensions X0 and
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(a) Dimension X0 (b) Dimension X3

Figure 5.17: Deviation of Gaussian µ parameter samples compared to the parameters of the gen-
erating model as a function of iterations for dimension X0 and X3 from three repeated runs of the
experiment.

X3 in figure 5.17 are similar compared to the deviations from the previous experiment.
For dimension X0, the deviation has some higher values in the beginning of the learning
process and after some iterations it settles into a relatively low value. For dimension
X3, the situation is different, the deviations stay at a high level. This could also be
seen from the previous figures where the histograms centered around incorrect values.

Here as well, we calculated average log-likelihood of the SPN which resulted from
one of the repeated experiments with a test data set of 2000 data points. The result
we got for the average log-likelihood for this set of data using was -65.5. This is
slightly worse than the average log-likelihood we got when using the algorithm with
Metropolis-Hastings MCMC.

5.3 Conclusions

The objective of this thesis was to explore sum-product networks and their capabilities
in learning from data. An SPN learning algorithm was developed using Metropolis-
Hasting Markov chain Monte Carlo and Bayesian inference. The algorithm was based
on the algorithm by Trapp et al. [6], the only difference in them being the usage
of Metropolis-Hasting Markov chain Monte Carlo instead of Gibbs Sampling. The
algorithm was examined by running two experiments with different size SPNs. A
simple and small SPN was used in the first experiment, and the learning experiment
was run with data sets of three different sizes to explore how the size of the data
affects the result of the learning. In the experiment, we observed that having more
data increases the SPN’s ability for learning the underlying patterns from the data.

In the second experiment, the learning algorithm was used on a larger SPN. There
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we saw that the larger the SPN is, the more difficult the learning process becomes as
there are possibilities, for example, for the scope function. Also, the computation itself
becomes more heavier as there are more node operations to compute. From the results
we saw that the learned scope for the SPN was not the same as the original scope,
and from this we can conclude that with a large SPN there can be more possibilities
for the scope function. It is not guaranteed that the original scope was ideal for the
data and this means there is a change for the SPN to learn a different scope which
can better describe the data. In this experiment, we saw that having more than one
distribution in a dimension brings challenges to the model. The model was not able to
identify two different patterns within one dimension, as the learned parameters were
from somewhere in the middle of the original parameters. Also, we saw that in this case
the deviation of the parameter samples compared to the parameters of the generating
model did not decrease and that is stayed on a rather high level compared to the other
deviations explored and showed. For the dimensions containing only one distribution,
the learning outcome was successful. The experiment was repeated three times which
enabled us to compare the results between the repetitions. The results were similar
between repeated experiments although we saw some differences in some histograms
which indicated a slightly different outcome between the tests.

The algorithm was implemented additionally with Gibbs sampling and the second
experiment was repeated using this algorithm. The results were similar compared to
the previous experiment. Here we saw the model’s ability to learn the parameters from
the dimensions containing only one distribution and the inability in learning those
from dimensions containing more than one distribution. This experiment was repeated
three times and by comparing the results we saw the same results between repeated
experiments. In the previous experiment we experienced some differences between
different runs of the same test which was not optimal as the learning outcomes should
be very similar. In this sense, using Gibbs sampling in the learning algorithm shows
better results.



6. Discussion

This thesis gave an overview on sum-product networks and some learning algorithms
used for these models. SPNs are graphical models which are able to represent com-
plex data which can be a challenge for other models. A learning algorithm was im-
plemented incorporating Bayesian inference and Metropolis-Hastings MCMC, and we
experimented with the said algorithm to gather information on how it performs in a
few different settings. The implemented algorithm is based on a learning algorithm by
Trapp et al. [6] which is a Bayesian learning algorithm for SPNs which, among other
methods, uses, for example, Gibbs sampling. The algorithm implemented for this the-
sis uses Metropolis-Hastings MCMC instead of Gibbs sampling, but from other aspects
the algorithms correspond to each other. The implemented algorithm was examined by
running experiments which enabled us to answer some of the research questions based
on the results.

When running the experiments, we started from an experiment with a simpler
setting, using a small SPN and a simple data set containing only a few dimensions.
This made it easier to observe the behavior during the learning as the possibilities in
the learning process are limited because of the small number of nodes in the network.
In this experiment, three different size data sets were used to gather knowledge on
how the data set size affects the learning outcome. The used data set sizes were 1000,
5000 and 20000. The data was generated using an SPN, after which the data sets
where fed to another SPN aiming to see how well this second SPN is able to learn the
parameters of the data generating SPN. From the results it could be seen that having
more data makes the learning results more accurate. This was visible, for example, in
the histograms of the deviations of the parameter samples compared to the parameters
of the generating model, where the deviations stabilized to lower values when using
larger data sets. For all of the three data set sizes, the learned parameter values
were very close to the correct values, although with larger data sets the histograms
representing the values were narrower and more focused on the correct values. From
this experiment we could conclude that having larger data sets helps the learning as
it helps the SPN to identify the patterns from the data. From this experiment we
could see that the SPN model works in this setting, and is able to detect patterns from
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data. In this experiment, we were able to see the effect of data set size on the learning
outcomes and overall, how a small SPN performs in a simple learning task. However,
this experiment was not able to give us information on how the SPN works in a more
complex setting and give comparison on using Metropolis-Hastings MCMC instead of
Gibbs sampling.

The second experiment was done using a larger SPN and a more complicated
data set consisting of four dimensions. Out of these four, three of the dimensions con-
tained only one distribution whereas the last dimension contained two distributions in
order to raise the difficulty of the learning task. The experiment was run three times
to ensure reliable results as the results from repeated runs of the same experiment
should be the same. From the results we saw how the outcomes in all repeated runs of
the experiment were very similar, although some small differences were spotted. The
results showed that for the dimensions containing only one distribution, the SPN was
able to successfully learn the model parameters. For the one dimension containing two
distributions, the SPN was not able to successfully learn. For this dimension, the de-
viation of the sampled parameter values compared to the parameters of the generating
model stayed at a high level and the outcome of the learned parameter values were
incorrect. In this experiment we explored the outcome of the SPN structure learning
and compared the results to the structure of the data generating model. The outcome
of the structure learning was that the learned SPN structure was not corresponding
to the structure of the data generating SPN. Important thing to remember is that be-
forehand we acknowledged that the learned structure might not be the structure of the
generating model as with a larger SPN it is possible that the model learns a structure
more suitable. Although, the learned structure was tested by computing average log-
likelihood for a test data set and the log-likelihood computed for the SPN was worse
than the corresponding value for the generating model. From this we can deduce that
the structure learning in this experiment was not successful. To summarize, in this
experiment, we were able compare using two different MCMC methods and examine
the learning outcomes, concerning parameters and structure, when using a larger SPN.

To be able to answer to one the research questions concerning the comparison
of using Metropolis-Hastings MCMC and Gibbs sampling in the learning algorithm,
the algorithm used in this thesis was additionally implemented using Gibbs sampling.
The same, previously described experiment was ran for this algorithm and the results
were presented and compared to the previous results. From these results we saw sim-
ilar outcomes compared to using Metropolis-Hastings MCMC, here the SPN model
was able to learn parameters for the dimensions containing only one distribution but
for the dimension containing two distributions the learning was not successful. Com-
pared to the previous experiment, here we saw wider parameter sample histograms
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with longer tails. There were no clear benefits between these two variations, using
Metropolis-Hastings MCMC or Gibbs sampling. In both cases there were some unsuc-
cessful learning outcomes with more complicated data but with simpler data both of
these variations were able to identify the relevant patterns. Both of these experiments
were repeated three times to ensure constant results between reruns. When using
Metropolis-Hastings MCMC, we could see some differences in the learning outcomes
which is not ideal. When using Gibbs sampling, the results between all the runs were
similar.

One important aspect to discuss, when discussing the experiments, is the limita-
tions. One most prominent limitation in the experiments done is the size of the used
SPNs. Simple and small SPNs have limited ability in learning patterns from data as
they have small number of nodes to perform the needed computations. In addition to
this, small SPNs have less flexibility in the learning process, as the number of nodes
affect the number of possibilities the SPN has, for example, in laying out the scope or in
dividing the data across the network and nodes. Although, while having a larger SPN
increases the learning capabilities of the network, it also makes the learning process
more complex as there are more possibilities for the learning as there are more nodes.
For a data set, there can be multiple good ways for the SPN to assemble itself, so the
learning outcome can be different when comparing it, for example, to a data generat-
ing SPN. Another thing which increases as the SPN size grows, is the computing time.
SPNs with more nodes have more computations to perform for each iteration of the
learning process.

One limitation in the experiments is the used data. The data used in the exper-
iment was simple, containing only a few dimensions and different distributions. The
simplicity of the data affects the learning process, as SPN can learn simpler data easier.
By using a more complex data set, more interesting results could have been obtained.
From the results of the second experiment, we could already see that the SPN was
not able to identify patterns within dimensions containing more than one distribution.
Although, when using complex data, the data sets need to be large for a successful
learning outcome. The effect of the data set size was shown in the first experiment.
This in turn indicates that the learning process becomes more computationally de-
manding as larger data sets require more computation.

The experiments done covered some aspects, but there were also some aspects
left for further experiments. One aspect for exploring would be using larger amount
of data. Another aspect for exploring is using real-world data as all of the used data
in the experiments here were synthetic. Also, a more fine-grained comparison between
the algorithms using Metropolis-Hastings MCMC and Gibbs sampling could be done
in order to gather more information on the difference of these methods. In addition to
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this, this thesis only considered SPNs with a binary tree structure, hence one aspect
to explore would be to investigate using different structures.
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Appendix A. Effective structures with Metropolis-Hastings
MCMC

+
0.50 0.50

× ×

+
0.51 0.49

+
0.50 0.50

+
0.49 0.51

+
0.46 0.54

× ×× × × × × ×

{X1} {X1}{X2, X3} {X0} {X0, X2, X3} {X0, X3} {X0} {X3} {X1, X2} {X1, X2}

Figure A.1: The learned effective structure at iteration 9000.
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Figure A.2: The learned effective structure at iteration 8000.
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Figure A.3: The learned effective structure at iteration 7000.
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Figure A.4: The learned effective structure at iteration 6000.
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Figure A.5: The learned effective structure at iteration 5000.



Appendix B. Effective structures with Gibbs Sampling
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Figure B.1: The learned effective structure at iteration 9000.
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Figure B.2: The learned effective structure at iteration 8000.
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Figure B.3: The learned effective structure at iteration 7000.

59



60 Appendix B. Effective structures with Gibbs Sampling

+
0.89 0.11

× ×

+
0.89 0.11

+
0.15 0.85

+
0.47 0.53

+
0.60 0.40

× ×× × × × × ×

{X1, X3} {X1} {X3} {X0, X2} {X0, X2}{X2, X3} {X2, X3} {X0, X1} {X1} {X0}

Figure B.4: The learned effective structure at iteration 6000.
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Figure B.5: The learned effective structure at iteration 5000.
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