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Abstract

This paper investigates the sociolinguistic factors that impact the typology and evolu-

tion of grammatical gender systems in northwestern Bantu, the most diverse area of

the Bantu-speaking world. We base our analyses on a typological classification of 179

northwestern Bantu languages, focusing on various instances of semantic agreement

and their role in the erosionof gendermarking. In addition,we conduct in-depth analy-

ses of the sociolinguistics and population history of the 17 languages of the samplewith

themost eroded gender systems. The sociohistorical factors identified to explain these

highly eroded systems are then translated into a set of explanatory variables, which

we use to conduct extensive quantitative analyses on the 179 language sample. These

variables are population size, longitude, latitude, relationship with the Central African

rainforest, and border with Ubangi/Central Sudanic languages. All these measures are

relevant, with population size and bordering with Ubangi/Central Sudanic being the

most robust factors in accounting for the distribution of gender restructuring.We con-

clude that fine-tuned variable design tailored to language and area-specific ecologies

is crucial to the advancement of quantitative sociolinguistic typology.
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1 Introduction

Grammatical gender is a relatively common feature in the languages of the

world. It is found on all five continents and is characterized by substantial

crosslinguistic variation at both the semantic and the morphosyntactic lev-

els. In languages with grammatical gender, nouns are distributed into classes,

which can be semantically, morphologically, and/or phonologically motivated,

but also opaque (Corbett 2013; Dahl 2000, 2019; Wälchli & Di Garbo 2019).

Gender assignment, that is, the mechanisms whereby nouns are allocated to

gender classes, can be sex-based (as in German, which distinguishes between

masculine, feminine, and neuter nouns) or non-sex-based (as in Swahili, which

distinguishes betweengender 1/2,whichmostly containshumannouns; gender

3/4, which contains plants and body parts; and so on). Structural evidence for

patterns of gender assignment comes from inflectional markers that are dis-

played beyond nouns, that is, typically, on adnominal modifiers, predicative

constructions, and different types of pronouns. The inflections on these words

point to the gender of the noun they are associated with. These patterns of

displaced marking are referred to as instances of gender agreement; the word

classes that carry agreement are labeled agreement targets, while the nouns

that trigger agreement are labeled controllers of agreement (Corbett 1991).

The evolution of gender systems is said to be particularly sensitive to aspects

of the social history of speech communities. Three remarks of this kind that are

often repeated are:

1. Gender systems are highly grammaticalized and presuppose nontrivial

historical developments (Corbett 1991; Dahl 2004).

2. Gender systems are very stable at the language-family level (Nichols 1992,

2003).

3. Gender systems are hard to master in non-native language acquisition

(McWhorter 2007) and tend to break down under the pressure of intense

language contact (Dahl 2019; Trudgill 1999).

In this paper we take (1) and (2) as our points of departure and put (3) to the

test. We do this by conducting a sociolinguistic typological study of grammat-

ical gender in the Bantu language family, focusing on 179 languages spoken in
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the northwestern part of the Bantu area (our definition of northwestern Bantu

is given in Section 2.3). Bantu languages are well known for their remarkable

and generally highly stable gender systems (also known as noun class systems;

Maho 1999; Katamba 2003), which are often portrayed as a conservative block

of pervasive patterns of gender agreement and gendermarking onnouns.How-

ever, significantly restructured and eroded systems of gender marking are also

attested, most prominently in the northwestern zones of the Bantu-speaking

world, where Bantu languages are and have been historically surrounded by

non-Bantu groupings, such as Ubangi and Central Sudanic.

Bantu languages are distributed over a huge geographical area and are spo-

ken by peoples whose sociohistorical profiles vary greatly, both in terms of

number of speakers and present and past contact scenarios. Models that take

population contact dynamics into account in order to explain the distribu-

tion of restructured and eroded systems of gender marking in the Bantu-

speaking world have occasionally been proposed in the literature (Maho 1999;

Güldemann 2018), but never really tested over a large language sample. Taken

together, these factors make the Bantu language family an ideal test case to

study howpatterns of gendermarking evolve in response to sociolinguistic and

environmental factors. This is what we aim to do in this paper.

We investigate whether the distribution of restructured and eroded systems

of gender marking can be explained through sociohistorical and environmen-

tal factors pertaining to the social history of the speech communities under

study. We do this via a research design where state-of-the-art statistical mod-

eling is combined with in-depth qualitative analyses of historical and ethno-

graphic resources, which are used as input for statistical variable design. In

developing this approach, we place special emphasis on the measures and

methods that can be used to investigate sociolinguistic typological questions.

This allows us to detect an effect of sociohistorical and environmental fac-

tors on the distribution of types of gender systems, which is in alignment with

our hypotheses. However, while this is the first large-scale comparative study

to demonstrate a link between the shape and fabric of gender systems and

sociogeographic factors related to language contact, the nature of this study is

exploratory rather thanconfirmatory.The conclusionswedraw fromour results

are deeply entrenched in the unique ecologies of the languages we study, and

additional factors, other than those considered here, may play a role in the dis-

tribution of the patterns that we observe.

The paper is organized as follows. Section 2 discusses relevant background

literature on the typology and evolution of gender systems, and provides an

overview of the Bantu language family and the typological profile of systems

of gender marking in this family. Section 3 digs into variable design. Section 4
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models the sociohistorical correlates of restructuring in northwestern Bantu

gender systems using generalized linear mixed models. Section 5 discusses

the results and provides some prospects for future research, while conclud-

ing remarks are offered in Section 6. Three appendices accompany the paper:

AppendixA reports on the data collection procedure, Appendix B is a list of the

sampled languages, and Appendix C is a table with further details on the soci-

olinguistic typology of seventeen languages with radically restructured gender

systems. Supplementary Information 1, 2, and 3 contain an additional figure,

further details and analyses related to the quantitative analyses reported on in

Section 4, and all code and data.

2 Background

2.1 The evolution of gender systems and its sociohistorical

and environmental correlates

The fact that, in spite of their overwhelming stability, gender systems are likely

to change, and sometimes even break down under the influence of language

contact is well known in the literature. Trudgill (1999) and McWhorter (2001,

2007) argue that while gender systems are highly stable in situations of native-

like language transmission, they can undergo erosion and eventually fade away

when adult learners start playing a significant role in the language ecology of

a speech community. In a recent crosslinguistic survey, Di Garbo (2020) inves-

tigates the evolution of morphosyntactic complexity in the domain of gender

marking and its sociohistorical correlates. The study finds that the reduction,

loss, and emergence of patterns of gender marking tend to be distributed in

areas at the crossroads between gendered and genderless languages and/or

families, and that asymmetries in population structure and/or prestige dynam-

ics between populations play an important role in the direction of change.

These results support the claim by Nichols (1992, 2003) that both presence

and absence of gender are reinforced by geography: languages with gender are

expected to neighbor each other, and languages where complete gender loss

occurs also neighbor each other or are surrounded by languages without gen-

der.

Even though solidly established, these generalizations have not received sta-

tistical validation through the analysis of large crosslinguistic data sets. On

the contrary, attempts at investigating the relationship between gender sys-

tems and sociohistorical or environmental factors from a quantitative point

of view have so far produced only negative evidence. Grammatical gender is

not included in the list of morphological features that Lupyan & Dale (2010)
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demonstrate to be sensitive to the effect of social structures. Dahl (2019) reports

that this omission is not due to lack of testing, but to the fact that, when tested

for the effect of population data, the gender features included in the World

Atlas of Language Structures (wals) yield inconsistent results. He further repli-

cates the results of Lupyan&Dale (2010) by correlating each of the gender fea-

tures in wals with the logarithm of the number of speakers for each language

in the sample,which is alsobasedonwals. Similar findings are reportedby Sin-

nemäki &Di Garbo (2018), who test whether population dynamics, which they

model through the combination of the log number of native speakers and the

proportion of second language speakers, have any effect on the distribution of

number of genders based on a sample of about 300 languages. The study finds

no significant effect of population size and population contact on the inven-

tory size of gender distinctions. Finally, when testing the generalization that

creole languages should exhibit radical simplification in several domains of

morphosyntax as compared to non-creoles, Blasi et al. (2017) find no indication

of such an adaptive response in the domain of gender marking on adnominal

modifiers nor on personal pronouns. In the languages of their sample, pres-

ence/absence of gender marking in these morphosyntactic domains is a sheer

reflectionof ancestry, that is, of the type of systemattested in the lexifier and/or

the substratum language.

In this paper, we argue that the discrepancy between qualitative crosslin-

guistic research and large-scale quantitative analyses that investigated the

impact of language contact on the evolution of gender systems is at least in

part due to inadequate variable design in studies of the latter type. All stud-

ies cited above except for Blasi et al. (2017) use the gender features in wals

(“Number of gender distinctions,” “Systems of gender assignment,” “Sex-based

vs. Non-sex-based gender”) as measures of complexity. The three features have

proven to be highly relevant to classify the diversity of grammatical gender sys-

tems. However, we suspect that they are not a particularly good fit to answer

questions concerning the sociolinguistic typology of gender systems, because

they are not directly concerned with gender inflections, that is, with what has

been argued to be most sensitive to the pressure of social and environmen-

tal factors (see also Cysouw [2005] on the prevalence of simplistic categorical

measures in typology).

In order to study the sociolinguistic typology of gender systems, and to seek

statistical validation of the generalizations mentioned at the beginning of this

section, we thus suggest that a shift in focus, from thewals features to themor-

phosyntactic encoding of grammatical gender, is needed. While this is what

Blasi et al. (2017) partly do in their study by looking at patterns of gendermark-

ing on adnominal modifiers and personal pronouns, we contend that a more
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fine-grained research design is needed. This should be based on comprehen-

sive accounts of domains (adnominal modifiers, predicative expressions, pro-

nouns), targets (e.g., attributive and predicative adjectives, verbs, personal pro-

nouns), and patterns of gender agreement (syntactic, semantic), and on their

relation with gender assignment. Under syntactic agreement, gender marking

is consistent with the gender a noun is lexically assigned to. Under semantic

agreement, gender marking is based on the referential semantics of a noun,

which may ultimately clash with its lexical gender assignment. For instance,

in German, the nounMädchen ‘young woman’ is lexically neuter, but semanti-

cally denotes a female human being. Agreement patterns with this noun alter-

nate between neuter (syntactic) and feminine (semantic) in such a way that

agreement on adnominal modifiers is often in the neuter, while agreement on

personal pronouns is often in the feminine (Corbett 1991). It is a known fact

that in those cases in which semantic agreement becomes generalized to all

agreement targets and to a large class of nouns, this may also lead to a substan-

tial restructuring of gender assignment rules, and of the overall makeup of a

gender system (Corbett 1991: Chap. 8).

Here, we consider the expansion of semantic agreement as an instance of

increased transparency (in linewithVihman et al. [2018]), and attempt to iden-

tify the linguistic and nonlinguistic scenarios under which these semantically

transparent patterns of gender marking rise and spread. This approach tallies

with a recent suggestion by Kempe & Brooks (2018), who argue that in order

to investigate the impact of population dynamics (and second language learn-

ing in particular) on the evolution of morphological complexity, studying the

emergence of transparency and compositionality is more revealing than, say,

counting the sheer number of morphological distinctions that aremadewithin

a given morphosyntactic domain.

In addition, we argue that the issue of variable design also applies to the

sociohistorical and environmental variables that are fed to themodeling of lin-

guistic adaptation. To date, demographic variables related to population size

and population structure have been at the fore of research in this field (see

Lupyan & Dale 2010; Bentz &Winter 2013; Sinnemäki & Di Garbo 2018; among

others). While we do not a priori object to the validity of these variables in the

task of detecting nonlinguistic correlates of linguistic distributions, we advo-

cate that exploratory studies of this kind should as much as possible aim to

enhance the ecological validity of the sociolinguistic factors that are featured

in themodels. This requires an understanding of the language ecology and his-

tory of human populations that goes beyond census counts, as well as translat-

ing documented characteristics of the nonlinguistic environments under study

into well-suited statistical variables.While such a fine-tuned approach to non-
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linguistic variable design may be difficult to attain in worldwide typological

investigations, it is certainlymore feasible in genealogically and areally focused

studies, like the one we present here.

2.2 Bantu gender systems: General characteristics

(Narrow) Bantu is a group of over 500 languages belonging to the Bantoid divi-

sion of the Benue-Congo subfamily, a subgroup of the Atlantic-Congo family

(Hammarström et al. 2018; Nurse & Philippson 2003). Bantu languages are spo-

ken in sub-Saharan Africa; their northern border can be approximated by a

line drawn from Nigeria in the west across the Central African Republic and

the Democratic Republic of the Congo (drc) to southern Somalia in the east.

Except for the Khoe-Kwadi, Tuu, and Kx’a families and other languages previ-

ously described as “Khoisan” in the south, most of the language communities

between this northern border and the Cape of Good Hope are Bantu (Nurse

& Philippson 2003: 1), spoken alongside Cushitic and Nilotic languages. Tra-

ditionally, Bantu languages are classified into fifteen zones, which are labeled

A through S and are referred to as Guthrie zones after Malcom Guthrie, who

introduced them (Guthrie 1967–1971; Maho 2003, 2009).1 This study focuses

on northwestern Bantu languages (henceforth nwb), which we define as lan-

guages within Guthrie zones A, B, C, D, and H, and approximately covering

southern Cameroon, southern Central African Republic, Equatorial Guinea,

Gabon, the Republic of Congo, northern drc, and northwestern Angola (see

Grollemund et al. [2018] and references therein for an overviewof multiple def-

initions of nwb). nwb is unanimously held to be the typologicallymost diverse

area of theBantu-speakingworld, aswell as one inwhich linguistic phenomena

that may substantially diverge from those attested in the rest of the family are

also encountered. It is in the northern borderlands of the northwestern Bantu

area, for instance, that a variety of highly eroded systems of gender marking

can be found (Maho 1999; Di Garbo & Verkerk 2022).

1 While the original classification proposed by Guthrie (1967–1971) consisted of fifteen zones,

the current system includes sixteen zones, with a later addition (zone J) by Tervuren schol-

ars. Each zone is divided into up to nine groups roughly consisting of ten languages each, and

named after codes ending in zeroes (for instance, groups A10, A20, A30, etc. within zone A).

Individual languages within each group are labeled after non-round digits, such as A11 within

A10 and A21 within A20. Guthrie’s classification is a referential system based on similarities

between geographically close languages, and is in principle independent of genealogy. How-

ever, varying degrees of genealogical relatedness can be identified within the different zones.

For instance, zones A and B aremuch less genealogically coherent than zone S (Philippson&

Grollemund 2019).
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A fully grammaticalized gender system has been reconstructed for Proto-

Bantu (Meeussen 1967; Maho 1999; Van deVelde 2019), and is in turn conceived

of as inherited from Proto-Niger-Congo. Typically, Bantu gender systems con-

sist of two sets of markers: (1) the overt gender markers, which encode gender

distinctions on nouns, and (2) the agreement markers, which encode gender

distinctions on adnominal modifiers, pronouns, verbs, and so on. Both nomi-

nal class forms and agreementmarkers also encode singular andplural number

distinctions. Inmost descriptions of Bantu gender systems, one gender consists

of combinations (or pairings) of singular and plural classes.2 Traditionally, ref-

erence is made to cognate noun classes via a numbering system where odd

numbers stand for singular classes and even numbers for plural classes. For

instance, class 1 is the singular human class reconstructed as *mʊ̀- in Proto-

Bantu and class 2 is the plural human class reconstructed as *bà- in Proto-

Bantu. Pairings of singular andplural classes are labeledusingRomannumerals

and referred to as genders (e.g., pairing 1/2 is known as gender i). In this paper,

we prefer using the notation ‘gender 1/2’ because we want to make reference

to the internal structuring of each pairing. The total number of classes and

genders varies quite widely across the languages of the family. While up to

twenty-four distinct classes are reconstructed for Proto-Bantu (Katamba 2003;

Van de Velde 2019), none of the contemporary languages retains all twenty-

four classes, and some languages have lost them all. Gender marking in Bantu

is almost always prefixal (Katamba 2003: 111).3 Examples of genders 1/2 and 7

from Akoose, spoken in Cameroon, are given in (1).4

(1) Gender marking in Akoose (Hedinger 2008: 16–17)

a. Agreement with a Class 1 noun

aw-í

cl1-his

mw-aád

cl1-wife

a-’só

cl1-first

aw-é

cl1-which

a-nsɔ́g

cl1-pst.fat

‘his first wife, who was fat’

b. Agreement with a Class 2 noun

áb-é

cl2-those

b-ǎn

cl2-children

bé-kal-e

cl2-tell-ipfv

me-tóm

cl6-lies

‘those children tell lies’

2 In addition to genders consisting of pairings of singular and plural classes, some genders can

be invariant for number.

3 One exception are the Bua languages including Lika; see Boone & Olson (1995).

4 Examples are glossed following the Leipzig Glossing Rules. Abbreviations used: am associa-

tivemarker; cl class; ipfv imperfective; loc locative; pfv perfective; pl plural; pro pronoun;

pst past; sg singular.

Downloaded from Brill.com07/27/2022 07:55:38AM
via University of Helsinki



sociogeographic correlates of typological variation 163

Language Dynamics and Change 12 (2022) 155–223

c. Agreement (across clauses) with a Class 7 noun

A-tédé

cl1-take.pfv

e-hid

cl7-bone

é

cl7.am

nyam,

cl7.animal

á-kɛɛné

cl1-take.pfv

ch-ə́

cl7-pro

áhîn

loc.cl5.bush

tê

in

‘He took the animal bone and took it to the forest.’

Bantu gender systems are non-sex-based and characterized by a combination

of semantic and formal, as well as opaque, gender assignment (Katamba 2003).

A typical Bantu gender system is built upon the following semantic notions

(Denny & Creider 1976; Katamba 2003; Contini-Morava 2000):

– Animacy: nouns that denote humans are typically assigned to gender 1/2,

animal nouns are associated with gender 9/10, and plant and tree names

with gender 3/4.

– Size: several classes (typically 7, 8, 11, 12, 13, 20, and 21) are associated with

the encoding of diminutive and augmentative meanings.

– Infinitive marking is associated with class 15.

– Locative meanings are associated with classes 16, 17, and 18.

Not all Bantu languages closely adhere to these generalizations, but, for the

purposes of this paper, we assume that the typical Bantu gender system is

non-sex-based and only partly conditioned by the overt expression of animacy

distinctions.

2.3 Bantu gender systems: Animacy-based semantic agreement,

with a focus on nwb

One of the major sources of variation in Bantu gender systems is the spread-

ing of semantic agreement (Maho 1999; Van de Velde 2019; Wald 1975). The

type of semantic agreement that is most widely attested across Bantu is known

in the Bantu literature as “animate concord,” which we call here animacy-

based semantic agreement or simply animacy-based agreement.5 Asmentioned

above, in Bantu languages, human nouns are typically assigned to gender 1/2.

Under animacy-based agreement, the agreement patterns associatedwith gen-

der 1/2 are also applied to animate nouns from other genders, for instance the

many animate nouns from gender 9/10. This pattern of semantic agreement is

most often optional and restricted to some agreement targets only. It typically

5 Animacy-based agreement is not the only type of semantic agreement attested in Bantu lan-

guages. Other types of semantic agreement include diminutive, augmentative, and locative

agreement. For an overview, see Van de Velde (2019).
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occurs on verbs, in the form of subject agreement, as well as on a variety of pro-

nouns. Conversely, adnominal modifiers are more likely to maintain syntactic

agreement, that is, to agreewith the lexical gender of a noun. Semantic and syn-

tactic agreement may coexist as relatively stable variants in one and the same

language for long periods of time (see example (3) below for an illustration of

alternation between syntactic and animacy-based agreement).6

In those languages of the family that exhibit highly eroded gender systems,

basic animacy contrasts (such as animate vs. inanimate) are often the only sur-

viving type of gender distinction (see Table 1 below for an illustration from

the Bantu language Bila). This raises the question of whether the erosion of

grammatical gender and the expansion of animacy-based agreementmay be in

somewaydiachronically connected to eachother.WhileMaho (1999) considers

this as a plausible scenario, the relationship between semantic agreement and

the erosion of gendermarking has only recently beenmore closely investigated

by Di Garbo & Verkerk (2022) in a sample of 179 nwb languages. The findings

of this study constitute the point of departure for the questions we address in

the present paper, and will be summarized in the remaining of this section. Di

Garbo&Verkerk (2022) looked at the distribution of types of gender agreement

(syntactic vs. animacy-based) on fifteendifferent agreement targets: attributive

adjectives, copula-like constructions, demonstrative modifiers, demonstrative

pronouns, genitives/connectives, independent third person pronouns, numer-

als, quantifiers, possessive pronouns, predicative adjectives, question words,

reflexive pronouns, relative constructions, verbs, and other targets. This list

of agreement targets captures the general morphosyntactic characteristics of

(northwestern) Bantu gender systems and is also reflective of the general typo-

logical literature on (gender) agreement systems, and, in particular, on the

relation between syntactic and semantic agreement. Data collection was coor-

dinated through a questionnaire that is given in Appendix A. In this paper, we

use the data collected by Di Garbo & Verkerk (2022) to test hypotheses about

sociogeographic correlates of restructuring in the gender agreement systems

of nwb languages.

In order to best capture the diversity of the gender systems attested in the

languages of the sample and to avoid committing a priori to a specific model

of diachronic change, Di Garbo & Verkerk (2022) identify different profiles of

6 Similar processes are attested in other branches of the Atlantic-Congo family (see Fara-

clas 1986; Marchese 1988; Good 2012; Güldemann & Fiedler 2019, amongst others). Semantic

agreement has been shown to play an important role in the evolution of gender systems

around the world (Igartua & Santazilia 2018).
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table 1 Animate/inanimate agreement in Bila (Kutsch Lojenga 2003: 462)

Adjectives Numerals 2, 3, 5 Demonstratives

Inanimate á- ɛ-́/é- Ń-

Animate sg ma- mʊ́-/mú-

Animate pl ɓá- ɓʊ́-/ɓú- ɓʊ́-/ɓú-

gender systems depending on whether gender agreement is syntactic (that is,

based on the lexical gender of the noun), animacy-based, or both, or, alterna-

tively, whether gender marking is missing altogether. Importantly, in the ter-

minology introduced in that paper, the label animacy-based agreement is used

for any agreement pattern that singles out the degree of animacy of the noun

referent, independently of how this matches specific cutoff points along the

Animacy Hierarchy (Smith-Stark 1974). Thus, we apply this label both to agree-

ment patterns that feature an animate vs. inanimate contrast, as is the case of

subject agreement in Lika (Augustin 2010: 18–19), and to agreement patterns

that are based on a human vs. nonhuman contrast, as is the case for the third

person pronouns in Nzadi (Crane et al. 2011: 75).

An example of a language with solely syntactic agreement is Bakole (Glot-

tocode: bako1250), spoken in Cameroon. Syntactic agreement on the verb is

shown in (2) for the animate nouns for ‘child’ and ‘sheep’.

(2) Syntactic gender agreement in Bakole (Asobo 1989: 89)

a. Subject-verb agreement with an animate Class 1 noun

mw-ánà

cl1-child

à

cl1

mádà

ate

‘The child ate.’

b. Subject-verb agreement with an animate Class 3 noun

mù-ròŋgi

cl3-sheep

mú

cl3

mádà

ate

‘The sheep ate.’

Bila (bila1255), spoken in the drc, is a language which displays solely animacy-

based agreement. The only targets of gender agreement are adjectives, some

numerals, anddemonstratives,whose inflections are illustrated inTable 1. Inan-

imate gendermarkers are always invariant for number,while themarkers of the

animate genders distinguish between singular and plural.
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In languages characterized by the co-existence of syntactic and animacy-

based agreement, verbs are the word class where animacy-based agreement

most commonly surfaces, whereas other agreement targetsmay agree syntacti-

cally. Such a combination of syntactic and animacy-based agreement is found

in Bomboma (bomb1262), spoken in the drc. Bomboma has syntactic agree-

ment as described for Bakole on a range of different agreement targets. In addi-

tion, it has animacy-based agreement on the genitive markers that are used to

mark possession both adnominally and pronominally as well as for verbal sub-

ject agreement. Example (3) shows that singular nouns denoting animals may

take Class 1 subject agreement prefixes, independently of their lexical gender,

while plural nouns for animalsmaynot.The sameapplies tohumannouns from

Gender 7/10 (Toronzoni 2004: 70).

(3) Syntactic and animacy-based agreement in Bomboma (Toronzoni 2004:

65)

a. Animacy-based subject-verb agreement with a singular animate Class

9/10 noun

N-va

cl9-dog

a-wei

cl1-died

‘The dog is dead.’

b. Syntactic subject-verb agreement with a plural animate Class 9/10

noun

N-va

cl10-dog

i-yato

cl10-three

i-wei

cl10-died

‘Three dogs are dead.’

DiGarbo&Verkerk (2022) discuss three languageswhere animacy-basedagree-

ment also extends to the domain of inanimate nouns, leading to what they

call generalized animacy-based semantic agreement. These languages are Lika

(lika1243), Mpiemo (mpie1238), and the Bibaka variety of Ukhwejo (ukhw1241).

In Lika, generalized animacy-based agreement is obligatory on subject agree-

ment on verbs, which only differentiates between animate and inanimate sub-

jects, while gender agreement on adnominal modifiers is syntactic (Augustin

2010). InMpiemo and Bibaka Ukhwejo, generalized animacy-based agreement

optionally runs through the entire agreement system. Animate nounsmay trig-

ger gender 1/2 agreement whereas inanimate nouns trigger agreement in gen-

der 7/8 (Mpiemo, Thornell 2010) or 7 (Bibaka Ukhwejo, Thornell 2012). This

can happen with all agreement targets, irrespectively of the lexical gender of a

noun. Syntactic agreement is still in use, particularly among the older genera-
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tions of speakers. Di Garbo &Verkerk (2022) argue that the agreement systems

attested in these three languages offer crucial empirical evidence for how the

erosion of gender marking may possibly be connected with the expansion of

animacy-based agreement. When, as happens in Lika, Mpiemo, and Bibaka

Ukhwejo, semantic agreement is generalized to inanimate nouns, this leads to

a situation in which at least some agreement targets (such as the verb in Lika)

or, optionally, all of them (as inMpiemo and BibakaUkhwejo) only encode two

gender values, the animate and inanimate. If this polarization of agreement

around animacy contrasts is generalized to all existing agreement targets, and

becomes obligatory, a gender systems of the type found in Bila, with only two

genders, animate and inanimate, may emerge.

In Di Garbo & Verkerk’s (2022) sample, complete gender loss is attested

in Homa (homa1239), Komo (komo1260), Kituba (two varieties, one spoken

in the Kwilu-Kwango regions of the drc [kitu1246] and one in the Lower

Congo region of the Republic of Congo [kitu1245]), Polri (pomo1271), and Yansi

(yans1239). Homa is a now extinct language and was once spoken in South

Sudan. We know next to nothing about it, except that it may retain some fos-

silized forms of prefixal animacy-based marking on some attributive adjec-

tives (Santandrea 1963). Komo, spoken in the drc, still has fossilized prefixes

on nouns, but no gender agreement. Thomas (1994) notes the different forms

these fossilized nominal prefixes have, and hypothesizes that Komo may have

borrowed extensively from other Bantu languages with more conservative sys-

tems. The two varieties of Kituba are creoles whose system of nominal pre-

fixation is mostly intact, but which do not have any gender agreement left

(Mfoutou 2009;Mufwene 1997; Buchanan 1996–1997; Stucky 1978). In Polri, spo-

ken in Cameroon and Congo, and Yansi, spoken in the Kwilu andMai-Ndombe

provinces of the drc, relics of the now lost gender system are left on nouns,

whereas patterns of agreement only express number distinctions (Wega 2012;

Mufwene 2006).

Although they exhibit substantial variation in their respective patterns of

gender marking, the languages of Di Garbo & Verkerk’s (2022) sample clus-

ter into four main typological profiles, as shown in Fig. 1: (1) languages with

only syntactic and no animacy-based agreement (in black, 121 languages); (2)

languages with both syntactic and animacy-based agreement (in blue, 40 lan-

guages); (3) languages with only animacy-based agreement (in orange, 11 lan-

guages); and (4) languages devoid of gender (in green, 6 languages).7 An over-

7 These counts do not include Shiwa, a language of Gabonwhose diverging gender systemdoes

not seem to directly relate to the rise and spread of animacy-based agreement (Ollomo Ella

2013).
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figure 1 Plot of the 179 northwestern Bantu languages in Di Garbo & Verkerk (2022), based

on howmany of the fifteen agreement targets in each language show animacy-

based agreement and howmany show syntactic agreement. Points have been

jittered so they do not overlap

view of the distribution of syntactic and animacy-based agreement in all the

languages of the sample is included as Supplementary Information 1, “Distribu-

tion of syntactic and animacy-based agreement per language and across target

types.”

Di Garbo&Verkerk (2022)make several points regarding diachronic change

and the geographical distribution of the four types identified above, which we

cannot examine in detail here. Figure 2 illustrates some of these tendencies,

by representing the languages and types of gender systems under study in the

context of surrounding languages. For instance, the figure shows that there are

clear clusters of languages with only syntactic agreement (in purple) and with

both syntactic and animacy-based agreement (in dark blue). Languages with

only animacy-based gender (in orange) or no gender (in green) are scattered,

but primarily found along the northern edge of the reach of the Bantu fam-
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figure 2 Polygon map representing the distribution of the four-way typology among north-

western Bantu languages described in the text in the context of neighboring

languages and their genealogical affiliations. Language polygons are taken from

theWorld Language Mapping System (version 17, Global Mapping International,

2015, http://worldgeodatasets.com). White areas represent uninhabited land or

bodies of water; towards the north, other Atlantic-Congo, Central Sudanic, and

Ubangi languages are not drawn.

ily, as also noticed by Maho (1999). The most northwestern corner of the area

investigated contains zone A and B languages, which are closest to the root of

the Bantu family tree (Grollemund et al. 2015). Since these are almost all lan-

guages with only syntactic agreement (in purple in Fig. 2), Di Garbo & Verkerk

(2022) infer that Proto-Bantu probably also had only syntactic agreement, an

assumption we also make here.8

8 Proto-Bantu reconstructions going back to Meeussen (1967) would align with the conser-

vative assumptions we make here. While Meeussen’s Proto-Bantu reconstructions in the

domain of verbal inflections (subject and object prefixes excluded) are currently being ques-

tioned by specialists in the field, those pertaining to noun classes and agreement markers, as
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To summarize, Bantu gender systems are most often described as complex

and conservative nominal classification systems, with several gender distinc-

tions, pervasive patterns of syntactic agreement, andpockets of animacy-based

agreement mostly localized in the eastern coastal regions (Contini-Morava

2008). However, recent studies suggest that many nwb languages also show

pervasive animacy-based agreement and at least seventeen of them display

highly eroded systems of gendermarking, which only distinguish between ani-

mate and inanimate nouns, or have no gender at all. Building upon the data set

and findings of Di Garbo &Verkerk (2022), in this paper we test the hypothesis

that these pervasive patterns of restructuring occurred in languages character-

ized by a history of intense and prolonged contact with non-Bantu populations

and/or in creolized Bantu varieties.

3 Methods

3.1 Variable design: Identifying sociohistorical and environmental

correlates of gender restructuring

Based on existing literature (see Section 2.1), we can posit two potential fac-

tors that might have impacted patterns of gender marking in the nwb context:

(1) contact with non-Bantu languages without gender or with non-Bantu-like

gender systems (see Nichols [1992, 2003] as well as Di Garbo [2020] on the

influence of neighboring languages on the retention or loss of gender sys-

tems) and (2) massive non-native language learning resulting in pidginization

and creolization (McWhorter 2001, Trudgill 1999). In this section, we summa-

rize how these factors relate to the seventeen most-eroded gender systems of

our 179 nwb language sample. As mentioned in Section 2.3, of these seven-

teen languages, eleven have solely animacy-based gender while six lack gender

altogether. Our aim in this section is to use insights from sociolinguistic and

ethnographic resources on the languages and population histories of these

communities as a basis for variable design.

The seventeen languages are given here grouped by their closest genealogi-

cal relations (according to Glottolog; Hammarström et al. 2018):9

– Ababuan (Central-Western Bantu): Bera (bera1259), Amba (amba1263), Bila

(bila1255), and Komo (komo1260) (Komoic); Homa (homa1239), Bodo

well as to nominal and verbal derivation, are generally considered to be more solidly estab-

lished and less in need of revision (Bostoen 2019: 322; Van de Velde 2019).

9 Glottolog’s classifications are basedon family-specific literature, for these groups; seeMcMas-

ter (1988), Bastin et al. (1999: 204–205), Grollemund et al. (2018) and Pacchiarotti et al. (2019).
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(bodo1272), and Kari (kari1306) (Ngbele-Ngenda); and Beeke (beek1238)

(Bali-Beeke)

– Likouala-Sangha (Central-Western Bantu): Pande (pand1264) and Mbati

(mbat1248)

– West-Coastal Bantu (Central-Western Bantu): Yansi (yans1239) and Nzadi

(nzad1234)

– Makaa-Kako (Bantu A–B10–B20–B30): Polri (pomo1271) and Kako (kako

1242)

– Two creoles: Lingala (ling1263) and Kituba (two varieties, kitu1245 and

kitu1246)

For eachof these languages,we consulted grammars and ethnographies, aswell

as sociolinguistic overviews and survey reports, in order to gather information

on the (historical) sociolinguistics of the speaker population.10 We also gath-

ered data, when there was any to be found, on other remarkable grammatical

features of the languages as well as on sources of lexical borrowing. A summary

of this literature review is included in Appendix C.

The Ababuan group (McMaster 1988) contains, as far as we found, only lan-

guages with solely animacy-based gender or no gender. In the other groups,

we have pairs of closely related languages (Pande and Mbati, Polri and Kako)

or singleton languages (Yansi, Nzadi) that have closely related sister languages

that do display syntactic gender agreement (and sometimes animacy-based

agreement). The majority of languages with solely animacy-based gender or

no gender in our sample (twelve out of seventeen) are located in the north-

ern Bantu borderlands. These are the Ababuan, Likouala-Sangha, and Makaa-

Kako groups listed above. The location of these twelve languages is displayed

in Fig. 3, together with the locations of the most relevant Ubangi and Cen-

tral Sudanic languages and of several Pygmy populations taken from Bahuchet

(2012).

Data on the social history of these twelve northern borderlands languages,

and those in the east of the sampled area, are not always clear nor extensive.

However, where information is available, it points towards contact with var-

ious non-Bantu populations both in the ethnographic sense and also in the

10 We are aware that existing ethnographies and sociolinguistic overviews often rely on oral

traditions collected during colonial times. As problematic as they can be, these accounts

are often the only resources available about the social history of many speech communi-

ties of Africa. Such a substantial lack of data justifies, in our opinion, using these sources

as a basis for building at least a tentative understanding of the history of the populations

we study in this paper.
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figure 3 Location of the twelve languages with only animacy-based gender marking or no gender at all

in relation to surrounding non-Bantu languages, and the Central African rainforest. Language

polygons are taken from theWorld Language Mapping System (version 17, Global Mapping

International, 2015, http://worldgeodatasets.com). White areas represent uninhabited land

or bodies of water; towards the north, other Central Sudanic and Ubangi languages are not

drawn. Locations of Pygmy populations are taken from Bahuchet (2012). The rainforest poly-

gon was taken from Grollemund et al. (2015). The darker shade of some language polygons can

be ignored.

linguistic sense (loanwords, unusual features that have likely been borrowed).

These contacts feature Ubangi and Central Sudanic speakers as well as Pygmy

populations.

Ubangi speech communities came into contact with Bantu speakers when

the formermigrated from the north as a result of Nilo-Saharanmigrations even

further north (Bostoen & Donzo 2013: 440, and references therein). Histori-

cal records point to a history of prolonged contact, characterized by cultural

and linguistic assimilation and influence in both directions, also involving bidi-

rectional language shift (Bostoen & Donzo 2013: 440; Vansina 1990: 66). The

Kari (Bantu) speakers, for example, are described as being assimilated into the

Zande-speaking community (Ubangi) which suggests long-standing bilingual-

ism in Zande. The prestige of Zande as the majority language of the area may

have impacted Kari in a substantial way, perhaps even determining the condi-

tions for Kari to fall out of use altogether.11 Ubangi languages either lack gender

11 AboutMbati, Bouquiaux&Thomas (1994)write to thepoint: “Laquestion seposede savoir
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or, if they do have gender systems, these may differ from those typical of Bantu

languages. For instance, in several Ubangi languages, gender marking tends to

be suffixal rather than prefixal (Boyd 1989), and in Zande, gender marking is

only pronominal and features a combination of sex-based and non-sex-based

distinctions (Corbett 1991). A fewUbangi languages exhibit an interesting com-

bination of syntactic and animacy-based agreement, which is partly reminis-

cent of what we also encounter in some nwb languages (Fedden & Corbett

2017: 32–37; Fiedler et al. 2021 on Mba).

To the east of these northern borderlands, western Bantu farmers came in

contactwithCentral Sudanic speakers,whowere traditionally herders or cereal

farmers (Vansina 1990). Vansina (1990: 66–67) reports on the dramatic impact

that the expansion of speakers of theMamwu-Balese subgroup had onwestern

Bantu-speaking communities such as the Bira and Komo, which are both part

of our sample and exhibit eroded gender systems. These newly arriving Central

Sudanic populations imposed their social organization on the area, but, in the

end, “fused with the original farmers” (Vansina 1990: 66). Central Sudanic lan-

guages typically lack grammatical gender, and compared to other Nilo-Saharan

groupings, they tend to display reduced systems of nominal number marking

(Dimmendaal 2000). While, in these languages, nominal morphology is gen-

erally suffixal, instances of prefixation also occur, which, in some cases, can

be explained as borrowings from neighboring Bantu languages (Dimmendaal

2000: 237; Blench 2018). Finally, the languages originally spoken by the Pygmy

populations before they shifted to Bantu, Ubangi, and/or Central Sudanic lan-

guages are unfortunately unknown (Bostoen & Gunnink forthcoming 2022;

Klieman 2003).

Güldemann (2018: 506–507) and Bostoen & Gunnink (forthcoming 2022)

suggest that some of the diverging structural features attested in the northern

Bantu borderlands arose as the result of substrate effects from the native lan-

guages of the Pygmy groups. Güldemann (2018: 506–507) describes how in the

central part of the Macro-Sudan belt and the Bantu spread zone, lower alti-

tude anddenser forestation aremoreprone topatternwith restructured gender

systems than higher altitude and savanna-like environments. This typological

s’ il s’agit d’une langue bantoue qui a perdu ses principales caractéristiques au contact de

ses voisines oubanguiennes (mais pourquoi n’est-ce pas le cas pour le ngando et l’aka?) ou

s’ il ne s’agit pas tout bonnement d’une langue bantoue empruntée par desOubanguiens.”

(It is an open questionwhetherwe are dealingwith a Bantu language that has lost itsmain

characteristics because of contact with Ubangi neighbors (but why this is not the case for

Ngando and Aka?) or whether we are dealing with a Bantu language simply borrowed by

Ubangi populations.)
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distribution could be connected with the history of early Bantu settlements in

this area. The first populations arriving in these areas were not familiar with

lowlands rainforest environments. Adapting to this unfamiliar environment

required investment in contact with the local forest-based communities (see

also Klieman 2003). This scenariomust have favored intimate contact between

communities, which ultimately led the autochthonous communities to shift to

the languages of thenewcomers, and created the right context for shift-induced

changes to occur. Restructuring of gender marking could be counted as one

of these substrate effects. The retention of traditional gender systems in other

rainforest Bantu languages does not contradict this hypothesis as speakers of

the more conservative languages probably arrived in these areas much later,

when familiarity with the environment had already been acquired, and the

contact dynamicsbetween rainforest populationswere alreadymoreasymmet-

rical and less tight. Considering the genealogical groups listed above, it seems

that Ababuan, where we find only languages with heavily restructured gender

systems, may fit the Pygmy substrate scenario, although we should note that

many of the sources mentioned in Appendix C also remark on contact with

Central Sudanic. For the other borderland languages (Pande, Mbati, Polri, and

Kako), amore localized scenario involving contactwithUbangi speakers seems

more fitting.

Based on this overview, we can distinguish at least two layers of contact-

induced cultural adaptations. The first layer concerns interactions between

Bantu farmers, newcomers in the area, and local forest-specialists (Pygmies).

The second layer concerns interactions between nwb speakers and Ubangi

and Central Sudanic populations, who also expanded into the Central African

rainforest. As the current discussion and the data in Appendix C show, both

layers of contact had profound effects on the linguistic profile of these areas,

either in the form of rapid and abrupt language shifts or in the form of pro-

longed bilingualism and reciprocal assimilation. We can speculate that rapid

and abrupt language shift may explain the radically restructured gender sys-

tems or the complete loss of gender which we find attested in these twelve

northern Bantu borderlands languages.12 Conversely, prolonged bilingualism

12 The area where these radically restructured gender systems are attested largely coincides

with the northern Congo Basin region, as defined by Seidensticker et al. (2021) in a recent

study of population collapse in the Congo rainforest. The study reports a lower incidence

of population collapse for this region (see Fig. S5 in their SupplementaryMaterials), which

may be suggestive of prolonged cohabitation between Bantu and non-Bantu populations.

This may in turn explain why more pervasive instances of contact-induced restructuring
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could account for the coexistence of syntactic and animacy-based agreement,

which is observed both among nwb and Ubangi languages of the area.

As mentioned above, gender restructuring may also result from pidginiza-

tion and creolization. In our sample, this is clearly associated with Kituba and

(Kinshasa) Lingala. As described in Appendix C, the process of pidginization

at the origin of these languages in both cases precedes the arrival of the Euro-

pean colonizers and stems from trade practices between local populations

around the Congo. What is remarkable in both cases is that while the restruc-

turing of gendermarking aroundanimacy-baseddistinctions is pervasive in the

agreement domain, to the effect that no agreement is left in Kituba and only

animacy-based agreement is found in Kinshasa Lingala, class prefixation on

nouns tends to be maintained. Maho (1999: 140) argues that this type of devel-

opment is typical for Bantu languages of wider communication.

Finally, it is worth noting that the relationship between contact and gender

restructuring is not one-to-one. While northern Bantu borderlands languages

that have both syntactic and animacy-based agreement (e.g., Pagibete, spo-

ken on the border of Northern Ngbandi) or only syntactic agreement (e.g.,

Mpongmpong, spoken slightly southof Polri andKako, and surroundedbyBaka

and Ubangi languages (Bouquiaux & Thomas 1994)) can perhaps be explained

as later arrivals to the rainforest, there are also instances of restructuringwhere

no clear evidence for language contact exists. This is the case for Yansi (no

gender)13 and Nzadi (only animacy-based gender, with a human/nonhuman

contrast). These two areally close languages are spoken in the southwestern-

most part of Fig. 3, on the southern border of the rainforest, far away from

attested non-Bantu populations. To the best of our knowledge, there are no

clear-cut sociolinguistic clues as towhy these languages exhibit heavily restruc-

tured profiles from a general Bantu perspective (both Yansi and Nzadi have

other peculiar characteristics beyond the gender domain; see Pacchiarotti &

Bostoen 2021). While we cannot exclude the possibility of internal change,

Bostoen & Gunnink (forthcoming 2022) mention an unknown substrate as a

potential cause.

in the gender domain are attested in languages spoken in this area.We thank Brigitte Pak-

endorf for this suggestion.

13 Yansi must be characterized by large dialectal variation, as there are sources that describe

it as preserving a fairly traditional gender system, with some animacy-based agreement

(Mayanga 1985), but also sources which describe it as devoid of any productive pattern

of gender agreement, with retention of the nominal prefixes and number-based object

indexation on the verb (Maho 1999; Mufwene 1994, 2006). It is the latter variety which we

chose to consider in this study.
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While the overview presented in Appendix C and summarized in the cur-

rent section is limited in scope, the results of this survey point towards con-

tact with various non-Bantu languages, at different points in time, and to the

impact of large numbers of second language learners as relevant factors for

the emergence of animacy-based gender and the complete loss of gender. We

translate these observations into a set of sociolinguistic and geographical vari-

ables, which we aim to model alongside our typological variables, and which

we operationalize as follows:

– Sociogeographic variables: Ancestor in rainforest; current rainforest over-

lap; border with Ubangi/Central Sudanic. We introduce the first two vari-

ables here in order to test whether past or current presence in the rainfor-

est predicts a higher incidence of restructuring in gender marking. They

are meant to test the hypothesis that restructuring in gender marking is

a substrate effect, directly connected with contact between Bantu popula-

tions and autochthonous rainforest-specialist populations. The third vari-

able is meant to complement the rainforest variables, and to directly test

whether proximity with Ubangi- and/or Central Sudanic-speaking popula-

tions predicts a higher incidence of restructuring in the languages of our

sample.

– Geographic variables: Latitude; longitude.14 Since radically restructured

languages tend to be located in the northern Bantu borderlands, the geo-

graphical position of languages as captured by these two variables may be

an important factor in explaining their distribution. Beyond these languages,

the presence of animacy-based agreement also has a distinct geographic sig-

nature (see Fig. 2).

– Demographic variable: Number of L1 speakers. As per the discussion of

Lingala and Kituba above, this variable is relevant to capture processes of

language change that might take place in languages of wider communica-

tion. By including this variable, we also expand on previous research which

looked at whether the sheer number of gender distinctions correlates with

community size (see, e.g., Sinnemäki & Di Garbo 2018).

We believe that, taken together, these variables can provide a representative

picture of the nwb language ecology as depicted by the sources that we con-

14 We included these as fixed effects on the premise that decisions on what should be fixed

and what should be random effects are erratic (see Bolker 2018 and references therein).

However, there are several other options to incorporate control for spatial autocorrela-

tion, including the use of the spatial conditional autoregressive term in the package brms

of the statistical program R and including latitude and longitude as smoothed interaction

terms in generalized additive models (Wood 2017).
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sulted (see Section 5.1 for discussion). While these variables are neither exact

nor exhaustive, they appear to shed light on aspects of the interaction between

gender systems and the local sociogeographic environment, which we want to

test further with the support of quantitative methodologies and based on the

full data set of 179 nwb languages. Choosing these variables does not exclude

the possibility that other processes, which these variables do not capture, may

influence thedistributionof types of gender system thatweobserve in our sam-

ple. Given this proviso, we factor in these variables in our quantitative analyses,

which we introduce in the next section.

3.2 Variable implementation: Quantifying sociohistorical

and environmental correlates of gender restructuring

We investigate the hypothesis that a relationship exists between the type of

gender system a nwb language has and the sociohistorical and environmental

factors identified in Section 3.1. To assess this relationship, we use regression

analyses, where the response variable (the type of gender system) is assessed

in terms of the sociolinguistic and sociogeographic variables identified in Sec-

tion 3.1. Our response variable—that is, the types of gender systems that we

observe in our sample—can be operationalized in three different ways in our

models:15

1. As a four-way typology, which we presented in Section 2.3. Languages are

classified as having either (1) only syntactic agreement; (2) both syntactic

and animacy-based agreement; (3) only animacy-based agreement; or (4)

no gender. This translates into a four-way multinomial measure, or three

binary measures if the first group is taken as the reference group.

2. As a simplified binary typology. This is obtained by dropping the distinc-

tion between types (2), (3), and (4) as given above, that is, by devising a

binarymeasurewhich contrasts languageswith only syntactic agreement

with languages that have any other type of gender system (i.e., languages

that have various amounts of animacy-based agreement or no gender)

3. As the counts of the number of targets that receive syntactic agreement

and of the number of targets that receive animacy-based agreement, that

is, as two count measures.

For regression modeling, we exclusively use two of these response measures:

the simplified typology (binarymeasure; only syntactic agreement vs. anyother

type of gender system) and the counts of how many targets receive syntac-

15 Additional possibilities exist, some of whichwe also explored. However, we do not discuss

them here for the sake of brevity (see Supplementary Information 2 for an overview).
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tic agreement and howmany receive animacy-based agreement. The four-way

typology given in Section 2.3 classifies the languages of the data set into four

groups, some of which (those containing languages with only animacy-based

gender or no gender) are very small. We attempted to fit such a response vari-

able at earlier stages of this project, and faced issues related to statistical power

because of the skewed distribution of languages across groups (see Supple-

mentary Information 2, Section 7, for a discussion of statistical power). From a

typological point of view, choosingwhere todraw the line in the range from lan-

guages with a small amount of animacy-based marking through to those with

no gender agreement at all is somewhat artificial, as differences between these

types can sometimes beminimal (see Section 2.3). For instance, languageswith

no syntactic agreement and where animacy-based marking occurs on a single

target only minimally differ from languages with no gender agreement. Simi-

larly, languages with both syntactic and animacy-based agreement, where the

latter is potentially available for all agreement domains, are in effect not so dif-

ferent from languageswithonly animacy-basedgender. In viewof this,we think

that if any binary distinction is to bemade in our typology, it should be between

languages that only have syntactic agreement and all other languages (i.e., lan-

guages with any amount of animacy-based agreement or no gendermarking at

all). We do use the four-way typology for plotting in Sections 2.3 and 4 as we

find it more fine-grained and insightful.16

The data on the sociogeographic variables were collected from the following

sources:

– Ancestor in rainforest and current location in rainforest. The data on

whether the ancestor language was located in the rainforest are based on

the reconstructed route of the Bantu speakers by Grollemund et al. (2015:

Fig. 3).17 Following Grollemund et al.’s analysis, most of the nwb languages

in the current sample have an ancestor in the rainforest; only languages

in Guthrie zones A30, B60–B70, D20–D50, and H10–H20 do not. The data

on current location in the rainforest are based on the ratio of the overlap

between each language area and the Central Africa rainforest (ranging from

0 if the language is spoken entirely outside the rainforest to 1 if spoken

16 We suspect that some languages which we currently classify as only having syntactic

agreement might also have instances of animacy-based agreement (marginal or other-

wise), as this is considered to be a phenomenon that tends to be underreported in gram-

mars (see also Maho 1999). Hence we feel that the binary typology is most conservative.

17 We have chosen this data set because it is the only currently available quantitative data

set on the route of the Bantu speakers.
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entirely inside the rainforest). The polygons used for these calculations were

taken from Grollemund et al. (2015) and the World Language Mapping Sys-

tem.18

– Latitude and longitude. These data are almost entirely taken fromGlottolog

(Hammarström et al. 2018). When data were missing from Glottolog, infor-

mation was taken from primary sources.

– BorderwithUbangi and/orCentral Sudanic.The languagepolygons from the

World LanguageMapping System and/or identified from the literature were

used to identify speaker communities that are in close contact (i.e., touching

borders) with Ubangi- and/or Central Sudanic-speaking communities. Data

onwhere these communities are locatedwere taken from Ethnologue (Lewis

et al. 2016).

– Number of L1 speakers. These data are taken from Ethnologue (Lewis et al.

2016).19

Given that we excluded Shiwa (see footnote 7) and two other languages due

to missing data on population size (see footnote 19), the final data set con-

tains 176 languages. The relationship between the type of gender system and

demographic and geographic factors was assessed using several different mod-

els. As we deal with a mixture of data types (binary, continuous, counts), we

primarily constructed generalized linear mixed effects models (glmms) using

the package brms (Bürkner 2017) in R (R Core Team 2017). This package allows

the user to fit Bayesianmultilevel models in R using the probabilistic program-

ming language stan (Carpenter et al. 2017). The case for using mixed models

in language typology has been made by Cysouw (2010) and Coupe (2018) and

is gaining ground (Sinnemäki & Di Garbo 2018; Schmidtke-Bode & Levshina

2018; Schmidtke-Bode 2019; among others). Our immediate reason for choos-

ing Bayesian glmms over frequentist statistics was that Bayesian packages in R

18 World Language Mapping System, version 17, Global Mapping International, 2015, http://

worldgeodatasets.com. For languages that are not featured in Ethnologue and the World

Language Mapping System, we identified locations of speaker communities from the lit-

erature and created corresponding polygons.

19 Five languages in our sample are not featured in Lewis et al. (2016): Bafoto (bafo1235), Lwel

(lwel1234), Mpama (mpam1239), Nzadi (nzad1234), and Zamba (zamb1245). We searched

the literature for the number of L1 speakers for these languages, and found the following:

For Mpama, there are no sources on the number of speakers. Bafoto is listed as extinct by

Motingea Mangulu (2001–2002: 151) and, correspondingly, we set the number of speak-

ers at 0. Lwel is estimated to have 35,000 speakers in 1976 (Khang Levy 1979: xi). de Boeck

(1948: 862)writes that there are 10,000Mpama speakers. Nzadi is said to have several thou-

sand speakers (Crane et al. 2011), but since this is not an exact number, we did not use it.

Therefore, Nzadi and Mpama are excluded from the quantitative analyses.
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(brms [Bürkner 2017] andMCMCglmm[Hadfield 2010]) allow for awider range

of models, including a mixture of categorical and continuous fixed effects,

as well as random effects that control for genealogical relations by using the

full structure of a phylogenetic tree (set). Additional reasons for opting for a

Bayesian framework are discussed by McElreath (2020). Other recent typolog-

ical studies that opt for a Bayesian approach are Erben Johansson et al. (2020),

Urban &Moran (2021), and Guzmán Naranjo & Becker (2021).

Since our sample exclusively consists of closely related languages, we

employ statistical methods that can account for historical relationships

between these languages. We do this by using (a) grouping variables, that is,

classifications in terms of big(gish) genealogical language groups; and (b) phy-

logenetic trees. The grouping variables capture the relatedness of the languages

of our sample at 3000–5000 years in the past (Grollemund et al. 2015). Phyloge-

netic trees capture the entire pedigree of the sampled languages, as they consist

of hierarchically nested groups of closely related languages.

The grouping variable thatweused for the analyses reported in themain text

is the classification of Narrow Bantu by Glottolog (Hammarström et al. 2018).20

It contains six groups: Ababuan (22 languages in our sample), Bantu A–B10–

B20–B30 (70), Central-Western Bantu (130), East Bantu (12), Lebonya (6), and

Mbam-Bube (15).21 Our sample does not include all Central-Western and all

East Bantu languages, as many of these are spoken in different Guthrie zones.

We included only languages from the nwb area, from Guthrie zones A, B, C, D,

and H (see Section 2.3). For more information regarding the use of Glottolog as

the main grouping variable and for the phylogenetic trees used for additional

analyses, see Supplementary Information 2, Section 3.

20 Glottolog’s classifications (Hammarström et al. 2018) are based on existing literature. In

the case of Narrow Bantu, the reference literature is Bostoen & Gregoire (2007), which in

turn is based on Bastin et al. (1999).

21 Bube is a stand-alone genealogical grouping in Glottolog (Hammarström et al. 2018), con-

taining a single language. As this is not a workable grouping in a glmm, we add Bube to

Mbam, which has been proposed as the closest relative of Bube.
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4 Results: Modeling the sociogeographic correlates of restructuring

and erosion in nwb gender systems

We constructed various generalized linear mixed effects models (glmms)

using the package brms (Bürkner 2017). For reasons of space, only the most

relevant aspects of the analyses are discussed here. This means that we focus

on identifying those variables that are significant predictors of the different

types of gender systems we identified. We also discuss the robustness of our

findings in terms of details that we feel are relevant for the current study as

well as for sociolinguistic typology at large. These discussions focus on differ-

ent ways to control for genealogical dependencies, the influence of languages

with themost marked gender systems on the results, and using random slopes.

Details on the analyses that are not discussed in the text, including full output

summaries, are given in Supplementary Information 2. The data set and code

to run the various models is available as online Supplementary Information 3.

We first illustrate the demographic and geographic variables as well as the

grouping variables in Figs. 4 and 5. Figure 4 contains simple descriptive plots

of the nonlinguistic variables crossed with the four-way typology described in

Section 2.3. The variables “ancestor in rainforest” and “border with Ubangi/

Central Sudanic” are binomial, that is, represent a two-way option between

whether each language had an ancestor in the Central African rainforest or not

and whether each language shares a border with Ubangi or Central Sudanic

languages or not. Most languages had an ancestor in the rainforest; there are

no languages with no gender system or only animacy-based gender marking

that did not have an ancestor in the rainforest. There is amuch smaller propor-

tion of languages with only syntactic agreement among languages that border

Ubangi or Central Sudanic languages than among languages that do not border

these groups. The remaining sub-figures of Fig. 4 deal with continuous vari-

ables, shownusing boxplots rather thanbar charts. The languageswith the four

different types of gender systemdiffer in theirmapping onto these four nonlin-

guistic variables, with the differences between types being larger for longitude

and current forest overlap, and smaller for number of L1 speakers and latitude.

Figure 5 gives an overview of the Glottolog grouping variables crossedwith: the

four-way typology, introduced in Section 2.3; sharing a border with Ubangi or

Central Sudanic; and the number of L1 speakers. In the Glottolog groupings,

“Central-Western” languages form the biggest and most diverse group. Other

groups, such as Mbam-Bube, are less varied in that they do not contain lan-

guages of one or more types, and they do not include languages on the Ubangi

or Central Sudanic border. The difference in the number of L1 speakers across

Glottolog groupings is minimal.
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figure 4 Types of nwb gender systems across six demographic and geographic variables. Types of

gender system are: (1) only syntactic agreement and no animacy-based agreement; (2) both

syntactic and animacy-based agreement; (3) only animacy-based agreement and no syntac-

tic agreement; or (4) no gender. (a), the number of languages with/without an ancestor in the

rainforest, by type of gender system. (b), the ratio of the area where the language is spoken

inside the rainforest to the total area where the language is spoken, by type of gender system.

(c), the languages with/without a border with Ubangi and/or Central Sudanic, by type of gen-

der system. (d), the natural logarithm of the number of L1 speakers of each language by type

of gender system. (e) and (f) display respectively the latitude and longitude of each language

taken from Glottolog, by type of gender system.

We start the discussion of our results with reports on a set of three glmms

that explain diversity in gender systems in terms of the six sociogeographic and

demographic variables. The first model (“bin_Glot_int”) uses the binary typol-

ogy as response variable, contrasting languages with only syntactic agreement

with languages exhibiting any other type of gender agreement or no gender

at all. The second (“syn_counts_Glot_int”) and third (“ani_counts_Glot_int”)

model use the counts measures, which detail respectively how many targets

receive syntactic agreement and howmany receive animacy-based agreement.

Thesemodels factor in genealogical relations through random intercepts using

the Glottolog groupings (for more details, see Supplementary Information 2,
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figure 5 (a), number of languages in the main clades of Narrow Bantu (as found on Glottolog) by type

of gender system; types of gender system are: (1) only syntactic agreement and no animacy-

based agreement; (2) both syntactic and animacy-based agreement; (3) only animacy-based

agreement; or (4) no gender. (b), number of languages in the main clades of Narrow Bantu by

whether they border Ubangi or Central Sudanic languages. (c), languages plotted by natural

logarithm of number of speakers, across the different clades of Narrow Bantu.

Section 3). In all of the models we report on, including those discussed in Sup-

plementary Information 2, random intercepts (always included) and random

slopes (included in models discussed in Supplementary Information 2, Sec-

tion 7) are relevantmodel components. Hencewe do not discuss their specifics

extensively. Relevance is assessed by the 95% credibility interval, which should

not include zero, however, the strength of the effect may be gauged by how far

the distribution is removed from zero.

In “bin_Glot_int,” the binary typology (response variable) is modeled in

terms of all six predictor variables, and a random intercept using the Glottolog

groupings is used to control for genealogical non-independence. An overview

of the relevance of the predictors is given in Fig. 6; asterisks (*) preceding pre-

dictor names in that figure indicate relevant contributions of that predictor

to explaining the response measure. Given the binary nature of the response

variable, this analysis is structured in the same way as a simple logistic regres-

sion analysis. Since the reference category is having only syntactic agreement

(coded as 0), the coefficients are telling us something about the probability of

having animacy-based gender marking in any form or no gender marking at all

(coded as 1), in terms of the predictor values. There are two relevant indepen-

dent measures, sharing a border with Ubangi or Central Sudanic and current
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figure 6 Density plots of the posterior distribution of the fixed effects (b coefficients) of

the binary typology model “bin_Glot_int.” The model includes the six predictors

and random intercepts using Glottolog groupings.

rainforest overlap. Figure 6 indicates that languages that display any type of

animacy-based marking and/or no gender (i.e., languages deviating from the

reference category) are characterized by sharing a border with languages from

the Ubangi or Central Sudanic families, and by a lower current rainforest over-

lap.22

We can contrast the results on the binary typology as response variable

depicted in Fig. 6with those of themodels that take the target counts as depen-

dent measures. We first address the model taking the number of targets that

agree syntactically as the response variable; a visual representation is included

in Fig. 7. In this model, we find that the number of L1 speakers and sharing a

22 The random intercept that is estimated in this model using the Glottolog groupings is a

relevant component of the analysis. The estimated deviation between the average gender

type of each Glottolog grouping and the overall average is 2.53, standard deviation 1.32,

95% credibility interval 0.80 to 5.83 (excludes zero). The six Glottolog groupings behave

mostly similar except for Ababuan, which has the only significantly diverging random

intercept (estimate 3.29, 95% credibility interval 0.18 to 8.78, excludes zero).

Downloaded from Brill.com07/27/2022 07:55:38AM
via University of Helsinki



sociogeographic correlates of typological variation 185

Language Dynamics and Change 12 (2022) 155–223

*No. of L1 speakers

Current rainforest overlap

Longitude

Latitude

Ancestor in rainforest

*Border with Ubangi / Sudanic

−1.0 −0.5 0.0 0.5

figure 7 Density plots of the posterior distribution of the fixed effects (b coefficients) of

the number of syntactic agreement target counts model “syn_counts_Glot_int.”

The model includes the six predictors and random intercepts using Glottolog

groupings.

border with Ubangi or Central Sudanic are both relevant negative predictors.

This suggests that languages with a larger number of targets that agree syntac-

tically have lower numbers of L1 speakers and less contact with the Ubangi and

Central Sudanic language families.23

The results of themodel “ani_counts_Glot_int,” taking the number of targets

that receive animacy-based agreement as the response variable, are displayed

in Fig. 8. Sharing a border with Ubangi or Central Sudanic and longitude are

relevant positive predictors. Languages with a larger number of targets that

are marked for animacy-based contrasts tend to share a border with Ubangi

or Central Sudanic and to have higher longitudes (i.e., a more easterly posi-

23 Again, the random intercept is a relevant component of the analysis. The estimated devia-

tion between the average gender type of eachGlottolog grouping and the overall average is

0.98, standard deviation 0.43, 95% credibility interval 0.46 to 2.08 (excludes zero). Again,

Ababuan is the outlier with the only significantly diverging random intercept (estimate

–1.23, 95% credibility interval –2.17 to –0.34, excludes zero).
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figure 8 Density plots of the posterior distribution of the fixed effects (b coefficients) of

the number of animacy-based target counts model “ani_counts_Glot_int.” The

model includes the six predictors and random intercepts using Glottolog group-

ings.

tion); languages with a smaller number of targets marked for animacy-based

contrasts are associated with lower latitudes (i.e, a more southerly position).

The effect of bordering Ubangi or Central Sudanic is much stronger than those

of latitude and longitude (as it is further away from 0). Additionally, there is

an almost significant effect for ancestor in rainforest (95% credibility interval

–0.03 to 1.38).24

These three models point to five relevant effects, which we further discuss

using a set of analyses and figures:

– Sharing aborderwithUbangi orCentral Sudanic (in all threemodels). Lan-

guages sharing a border with Ubangi or Central Sudanic are more likely to

display animacy-based marking or have no gender; they have fewer targets

24 Again, the random intercept is a relevant component of the analysis. The estimated devi-

ation between the average gender type of each Glottolog grouping and the overall average

is 1.46, standard deviation 0.82, 95% credibility interval 0.49 to 3.52 (excludes zero). None

of the Glottolog groups have significantly diverging estimates.
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figure 9 Three plots regarding the interaction between “sharing a border with Ubangi/Central Sudanic”

and two response variables (a and b), and two other predictor variables (c). Plot (c) is to be

read as a 3×2 table; cell size corresponds to group size. In plot (c), Cell 1, languages with an

ancestor in the rainforest; no border with Ubangi and/or Central Sudanic; and current rain-

forest overlap > 50%. Cell 2, languages with an ancestor in the rainforest; no border with

Ubangi and/or Central Sudanic; no current rainforest overlap > 50%. Cell 3, languages with an

ancestor in the rainforest; a border with Ubangi and/or Central Sudanic; and current rainfor-

est overlap > 50%. Cell 4, languages with an ancestor in the rainforest; a border with Ubangi

and/or Central Sudanic; no current rainforest overlap > 50%. Cell 5, languages with no ances-

tor in the rainforest; no border with Ubangi and/or Central Sudanic; no current rainforest

overlap > 50%. Cell 6, languages with no ancestor in the rainforest; no border with Ubangi

and/or Central Sudanic; current rainforest overlap > 50%. The crossed o sign in the top right

indicates that there are no languages that have a border with Ubangi and/or Sudanic that do

not have an ancestor in the rainforest.

agreeing syntactically, and a larger number of targets that display animacy-

based agreement. Figure 9 displays the interaction between the binary pre-

dictor of sharing a border with Ubangi or Central Sudanic and the number

of targets that agree syntactically (left plot) and those that receive animacy-

based marking (central plot), as well as two other sociogeographic predic-

tors, having an ancestor in the rainforest and current rainforest overlap

(made binary by taking an overlap greater than 0.5 as present within the

rainforest, and less than 0.5 as not present, right plot). It shows that more

than half of the languages (10 out of 16) which have no targets agreeing syn-

tactically share a border with Ubangi or Central Sudanic (left). Out of all

languages sharing a border with Ubangi or Central Sudanic, more than half

(18 out of 33) have animacy-based agreement on at least one target (center).

When comparing the three variables relating to the Central African rainfor-

est related variables (right), there is abig overlapbetweenhaving anancestor

in the rainforest and thebinary versionof being currently present in the rain-
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forest, but no big overlap with the variable of sharing a border with Ubangi

or Central Sudanic.

– Number of L1 speakers (only in “syn_counts_Glot_int”). Languages with a

higher number of L1 speakers have a smaller number of targets exhibiting

syntactic agreement. Figure 10 illustrates the interaction between the num-

ber of targets that agree syntactically and the number of L1 speakers. The

main cause for this interaction seems to be languages with no syntactic

agreement, which have higher numbers of L1 speakers than thosewith three

to six (or even more) targets of syntactic agreement. However, these large

languages with no syntactic agreement are a minority in our sample. We

thus implement a control strategy for these outliers, by excluding fifteen lan-

guages with more than 400,000 speakers from the models (Supplementary

Information 2, Section 4). When we do this, the opposite effect emerges: in

this subset of languages, a higher incidence of syntactic agreement is associ-

ated with larger population sizes. Since our sample contains only a few “big”

languages and many (very) small languages, these results may suggest that

the population size measure does not fit particularly well. Its effect on the

patterning of the data is observable only above a certain cutoff point, which

covers a rather small portion of the data set.

– Current rainforest overlap (only in “bin_Glot_int”). Languages with mild or

pervasive animacy-based agreement or which do not have gender at all are

likely to have a lower current rainforest overlap. This is perhaps an unex-

pected finding, as we hypothesized a relationship between animacy-based

restructuring of gendermarking and the Central African rainforest (see Sec-

tion 3.1). However, we can observe in Figs. 2 and 3 that many of these lan-

guages are indeed spoken outside this area.

– Latitude (only in “ani_counts_Glot_int”). In general, languages with a lower

number of targets that are marked for animacy-based agreement are associ-

ated with lower latitudes, that is, a more southerly position, which is what

we also observe in Fig. 11, right plot, not counting the languages devoid of

any animacy-based gender marking.

– Longitude (only in “ani_counts_Glot_int”). Languageswith a higher number

of targets that aremarked for animacy-based agreement are associated with

higher longitudes, that is, a more easterly position in the area where nwb

languages are spoken. For an illustration, see Fig. 11, left plot.

To summarize,while sharingborderswithUbangi orCentral Sudanic languages

and present location in or outside the rainforest are relevant in predicting the

distribution of our binary types (languages with only syntactic agreement vs.

languages with any type of animacy-based marking or no gender marking at

all), five predictors out of the six seem tobe relevant in accounting for thedistri-
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figure 10 Interaction between the number of targets that receive syntactic agreement in each lan-

guage and the scaled number of L1 speakers, including outliers (left) and zoomed in (right).

The number of L1 speakers was scaled using the methodology described by Gelman & Hill

(2007: 56–57) and Gelman et al. (2008: 1380) such that the transformed measure has mean 0

and standard deviation 0.5, see Supplementary Information 2. Glottolog groupings are shown

using color labels in the right plot.
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figure 11 Interaction between the number of targets that receive animacy-based gender in each lan-

guage and the longitude (left) and latitude (right) where the language is spoken.

bution of languageswith lower or higher degrees of syntactic agreement versus

languages with lower or higher degrees of animacy-based agreement. Having

an ancestor language spoken in the rainforest does not play a role in any of the

proposedmodels (except marginally in themodel “ani_counts_Glot_int”). This

result can probably be explained by the fact that the large majority of the sam-

pled languages did have an ancestor in the rainforest, thus making the data set

very homogeneous with respect to this feature.
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The robustness of the findings presented above can be addressed from sev-

eral angles, based on the information provided by additional analyses reported

in Supplementary Information 2. We would like to comment on the following:

whether the same effects are found when different ways are used to account

for genealogical relatedness; the extent to which the effects listed above are

dependent on the sampling of languages with only animacy-based gender or

no gender; and whether the effects listed above remain relevant when includ-

ing random slopes.

First, in Supplementary Information 2, Section 3, we show that when using

additional analyses with different genealogical controls, only the number of L1

speakers and sharing a borderwithUbangi/Central Sudanic are robust, as these

variables appear to be relevant across different analyses. Given the exploratory

nature of our analyses, we feel it is amoot point to discusswhether somemeth-

ods are better suited thanothers here. Rather,we feel it is important tonote that

some effects are more robust than others given different genealogical controls.

Second, given that languages with only animacy-based gender or no gender

represent a rathermarked type in the landscape of the gender systems attested

in our sample, we ran our models once again while excluding the seventeen

languages displaying highly eroded systems. Figure 4 in Supplementary Infor-

mation 2, Section 5, is a comparison between the results of the analyses on

this sample lacking these seventeen languages and the results on the full set of

languages presented above in Figs. 6, 7, and 8. In the binary typology model,

the effect of current rainforest overlap disappears. In themodel of the number

of targets that receive syntactic agreement, both effects from sharing a border

with Ubangi or Central Sudanic and the number of L1 speakers disappear, and

instead there are effects of current rainforest overlap and latitude. In themodel

of the number of targets that receive animacy-based agreement, the effect of

longitude disappears. Hence, in our models, the contribution of these seven-

teen languages is especially striking when considering the variables relating to

the number of targets that display syntactic agreement and the number of L1

speakers. This is in line with the observation we made above concerning the

relationship between absence of syntactic agreement and higher numbers of

L1 speakers, and the fact that the languages with more than 400,000 speakers

are outliers in this data set.When the languageswith high numbers of speakers

are excluded from the analyses, the effect of this variable also disappears.

Third, in Supplementary Information 2, Section 7, we compare models with

random slopes for those predictors that were reported to be relevant above,

adding them on a one-by-one basis. Random slopes are additional controls for

genealogical relatedness such that the predictor can have a different relation-

ship to the response variable depending on the Glottolog groupings. Random
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slopes were added to the random intercepts that were already included in the

models discussed so far, for each relevant predictor in an individual model. All

effects reported above disappear when random slopes for the specific predic-

tors are added. We believe that this is primarily due to lack of power, and an

extensive discussion regarding power is included in Supplementary Informa-

tion 2, Section 7. In this context, it is worth noting that the models including

full phylogenetic trees (that is, maximum clade credibility trees or tree sets),

which wemay regard as amidway solution between a random interceptmodel

and a random intercept + slope model when controlling for genealogical relat-

edness, do show effects for number of L1 speakers and sharing a border with

Ubangi or Central Sudanic (see Supplementary Information 2, Section 3).

5 Discussion

One of the aims of this paper is to demonstrate themethodological advantages

of new approaches to sociolinguistic typological variable design by studying

the sociolinguistic typology of nwb gender systems. In this section, we discuss

our methods and findings and also outline prospects for future research in the

field.

5.1 Discussion of methods and findings

This paper explored the hypothesis that gender systems tend to be eroded

or even break down under the pressure of language contact (Trudgill 1999;

Dahl 2019). nwb languages form an excellent test bed for this hypothesis. This

area features languages with traditional gender systems, where only syntactic

agreement occurs, and languageswith different types of restructured or eroded

gender systems, which display various forms of animacy-based agreement,

or have no gender at all. We identified three potential factors that may have

impacted nwb gender systems: substrate influence from languages that were

originally spoken by native Pygmy peoples, who later switched to Bantu (or

Ubangi or Central Sudanic) languages as these spread (Klieman 2003; Gülde-

mann 2018; Bostoen & Gunnink forthcoming 2022); contact with Ubangi or

Central Sudanic languages without (Bantu-like) gender systems (Vansina 1990;

Bouquiaux & Thomas 1994; Wega 2012); and creolization of trade languages

which speakers with different language backgrounds came to learn (Fehderau

1966; Samarin 1991; Bokamba 2009; Meeuwis 2013). The first scenario may have

applied to the Ababuan languages; the second scenario probably accounts for

Polri, Kako, Pande, and Mbati but also for Bodo, Homa, and Kari, and for all

northern borderlands Bantu languages to some extent; and the third scenario
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applies to Kituba and (Kinshasa) Lingala, aswell as, presumably, to other Bantu

lingua francas that we have not sampled here.

In Section 4, we modeled the three above-mentioned language contact sce-

narios using six predictors: number of L1 speakers, latitude, longitude, having

an ancestor in the Central African rainforest, current location with respect

to the Central African rainforest, and proximity to the Ubangi and Central

Sudanic language families. We found that five of these six variables are rele-

vant predictors for one or more of the three main models presented (in Figs.

6, 7, and 8), with two of them, the number of L1 speakers and sharing a border

with Ubangi or Central Sudanic, as themost robust. The number of L1 speakers

and sharing a border with Ubangi or Central Sudanic were found to be relevant

predictors across a variety of methods to control for genealogical relatedness

(see Supplementary Information 2, Section 3).Noneof the reported effects “sur-

vives” a more rigorous control for genealogical relatedness, the use of random

slopes (Supplementary Information 2, Section 7).25

Since the paper deals with exploratory rather than confirmatory analyses, it

is useful to consider what insights these findings may offer to more confirma-

tory studies of the long-debated idea that gender systems become eroded or

break down under language contact.We do this by further commenting on the

nature of the typological measurements of gender systems that we use in our

models, the effect of demographic variables, and the role that heavily restruc-

tured languages play in the shaping of our results.

First, the three response variables (the binary typology and the target

counts) are inter-correlated, and we should consider them as a relevant set

of measures, rather than trying to pick the “best” one. Contrasting languages

that have only syntactic agreement with languages that exhibit any kind of

animacy-based restructuring in the binary typology, we find that the latter are

more likely to share a border with Ubangi or Central Sudanic, as well as to have

lower current overlap with the rainforest. This matches what we find when

using target counts as the response variables. Languages with animacy-based

agreement or no gender at all tend to have fewer or no targets for syntactic

agreement andmore targets for animacy-based agreement. The number of tar-

gets that receive animacy-based agreement can be explained by a set of geo-

graphical predictors. This suggests that animacy-based agreement shows the

greatest sensitivity to contact effects, either as a result of language shift or con-

25 Note that we have not applied corrections for multiple testing such as the Bonferroni cor-

rection, which would have been relevant if this paper were more confirmatory in nature.

In addition, we cannot exclude the possibility that one ormore of our predictors is depen-

dent on hidden or latent variables that are not included in this study.
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vergence with neighboring languages. Our study clearly illustrates that using

different types of typological measures of complex morphosyntactic phenom-

ena, such as gender marking, has important consequences for the output of

sociolinguistic typological studies.

As far as the effect of demographic variables is concerned, languages devoid

of syntactic agreement have higher numbers of L1 speakers than most lan-

guages that mark syntactic agreement on any number of targets. However,

these “big” languages are clearly outliers in the data set, as most languages of

the sample havemoderate to small L1 populations, and, as discussed above, the

effect of population size disappears (or even changes direction)when these big

outliers are excluded. One explanation could be that while the number of L1

speakers (discussed in Section 4 and in Supplementary Information 2, Section

4) might be a relevant factor for worldwide sociolinguistic typological inves-

tigations (Lupyan & Dale 2010; Bentz & Winter 2013; Sinnemäki & Di Garbo

2018), this may not necessarily be the case for family- or area-based studies

(in Africa), where the demographic profiles of languages may not be normally

distributed. In our data set, L1 speaker populations are skewed in both direc-

tions. We have many languages spoken by (very) small communities, and a

small set of languages that are spoken by (several) millions of speakers. The

effect of number of L1 speakers on the type of gender system is different in

these subsets of languages, and we would argue that this is a by-product of the

family-based approach that we took.Wewould also suggest that more relevant

and fine-tunedvariables thana count of L1 speakers canbe constructed inorder

to capture contact dynamics related to incidence of contact and adult second

language learning.26

Furthermore, themodels excluding languageswith only animacy-based gen-

der ornogender (Supplementary Information2, Section 5) suggest that, overall,

the effects thatwe find significantly rely on this subset of most restructured lan-

guages. These observationsmay suggest that such languages should be actually

excluded from future work on the typology and evolution of Bantu gender sys-

tems, because they are so markedly different from the rest of the family. We

would strongly disagree with this idea for a number of reasons. First, several

of the sociogeographic effects remain relevant in the abovementioned models

26 Incidentally, a recent study by Dobrushina & Moroz (2021) finds that speakers of smaller

languages tend to be more multilingual than speakers of languages with large popula-

tions. The effect is most visible with populations up to 120,000 speakers, and is no longer

observable in populations above 400,000 speakers. These results align with our findings

in suggesting that the predictive power of population size on language-related facts may

not be linear/continuous.
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even excluding the languages with only animacy-based gender or no gender,

which suggests that these factors are also important for explaining the distribu-

tion of languages with more traditional gender systems. Second, in those areas

where we find several languages with only animacy-based gender or no gen-

der, there are also several languages that we could not include in the sample

due to lack of data (see Fig. 2). We cannot ignore that more instances of heav-

ily restructured gender systems could be found among these. Languages with

heavily restructured gender should ultimately not be seen asmarginal outliers,

or at least not in this part of the Bantu-speaking world. Most importantly, irre-

spectively of how many they are, these languages are of crucial importance to

understand how gender systems change, both inside and outside nwb.

5.2 Prospects for future research

This paper is the first large-scale comparative study to demonstrate a palpable

link between the shape and fabric of gender systems and a number of demo-

graphic and geographic factors. However, we feel that this is not the end of the

story but rather the beginning. The next steps to be taken are those where we

measuremore exactly the impact that populationmovementswithin theBantu

family and contact with non-Bantu populations had on the evolution of Bantu

gender systems. We can imagine the following options, all of which (unfortu-

nately) require detailed research that falls outside the scope of this paper:

– Comparative studies of contactwithUbangi andCentral Sudanic. This could

be implemented through qualitative studies of language contact dynamics

on the languages of our sample that border with Ubangi or Central Sudanic

languages. Information regarding the gender systems of these languages, if

they have any, would be vital to find out how nwb gender systems changed

under “pressure” from non-Bantu-like gender systems and nominal mor-

phosyntax. Such a qualitative study would also inspire further quantitative

analyses of gender systems, as well as further relevant sociolinguistic and

sociogeographic measures.

– Measures of the amount of time spent inside the rainforest. This could be

achieved by looking at branch lengths in the trees of Grollemund et al.

(2015), Koile et al. (in review), and future phylogenetic investigations of the

Bantu language family. A variable of this kind could help to better disen-

tangle the difference between older and recent waves of expansion in the

rainforest, which, as argued by Güldemann (2018), is crucial to motivate the

presence of both languages with only syntactic agreement andwith restruc-

tured gender systems in present-day rainforest areas.

– Measures of sociolinguistic dynamics at themacro- andmicro-level, includ-

ing demography, processes of pidginization or creolization, information on
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register usage, passive understanding versus active usage, age at which a

language was learned, and so on. This is a goal which is not achievable

based on presently available sociolinguistic data, but ongoing research in

the field of sociolinguistic typology (Di Garbo et al. 2021) makes it possible

to believe that further advancement in the field could be achieved in the

near future.

– Measures of the sociopolitical complexity of speech communities, for

instance along the lines of the variable “Jurisdictional hierarchy beyond

local community” in D-Place (Kirby et al. 2016). See also David Gil’s ideas

(in the LingTyp discussion list, October 2018) about a scale of language-

related sociopolitical complexity ranging from national languages, through

local varieties of national languages and local languages historically part of

a larger political entity, to local languages only recently part of a larger polit-

ical entity. Such a measure could capture aspects of language use whenever

more detailed sociolinguistic information is not available.

– Comparison of linguistic data on the distribution of restructured gender

systems with molecular anthropological data. While such analyses are not

immediately pursuable given the current level of genetic sampling in the

relevant areas of interest (Pakendorf et al. 2011: 59), future advances in the

field could make this possible.

A valid alternative to the steps above would be to compare the nwb data with

better documented contact scenarios within the Bantu-speaking world. Proba-

bly the best candidate for such a comparative endeavor would be the southern

Bantu languages,whose history of contactwithnon-Bantu, “Khoisan”-speaking

populations is well documented both from a linguistic and amolecular anthro-

pological point of view, and with the added advantage that the relevant con-

tact languages are still spoken in the area and relatively well described. While

extensive work has been done on Khoisan influence on southern Bantu at the

phonetic level (Pakendorf et al. 2017), and the population dynamics in the con-

text of which these patterns of language convergence took place have also

been reconstructed with the support of molecular anthropological data, not

much work has been done in the domain of nominal morphosyntax, let alone

gender marking. Nevertheless, existing research points to the possibility that

in the southern Bantu languages, contact-induced change in nominal mor-

phosyntax goes in the direction of the weakening, and sometimes loss, of the

locative and evaluative (diminutive and augmentative) genders, and, in par-

allel, of the grammaticalization of suffixes which express these functions in

alignment with the marking strategies that are found in neighboring Khoisan

languages (Creissels 1999; Güldemann 1999). Whether, in combination with

these developments, any form of animacy-based agreement also occurs, and
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can bemotivated as the result of contact with neighboring Khoisan languages,

is, at present, unexplored territory.

In addition to areally restricted comparisons, a pan-Bantu study encompass-

ing all sub-areas of the family would be the most natural long-term develop-

ment of this work, especially as we suspect that animacy-based agreement is

more widespread throughout the family than previously thought (Wald 1975;

Maho 1999: 135). Through a comprehensive study of gender systems across the

entire Bantu family, data on synchronic distributions could be used to test tran-

sition probabilities between types of gender systems and patterns of gender

agreement. Their interaction with relevant language-external factors beyond

those considered for the nwb area could also be studied.

6 Concluding remarks

We have shown how the general crosslinguistic and nwb-specific tendency for

gender systems to be restructured around semantically transparent animacy

contrasts may tie in with the history of the nwb populations. Ethnographic

accounts pointed to relevantmeasures of population contact dynamics, which

were then tested using glmms.We found that environmental variables related

to geography and demography are relevant predictors of the distribution of

restructuring in nwb gender systems. We conclude that hypotheses about lin-

guistic adaptation and the interaction between language structures and the

environment are best tested through integrated research approaches, where

quantitative analyses generalizing over large sets of data are as much as pos-

sible based upon qualitative data, which zoom in to the specifics of individual

languages and speech communities. We also demonstrated that an analysis of

patterns of gender marking which focuses both on the locus of marking, that

is, the word classes that carry gender inflections, and the type of marking, that

is, the distinction between, on the one hand, syntactic agreement, and, on the

other hand, semantic, in our case animacy-based, agreement, ismore revealing

of the evolutionary dynamics of gender systems than analyses based on sheer

number of gender distinctions, such as those conducted in previous studies

(Lupyan & Dale 2010; Blasi et al. 2017; Sinnemäki & Di Garbo 2018; Dahl 2019).

Amorenuancedandecologically informedapproach to variable coding like the

one adopted here for grammatical gender is thus key to test hypotheses on lin-

guistic adaptation in individual grammatical domains, language families, and

areas.
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Supplementary materials

This paper is accompanied by three pieces of Supplementary Information that

can be found here: https://doi.org/10.6084/m9.figshare.17261090:

– Supplementary Information 1: A figure entitled “Distribution of syntactic

and animacy-based agreement per language and across target types.”

– Supplementary Information 2: A pdfdocumentwith details on the analyses.

– Supplementary Information 3: All relevant code and data, including code for

making the figures.
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Appendix A: Coding model for data on gender marking

The coding model used in this paper is the same as the one followed by Di

Garbo & Verkerk (2022: Appendix 1). All languages included in the study were

coded based on this model.

A.1 Gendermarking on nouns

– Howmany singular noun class forms?

– Howmany plural noun class forms?

– Howmany number-invariant noun class forms?

– Howmany singular/plural pairings of noun class forms?

A.2 Gendermarking on agreement targets

– Howmany distinguishable singular agreement classes?

– Howmany distinguishable plural agreement classes?

– Howmany number-invariant agreement classes?

– Howmany paired singular/plural agreement classes?

A.3 What are the word classes that carry syntactic agreement?

The coding for these variables is a “yes/no/unknown” type of coding. Except

for the variable “Other,” which is listed at the end, variable names are ordered

alphabetically.

– Attributive adjectives: adnominal modifiers encoding property words.

– Copula-like constructions: constructions expressing nominal and/or loca-

tive predications.

– Demonstrativemodifiers: adnominalmodifiers indicatingdifferent degrees

of spatial distance from the speaker and/or the listener.

– Demonstrative pronouns: pronominal expressions indicating different

degrees of spatial distance from the speaker and/or the listener.

– Genitives/connectives: markers that are used to introduce nominal posses-

sors. In Bantu languages, they generally consist of the stem a preceded by a

pronominal prefix, which agrees in gender with the possessor. They are also

used to encode adjectival types of meaningswithmodifying nouns encoding

properties and/or entities.

– Independent third person pronouns: anaphoric pronouns corresponding

to ‘he/she/it’ in English.

– Numerals: adnominal modifiers encoding cardinal numbers. In Bantu lan-

guages, ordinal numbers also agree in gender, but they are expressed through

genitive constructions with cardinal numbers as modifiers (thus gender

agreement is marked on the genitive relator rather than on the numeral as

such).
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– Quantifiers: adnominal modifiers encoding quantity expressions such as,

for instance, ‘some’, ‘all’, ‘many’.

– Possessive pronouns: pronominal prefixes agreeing in gender with the pos-

sessee.

– Predicative adjectives: property words used predicatively, i.e., taking tam

inflections.

– Questionwords: selective interrogative such as ‘howmany?’ and ‘which?’, as

well as interrogative pronouns (‘who?’, ‘what?’)

– Reflexive pronouns: reflexives in Bantu are usually invariable prefixes,

which are part of the set of inflectional markers that a verb can take. How-

ever, in some cases, there can be reflexive intensifiers, which are indepen-

dentwords that can sometimes take pronominalmarkers in agreementwith

the gender of the noun. This is what we target in our coding.

– Relative pronouns/Relative constructions: independent pronominal ex-

pressions functionally comparable to the English ‘who/whom/which/that’.

Constructions encoding relative clauses, which do not fall under “relative

pronouns.”

– Verbs: lexemes for the encoding of prototypical predicative expressions

(actions, states).

– Other targets and/ordomainsof gendermarking: herewe include anything

that cannot be captured by the features listed above.

A.4 What are the word classes that carry animacy-based agreement?

The coding for these variables is a “yes/no/unknown” type of coding. Except

for the variable “Other,” which is listed at the end, variable names are ordered

alphabetically.

– Attributive adjectives: adnominal modifiers encoding property words.

– Copula-like constructions: constructions expressing nominal and/or loca-

tive predications.

– Demonstrativemodifiers: adnominalmodifiers indicatingdifferent degrees

of spatial distance from the speaker and/or the listener.

– Demonstrative pronouns: pronominal expressions indicating different

degrees of spatial distance from the speaker and/or the listener.

– Genitives/connectives: markers that are used to introduce nominal posses-

sors. In Bantu languages, they generally consist of the stem a preceded by a

pronominal prefix, which agrees in gender with the possessor. They are also

used to encode adjectival types of meaningswithmodifying nouns encoding

properties and/or entities.

– Independent third person pronouns: anaphoric pronouns corresponding

to ‘he/she/it’ in English.
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– Numerals: adnominal modifiers encoding cardinal numbers. In Bantu lan-

guages, ordinal numbers also agree in gender, but they are expressed through

genitive constructions with cardinal numbers as modifiers (thus gender

agreement is marked on the genitive relator rather than on the numeral as

such).

– Quantifiers: adnominal modifiers encoding quantity expressions such as,

for instance, ‘some’, ‘all’, ‘many’.

– Possessive pronouns: pronominal prefixes agreeing in gender with the pos-

sessee.

– Predicative adjectives: property words used predicatively, i.e., taking tam

inflections.

– Questionwords: selective interrogative such as ‘howmany?’ and ‘which?’, as

well as interrogative pronouns (‘who?’, ‘what?’)

– Reflexive pronouns: reflexives in Bantu are usually invariable prefixes,

which are part of the set of inflectional markers that a verb can take. How-

ever, in some cases, there can be reflexive intensifiers, which are indepen-

dentwords that can sometimes take pronominalmarkers in agreementwith

the gender of the noun. This is what we target in our coding.

– Relative pronouns/Relative constructions: independent pronominal ex-

pressions functionally comparable to the English ‘who/whom/which/that’.

Constructions encoding relative clauses, which do not fall under “relative

pronouns.”

– Verbs: lexemes for the encoding of prototypical predicative expressions

(actions, states).

– Other targets and/ordomainsof gendermarking: herewe include anything

that cannot be captured by the features listed above.

A.5 Additional questions

– Is animacy-based agreement obligatory outside the np?

– Is animacy-based agreement obligatory everywhere?

– Does agreement only signal number?

– Do noun class forms only mark number?

– Do noun class forms only mark animacy?

– Do noun class forms mark animacy and number?

– Is there extra marking of animacy on nouns (e.g., animacy markers are jux-

taposed to the nominal gender markers)?

– Is there extramarkingof plurality onnouns (e.g., in addition to their nominal

gender markers, nouns take an additional plural marker which is gender-

invariant)?

– Is there extra marking of animacy and number on nouns (e.g., animacy/

number markers are juxtaposed to the nominal gender markers)?
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– Notes (this is a free text variable where the coder can write in any additional

remark on the language which is being described).

Appendix B: The languages of the sample

Languages are classified into types based on the classification introduced in

Section 2.3.

Name Isocode Glottocode Guthrie Type

Akoose bss akoo1248 A15 1

Akwa akw akwa1248 C22 1

Amba (Uganda) rwm amba1263 D22 3

Babango bbm baba1263 C441 1

Bafaw-Balong bwt bafa1247 A141 1

Bafia ksf bafi1243 A53 1

Bafoto – bafo1235 C611 1

Bakaka bqz baka1273 A15 1

Bakole kme bako1250 A231 1

Baloi biz balo1261 C31 1

Bamwe bmg bamw1238 C412 1

Bangala bxg bang1353 C30A 1

Bangi bni bang1354 C32 2

Bangubangu bnx bang1350 D27 1

Bankon abb bank1256 A42 1

Basa (Cameroon) bas basa1284 A43a 1

Bassossi bsi bass1260 A15 1

Batanga bnm bata1285 A32 1

Bebele beb bebe1248 A73a 1

Beeke bkf beek1238 D335 3

Beembe beq beem1239 H11 1

Bekwil bkw bekw1242 A85b 1

Bembe bmb bemb1255 D54 1

Bera brf bera1259 D32 3

Bila bip bila1255 D311 3

Bodo (Central African Republic) boy bodo1272 D308 3

Boko (Democratic Republic of Congo) bkp boko1263 C16 1

Bolia bli boli1255 C35 2
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(cont.)

Name Isocode Glottocode Guthrie Type

Boloki bkt bolo1262 C36e 2

Boma boh boma1246 B82 1

Bomboma bws bomb1262 C411 2

Bomitaba zmx bomi1238 C14 1

Bongili bui bong1284 C15 2

Bube bvb bube1242 A31 1

Bubi buw bubi1250 B305 1

Budu buu budu1250 D32 1

Budza bja budz1238 C37 1

Bulu (Cameroon) bum bulu1251 A74 1

Bushoong buf bush1247 C83 1

Buyu byi buyu1239 D55 1

Bwa bww bwaa1238 C44 2

Bwela bwl bwel1238 C42 2

Dengese dez deng1250 C81 1

Dibole bvx dibo1245 C101 1

Ding diz ding1239 B86 2

Duala dua dual1243 A24 1

Duma dma duma1253 B51 1

Eton (Cameroon) eto eton1253 A71 1

Ewondo ewo ewon1239 A72 1

Fang (Equatorial Guinea) fan fang1246 A75 1

Gyele gyi gyel1242 A801 1

Holoholo hoo holo1240 D28 1

Homa hom homa1239 D304 4

Hungana hum hung1278 H42 1

Isu (Fako Division) szv isuf1235 A23 1

Kélé keb kele1257 B22 1

Kaamba xku kaam1238 H112A 2

Kako kkj kako1242 A93 3

Kande kbs kand1300 B32 1

Kari (Democratic Republic of Congo) kbj kari1306 D301 3

Kele (Democratic Republic of Congo) khy kele1255 C55 2

Kimbundu kmb kimb1241 H21 2

Kituba (Congo) mkw kitu1245 H10A 4

Kituba (Democratic Republic of Congo) ktu kitu1246 H10A 4
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(cont.)

Name Isocode Glottocode Guthrie Type

Kol (Cameroon) biw kolc1235 A832 1

Komo (Democratic Republic of Congo) kmw komo1260 D23 4

Koongo kng koon1244 H14 1

Koonzime ozm koon1245 A842 1

Kota (Gabon) koq kota1274 B25 1

Koyo koh koyo1242 C24 1

Kwakum kwu kwak1266 A91 1

Kwasio nmg kwas1243 A81 1

Laari ldi laar1238 H16f 2

Lefa lfa lefa1242 A51 2

Lega-Mwenga lgm lega1250 D25 1

Lega-Shabunda lea lega1249 D251 1

Lengola lej leng1258 D12 2

Libinza liz libi1244 C321 2

Ligenza lgz lige1238 C414 2

Lika lik lika1243 D201 2

Likila lie liki1240 C31 1

Likwala kwc likw1239 C26 1

Lingala (Bokamba) lin ling1263 C30b 3

Lobala loq loba1239 C16 1

Lombo loo lomb1260 C54 1

Lumbu lup lumb1249 B44 1

Lusengo lse luse1252 C36 1

Lwel – lwel1234 B85 1

Mabaale mmz maba1270 C31 1

Mahongwe mhb maho1248 B252 1

Makaa mcp maka1304 A83 1

Mbala mdp mbal1257 H41 1

Mbangwe zmn mban1268 B23 1

Mbati mdn mbat1248 C13 3

Mbere mdt mber1257 B61 1

Mbesa zms mbes1238 C51 1

Mbo (Cameroon) mbo mboc1235 A15 1

Mboko mdu mbok1243 C21 1

Mbole mdq mbol1247 D11 1

Mbosi mdw mbos1242 C25 1
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(cont.)

Name Isocode Glottocode Guthrie Type

Mbule mlb mbul1262 A623 1

Mituku zmq mitu1240 D13 1

Mmaala mmu mmaa1238 A62 1

Moi (Congo) mow moic1236 C32 2

Mokpwe bri mokp1239 A21 1

Mongo (Atlantic-Congo) lol mong1338 C61 2

Mpama – mpam1239 C323 1

Mpiemo mcx mpie1238 A86c 2

Mpongmpong mgg mpon1254 A86 1

Mpuono zmp mpuo1241 B84 1

Myene mye myen1241 B11 1

Ndambomo nxo ndam1254 B204 1

Ndasa sud nda ndas1238 B201 1

Ndobo ndw ndob1238 C31 1

Ndumu nmd ndum1239 B63 2

Ngando (Democratic Republic of Congo) nxd ngan1302 C63 2

Ngelima agh ngel1238 C45 2

Ngom nord nra ngom1270 B22 1

Ngombe (Democratic Republic of Congo) ngc ngom1268 C41 2

Ngongo (Democratic Republic of Congo) noq ngon1267 H31 1

Ngungwel ngz ngun1272 B72a 1

Njebi nzb njeb1242 B52 1

Njyem njy njye1238 A84 1

Nkongho nkc nkon1247 A151 1

Nomaande lem noma1260 A46 1

Ntomba nto ntom1248 C35 2

Nubaca baf nuba1241 A621 1

Nugunu (Cameroon) yas nugu1242 A622 1

Nyali nlj nyal1250 D33 2

Nyanga nyj nyan1304 D43 1

Nyokon nvo nyok1243 A45 1

Nzadi – nzad1234 B85 3

Ombamba mbm omba1241 B62 1

Ombo oml ombo1238 C76 1

Oroko bdu orok1266 A101 1

Pagibete pae pagi1243 C401 2
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(cont.)

Name Isocode Glottocode Guthrie Type

Pande bkj pand1264 C12 3

Pinji pic pinj1243 B304 1

Polri pmm pomo1271 A92 4

Punu puu punu1239 B43 1

Sakata skt saka1287 C34 2

Sake sak sake1247 B251 1

San Salvador Kongo kwy sans1272 H16a 2

Sangu (Gabon) snq sang1333 B42 1

Seki syi seki1238 B21 1

Sengele szg seng1278 C33 2

Shiwa – shiw1234 A803 na

Sighu sxe sigh1238 B202 1

Simba sbw simb1254 B302 1

Sira swj sira1266 B41 2

So (Cameroon) sox soca1235 A82 1

So (Democratic Republic of Congo) soc sode1235 C52 1

Songomeno soe song1305 C82 2

Songoora sod song1300 D24 1

Suku sub suku1259 H32 2

Suundi sdj suun1239 H131 2

Teke-Ebo ebo teke1278 B74b 1

Teke-Fuumu ifm teke1274 B77b 1

Teke-Tege teg teke1275 B71 1

Tembo (Motembo) tmv temb1272 C37 2

Tetela tll tete1250 C71 1

Tibea ngy tibe1274 A54 1

Tiene tii tien1242 B81 1

Tsaangi tsa tsaa1242 B53 1

Tsogo tsv tsog1243 B31 1

Tuki bag tuki1240 A601 2

Tunen tvu tune1261 A44 1

Ukhwejo ukh ukhw1241 A802 2

Vili vif vili1238 H12 2

Viya gev eviy1235 B301 1

Wumbvu wum wumb1242 B24 1

Yaka (Congo) iyx yaka1274 B73 1

Downloaded from Brill.com07/27/2022 07:55:38AM
via University of Helsinki



sociogeographic correlates of typological variation 215

Language Dynamics and Change 12 (2022) 155–223

(cont.)

Name Isocode Glottocode Guthrie Type

Yaka (Democratic Republic of Congo) yaf yaka1269 H31 2

Yansi yns yans1239 B85 4

Yasa yko yasa1242 A33a 1

Yela yel yela1238 C74 1

Yombe yom yomb1244 H16c 1

Zamba – zamb1245 C16 2

Zimba zmb zimb1251 D26 1
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Appendix C: The sociolinguistic typology of languages

with radically restructured gender systems

iso Glottocode Name Group History

brf bera1259 Bera Komo-Bila Homeland: Nile basin. Settlement in current location

around 1800. Possibly the first Bantu arriving in this

area

rwm amba1263 Amba

(Uganda)

Komo-Bila Origin: probably the Bira community

bip bila1255 Bila Komo-Bila no info

kmw komo1260 Komo (drc) Komo-Bila Homeland: Nile basin. At current place of settlement,

fighting against local populations first and Arabic

settlers later

hom homa1239 Homa Kari No known L1 speakers. Last speaker died by 1975. The

Huma used to live round about Mt. Bangenze from

where they fled to the hills neighboring Tombora

boy bodo1272 Bodo (Cen-

tral African

Republic)

Kari Recently, fromMafaya (a locality near the sources

of the Kuru River, within the former Bahr el Ghazal

province), to the present location, Deim Zubeir

kbj kari1306 Kari (drc) Kari Living at their current location for a long time, but

not the first/original inhabitants. Being assimilated

into the Azande society
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Contact Borrowed lexical material Other features Sources

Pygmies; Hima (Nkore-Kiga, East

Bantu); Lese (Central Sudanic);

Ngwana (?); Sudanese in general

no info no info van Geluwe

(1956)

Pygmies; Toro (Niger-Congo,

Plateau) and Nyoro (East Bantu)

no info no info Joset (1952);

Wayland (1929);

Winter (1953)

Pygmies; other languages,

unclear which

no info Nine-vowel system

with atr-harmony,

something also found

in several Central-

Sudanic languages

Harvey (1997);

Kutsch Lojenga

(2003)

Exogamy was very rigorous in

the past but on the way to being

less strictly respected. Unclear

with which languages there was

contact with (Vansina 1990: 66–

67 mentions that contact with

expanding Central Sudanic

populations had dramatic con-

sequences on the language)

A large number of lexical items

from Lingala. Borrowing in the

nominal domain along with

semi-productive nominal pre-

fixes; sources hypothesize that

Komo has undergone extensive

creolization

Apart from the heav-

ily eroded noun

class system, Komo

still retains typical

features of Bantu

grammar

Thomas (1994);

van Geluwe

(1956)

no info Some Zande loans no info Eberhard et al.

(2019); Santan-

drea (1948, 1963)

Supposedly, the community

ended up in Mafaya during early

Bantu migrations and underwent

influences from Sudanic there.

Source mentions that informa-

tions are more conversant in

Zande than in their native tongue

Some, from Kresh (Kresh-

Aja); Ndogo (Ubangi); Zande

(Ubangi)

Some constructions

match those found

in Zande, such as

male/female gender

of animals, treatment

of attributes, demon-

strative acting as a

neuter pronoun

Santandrea (1948,

1963)

Certainly with Zande (Ubangi)

speakers, previously probably

with other communities

Depending on source, either

majority of 60 basic vocabulary

items is not Bantu (Dijkmans

1936), or clearly a Bantu lan-

guage (Santandrea 1948).

Quinary numerals reminis-

cent of Bwa (Bantu, Ababuan).

Some Zande (Ubangi) loans

no info Dijkmans (1936);

Santandrea (1948,

1963)
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(cont.)

iso Glottocode Name Group History

bkf beek1238 Beeke Bali-Beeke At current location since about 1960. Earlier history

unknown, except that origin is the Ituri river. Vari-

ous sources give irreconcilable accounts of closest

genealogical affiliations

bkj pand1264 Pande Pande-Mbati Supposedly, the Pande migrated into the Sanga basin

folowing an east-to-west trajectory, coming from the

edges of the Ubangi

mdn mbat1248 Mbati Pande-Mbati The Mbati are said to have crossed the Ubangi as

invaders and settled in their present location between

1750 and 1850 (Bouquiaux & Thomas 1994) or, alterna-

tively, less than a century ago (Richardson 1957)

pmm pomo1271 Polri Polri-Kako Different accounts; they agree that the Pol come from

the east. One source indicates this migration took

place in the 20th century

kkj kako1242 Kako Polri-Kako Homeland: somewhere in the Batouri and Mam-

bere valleys (Central African Republic). Migration

waves supposedly started off from three distinguished

macro-groups whose dispersal followed the rivers.

The current place of settlement is a convergence area

for migration waves coming from different directions;

these created numerous conflicts in the area
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Contact Borrowed lexical material Other features Sources

(Sua-Mbuti) Pygmies; Ndaka

(Bantu, Ababuan)

Yes, from Ndaka no info deWit-Hasselaar

(1995); Vorbich-

ler (1963); van

Geluwe (1960: 11)

The indigenous populations of

Bakota, Bagandu, the Mandinga

of Mbaere, and Bollemba speak

pretty much the same language

variety, which the Pande call

Lindzali/Linzeli. This common

linguistic identity, paired with

some shared traditions and

beliefs, indicates common his-

torical origins

Yes, from Yangere (Ubangi) no info Bruel (1910–1911);

Ouzilleau (1910–

1911); Richardson

(1957)

Yes, with Ngando and Bakota

(Bantu), as well as with Ngbaka

and Monzombo (Ubangi). This

contact goes back at least three

centuries.

Yes, from Ali (Gbaya, Niger-

Congo); Sango (Ubangi);

general Ubangi

There are only traces

left of the connective,

the tonal system is

very unusual

Bouquiaux &

Thomas (1994);

Richardson (1957)

Yes, both with Bantu (Makaa,

Njem, Mpiemo) and non-Bantu

languages (Gbaya-Mandja group

(Niger-Congo), Mbum (Uban-

gian), Mbonga (Jarawan)). Also

with Baka Pygmies

The vocabulary is largely

Bantu, with affinities with

the Makaa-Njem complex in

particular

Wega (2012) describes

Pomo as a transition

language, with fea-

tures that are clearly

Bantu and other fea-

tures that are clearly

non-Bantu

Bruel (1910–1911);

Wega (2012);

Burnham et al.

(1986); Jacquot &

Richardson (1956)

Coming into east Cameroon, the

Kako (and the Gbaya) came into

contact with the Mpiemo, Maka,

Pol, Kwakum (all Bantu), Mbum

(Ubangian), Mbonga (Jarawan),

and the Baka Pygmies. Contacts

with Muslim communities from

1840 onwards. Genealogical

relationships with neighboring

languages unclear

The vocabulary is largely

Bantu, with strong affinities

with the Makaa-Njem cluster.

Many Gbaya (Niger-Congo)

words are found in Kako.

Borrowing from Pol/Pomo,

Kwakum (both Bantu)

no info Burnham et al.

(1986); Guthrie &

Tucker (1956)
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iso Glottocode Name Group History

yns yans1239 Yansi Yansi-Nzadi Mertens (1935–1939) claims that the Yansi group came

into the forest from the savanna in the south.

No iso

code

nzad1234 Nzadi Yansi-Nzadi Oral tradition regarding settlement reports on three

prominent facts: fights with Sengele Pygmies, settle-

ment at Kwamuntu village, migration across the Kasai

River

lin ling1263 Lingala

(Kinshasa)

creole Kinshasa Lingala is the descendent of the Bangala

pidgin, originally spoken in the Bangala state post

and spread northeast later on. This variety escaped

the standardization imposed by the Scheutists, which

later gave rise to Makanza Lingala. Bangala is the

descendant of Bobangi, a riverine trade language

spoken in the western part of the Congo River. The

Europeans started using Bobangi as a medium of

communication, which led to pidginization and fos-

tered substantial influences from European andWest

African languages. This variety was later imposed as

the language of communication at the Bangala post.
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Contact Borrowed lexical material Other features Sources

Two possible scenarios: (1) Rel-

ative isolation in the transition

zone between the equatorial

rainforest and southern savanna

(Vansina 1966). (2) Substrate

influence from non-Bantu lan-

guages spoken by autochthonous

hunter-gatherer groups, which

came in contact with the Bantu

in the vicinity of their home-

lands, after break up of Proto-

West-Coastal Bantu (Bostoen &

Gunnink forthcoming 2022)

no info Atypical features

in the domain of

phonology, morphol-

ogy, and syntax

Vansina (1966);

Bostoen & Gun-

nink (forthcom-

ing 2022)

B80 languages are not well stud-

ied. They have been in contact

with each other as well as with

other Bantu languages from

which they borrowed words.

Areal convergence in other

domains as well. Borrowing from

contact Bantu languages is men-

tioned but unclear which

no info Out of the B80 lan-

guages, Nzadi is the

language that has

undergone most

reduction: short-

ened words, loss in

the domain of deriva-

tional morphology,

largely isolating

syntax. A simplified

Bantu language rather

than a language that

has developedWest-

African-Benue-Congo

features

Crane et al. (2011)

Definitely a contact variety European andWest African

influences

no info Bokamba (2009);

Meeuwis (2013)
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iso Glottocode Name Group History

ktu kitu1246 Kituba (drc) creole Three accounts: Fehderau (1966) posits that Kituba

descends from a Kikongo Pidgin, developed in the

area of the Manianga market before the arrival of

the European traders, and became the trade lan-

guage of the Lower Congo region. The process can be

traced back to the 15th century. The Belgians widely

promoted its use. The creolization process started

around 1940, especially in urban areas. Samarin (1991)

argues that the earliest evidence of the ancestor of

Kituba goes back to 1905, there is no evidence of a

Kikongo Pidgin before the 1890s. A third explanation

is that Kituba originated through contact between the

Bakongo and foreign (West African?) workers.

mkw kitu1245 Kituba

(Congo)

creole Same as for the drc variety
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Kituba came into use as a lin-

gua franca and is still largely

used as a lingua franca today.

The relatively small number of L1

speakers suggests that Kituba is

a pidgin which has only recently

undergone creolization. Contact

between Lower and Upper Congo

river people prompted Lingala

influences into Kituba. Contact

with Lingala deeply influenced

Kituba, both lexically and gram-

matically

Portuguese via Kikongo;

Lingala; French (especially

starting from the creolization

phase)

no info Fehderau (1966);

Samarin (1991)

Same as for the drc variety Same as for the drc variety no info Fehderau (1966);

Samarin (1991)
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