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1 Introduction
Let N be a compact and convex polygon in the two-dimensional Euclidean
space and L : N → R a convex function such that it is piecewise affine
on the boundary ∂N . We denote the set of corners of the polygon N by
P = {p1, . . . , pk}. The function L might have points on ∂N \P, where it is
not differentiable. We call these points quasi-frozen and denote this set by
Q = {pk+1, . . . , pk+m}.

Definition 1.1. Surface tension is a convex function σ : N → R satisfying{
detD2σ = 1 in N◦;

σ = L on ∂N .
(∗)

The first equation is called Monge-Ampère equation and the second de-
scribes a boundary condition. The equation (∗) comes from the theory of
dimer models but we restrict ourselves to study (∗) just as a differential
equation. More precisely the goal of this thesis is to present an explicit for-
mulation for the gradient of the surface tension. This is done in the section
5.1. After this in section 5.2 we study limits of the gradient near the corners
and quasi-frozen points. As a corollary we obtain presentations for some
directional derivatives of the surface tension. Section 5 is based on [1].

Throughout the paper we work on the complex differentiation by using
the so called Wirtinger derivatives which are presented in the section 2.1. In
section 2.2 we present some elementary remarks on Monge-Ampère measure
and as a main result we derive the comparison principle. In section 2.3 we
study the harmonic measure in the unit disc. As main results we derive the
Poisson formula and an explicit formula for the harmonic measure of an arc.
For each of these preliminary sections we use mainly [2], [3] and [4].

To guarantee that the explicit formulation of the gradient of the surface
tension behaves well near ∂D we need to study the behaviour of univalent,
harmonic and orientation-preserving functions near ∂D. For this we mainly
rely on [6] and do it in section 3. Transforming the unit disc into the polygon
N is done via non-linear Cayley transform which we present in the section 4.
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2 Preliminaries

2.1 Wirtinger Derivatives

From [8, p. 52] we recall that a complex function

f(x, y) = u(x, y) + iv(x, y) (1)

given by real functions u and v is complex differentiable (or equivalently
holomorphic or analytic), when it satisfies the Cauchy-Riemann equations

∂xu = ∂yv and ∂xv = −∂yu.

After checking this we know that the derivative ∂zf exists. But complex
differentiation can be done also in respect to the complex conjugate of the
variable. To achieve this we’ll give the following definition.

Definition 2.1. Let z = x + iy be a complex number. The differential
operators

∂z =
1

2
(∂x − i∂y) and ∂z =

1

2
(∂x + i∂y) (2)

are called Wirtinger derivatives.

We notice that the second Cauchy-Riemann equation in (2) can be written
as −i∂xv = i∂yu. This allows us to obtain a new definition for the complex
differentiability.

Definition 2.2. Function f : C → C is complex differentiable if ∂zf = 0.

If the complex conjugate of a function is holomorphic, we say the function is
antiholomorphic.

Let the function f : C → C be twice continuously differentiable. Then
we may calculate

∂z∂zf(z) =
1

4

(
∂xxf(z)− i∂yxf(z) + i∂xyf(z)− i2∂yyf(z)

)
=

1

4
∆f(z).

If we change the order of the Wirtinger derivatives we end up with the same
result. Hence we obtain a new definition for a function to be harmonic.

Definition 2.3. Complex function f ∈ C2 is harmonic if ∂zzf = ∂zzf = 0.

From the Definition 2.1 we can derive with ease two properties for Wirtinger
derivatives of a function f : C → C. Namely

∂zf(z) =
1

2

(
∂xu(x, y)− i∂yu(x, y) + i∂x(−v(x, y)) + ∂y(−v(x, y))

)
= ∂zf(z)
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and

∂zf(z) =
1

2

(
∂xu(x, y) + i∂x(−v(x, y)) + i∂yu(x, y)− ∂y(−v(x, y))

)
= ∂zf(z),

which are called the conjugation rules of Wirtinger derivatives. Let us denote
w := g(z) for a function g : C → C. We recall from [2, p. 10] that the chain
rule for Wirtinger derivative of a composition function h := f ◦ g in respect
to variable z is

∂zf(g(z)) = ∂wh(w)∂zg(z) + ∂wh(w)∂zg(z)

To prove this we just need to write

h(w) = f(g(z)) = f1(g1(x, y), g2(x, y)) + if2(g1(x, y), g2(x, y)),

where f = f1 + if2 and g = g1 + ig2. Let us denote w1 := g1(x, y) and
w2 := g2(x, y). Now we may calculate that

∂zf(g(z)) =
1

2

(
∂xf1(g(x, y)) + i∂xf2(g(x, y))− i∂yf1(g(x, y)) + ∂yf2(g(x, y))

)
=

1

2
(∂w1f1(w1, w2)∂xg1(x, y)− i∂w1f1(w1, w2)∂yg1(x, y)

+ ∂w2f1(w1, w2)∂yg1(x, y) + i∂w2f1(w1, w2)∂xg2(x, y)

+ i∂w1f2(w1, w2)∂xg1(x, y) + ∂w1f2(w1, w2)∂yg1(x, y)

− i∂w2f1(w1, w2)∂yg2(x, y) + ∂w2f1(w1, w2)∂xg1(x, y))

= ∂wh(w)∂zg(z) + ∂wh(w)∂zg(z).

It is easy to see that for the derivative of the conjugate of composition
function it stands that

∂zf(g(z)) = ∂wh(w)∂zg(z) + ∂wh(w)∂zg(z).

Hence with the composition rule above and with conjugation rules we obtain
a second chain rule for the Wirtinger derivatives, that is

∂zf(g(z)) = ∂zf(g(z)) = ∂wh(w)∂zg(z) + ∂wh(w)∂zg(z).

Example 2.1. Let a ∈ C be a complex constant. For a future reference and
as a short example of Wirtinger derivation we show that the function

f(z) :=
ag(z)

1− az
,
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where g : C → C is holomorphic, is holomorphic. For the sake of convenience
we assume that az ̸= 1.

It is easy to show that the product rules for Wirtinger derivatives are as
the those of products of real functions, that is

∂zuv = v∂zu+ u∂zv and ∂zuv = v∂zu+ u∂zv,

as stated in [2, p. 8] for functions u, v : C → C. Using the product and chain
rules we get

∂zf(z) = a

(
g(z)∂z

1

1− az
+

1

1− az
∂zg(z)

)
= ag(z)

(
∂w

1

w
∂z(1− az) + ∂w

1

w
∂z(1− az)

)
.

Note that from the definition 2.1 it follows that ∂w1/w = 0 and ∂zz = 0.
Thus the function f is holomorphic.

2.2 Monge-Ampère Measure

Let f : U → R be a function defined in a convex domain U ⊂ Rn. We say a
vector ξ ∈ Rn is the subgradient of f on p0 ∈ U if

f(p) ≥ f(p0) + ⟨ξ, p− p0⟩ (3)

for every p ∈ U . The name is easily undestandable as from [11, p. 29] we
recall that the gradient satisfies

f(p) = u(p0) + ⟨∇f(p0), p− p0⟩+ |p− p0|ε(p− p0),

where ε(p − p0) → 0 as p → p0. We call the collection ∂f(p0) of all subgra-
dients ξ of f on p0 to be its subdifferential, that is

∂f(p0) := {ξ ∈ Rn : f(p) ≥ f(p0) + ⟨ξ, p− p0⟩ for every ξ ∈ U},

and for a set E ⊂ Rn we write

∂f(E) :=
⋃
p∈E

∂f(p).

The geometric interpretation for the mappings p 7→ u(p0) + ⟨ξ, p − p0⟩
is that they define tangential planes for the graph of f i.e. they touch the
graph of f from below at (p0, f(p0)). We call this kind of plane a supporting
plane to f at p0 and it comes as a direct consequence from (3).
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Definition 2.4. Let U be a convex set and E ⊂ U a Borel set. Let f : U → R
be a function. The Monge-Ampère measure of f is given by

µf (E) :=
∣∣∂f(E)∣∣,

where |·| is the Lebesgue measure.

Lemma 2.5. Let f and g be convex functions in Rn and E be an open and
bounded set so that f = g on ∂E and f ≤ g in E. Then ∂f(E) ⊃ ∂g(E) and
µf (E) ≥ µg(E).

Proof. Let ξ ∈ ∂g(E) that is ξ ∈ ∂g(p0) for some p0 ∈ E. Then the mapping

p 7→ g(p0) + ⟨ξ, p− p0⟩

defines a supporting plane to g at p0. Note that we have f ≤ g in E. Let us
the lower the supporting plane to g at p0 until it’s below the graph of f and
then lift it upwards until it touches the graph of f again. Clearly we now
have a constant a ≤ g(p0) such that the mapping

p 7→ a+ ⟨ξ, p− p0⟩

defines a supporting plane for f at some point p′ ∈ E. Moreover we note that
the (strictly) convex graphs of f and g are homeomorphic a n+1-dimensional
hypercones. Hence the supporting plane to g touches the graph of f at the
point which maps to the vertex of the cone. Would the functions f or g have
multiple minima, we could map the equivalence class of these to the vertex
of the cone and then the interpretation would be the same.

At the boundary ∂E we have f = g and therefore a = g(p0) for a point
p′ ∈ ∂E. Furthermore we then have that f(p0) = g(p0) and the plane is a
supporting plane to f at p0. From this we obtain that ξ ∈ ∂f(p0) also and
from the additivity of measure it follows that µf (E) ≥ µg(E).

As a main result of this section we provide the following so called com-
parison principle. It will be used to study the behaviour of the gradient of
the surface tension near the border of the polygon N .

Theorem 2.6. Let f and g be convex functions defined on an open bounded
convex set U ⊂ Rn. If f ≥ g on ∂U and in the sense of Monge-Ampère
measures

detD2f ≤ detD2g

in U , then f ≥ g in U .
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Proof. Let x0 ∈ U and define new function g̃ by setting

g̃(x) := g(x) + ε
(
|x− x0|2 − diam(U)2

)
.

We know that convex functions are positive semi-definite and therefore their
determinants are positive or zero. Moreover we know that the Euclidean
distance squared is a convex function. Hence

detD2g̃ > detD2f

and then let ε → 0. Let us assume that the set E = {x ∈ U : f(x) < g̃(x)}
is not empty. Then Lemma 2.5 gives us

µf (E) ≥ µg̃(E) =⇒ detD2f ≥ detD2g̃,

but this is a contradiction and therefore the set E must be empty. Let ε→ 0
and the claim follows.

2.3 Harmonic Measure

Let a, b ∈ R be real numbers such that a < b and z ∈ C be a point on the
upper half of the complex plane H = {z ∈ C : Imz > 0}. We recall from
[4, p. 1] that the angle at point z of the triangle with endpoints {a, z, b} is
given by the function

θ(z) := arg

(
z − b

z − a

)
= Im log

(
z − b

z − a

)
. (4)

Also from [9, p. 60] we recall that the complex logarithm is defined as

log z = log |z|+ i arg z,

where z ∈ C. From this we derive that

Im log z = −i log z

|z|
.

With fixed points a, b ∈ R and an angle θ0, the equation θ(z) = θ0 defines
a circular arc with end points a and b. We can generalize this by replacing
the real numbers a and b with complex numbers α, β ∈ C.

Lemma 2.7. Let z, α, β ∈ C. The equation

θ(z) := arg

(
z − α

z − β

)
= θ0,

where −π < θ0 ≤ π is the angle at z, defines a circular arc through z with
endpoints α and β.
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Proof. Clearly we can draw a line that connects α and β with each other.
Then with a suitable rotation ρ we can map this line to the real line after
which the circular arc is given by (4) at the point ρ(z).

Let the set E =
⋃n

k=1(ak, bk), where ak, bk ∈ R for all k ≤ n, be a finite
union of open intervals in the real line so that bk−1 < ak < bk. Then for each
interval we set a corresponding function

θk(z) := arg

(
z − bk
z − ak

)
and say that the function

ω(z, E,H) :=
1

π

n∑
k=1

θk(z)

is the harmonic measure of E at point z ∈ H. To define the harmonic measure
on the unit disc we need a conformal map ϕ : H → D, which maps the upper
half-plane to the unit disc. Assume that I ⊂ ∂D is a finite set of arcs in
the unit circle. We may now define the harmonic measure of I at z ∈ D by
setting

ω(z, I,D) = ω(ϕ(z), ϕ(I),H). (5)

In (∗) we had a boundary condition for the surface tension in the convex
polygon N . Similarly we can try to find a function in the unit disc when
we have defined what values it should have on the border of the unit disc.
Assume the function on the border is continuous and we call this a Dirichlet
problem.

Theorem 2.8. Let f(eiθ) be an integrable function on ∂D and set

uf (z) :=
1

2π

∫ 2π

0

f(eiθ)
1− |z|2∣∣eiθ − z

∣∣2dθ.
Then uf (z) is harmonic on D. Moreover if f is continuous on eiθ0 ∈ ∂D,
then uf (z) → f(eiθ0), when D ∋ z → eiθ0.

We say that the function uf (z) is a Poisson integral of f and

P (z, θ) :=
1− |z|2∣∣eiθ − z

∣∣2
is called the Poisson kernel.
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We recall that a function ϕ is conformal in an open set U ⊂ C if it
is holomorphic and has a nonzero derivative in U . Let us take a function
ϕ(z) := z−i

z+i
: D → H. Now we can calculate ∂zϕ(z) = 0 and ∂zϕ(z) ̸= 0 in

the open unit disc. Hence it is conformal. Moreover from (5) we can derive

ω(a+ bi, E,D) = ω(ϕ(a+ bi), ϕ(E),H) =
1

π

∫
E

b

(x− a)2 + b2
dx (6)

as stated in [4, p. 4]. Here the integrand is said to be the Poisson kernel in
the upper half-plane, since by the change of variables, given by ϕ, it coincides
with P (z, θ).

Proof of Theorem 2.8. Let z ∈ D be a point in the unit disc and ζ = eiθ,
where 0 ≤ θ < 2π, be a point in the boundary. Clearly z = 2Re(z) − z it
follows that

Re

(
ζ + z

ζ − z

)
=

ζζ − zz

(ζ − z)(ζ − z)
. (7)

In the unit disc we can write z = reiφ, where 0 ≤ r < 1 and 0 ≤ φ < 2π,
and using this we obtain

Re

(
ei(θ−φ) + r

ei(θ−φ) − r

)
=

1− r2

1− 2r cos(θ − φ) + r2
. (8)

Moreover remembering that 2 cos θ = eiθ + e−iθ we realize the equality (8)
is in fact the Poisson kernel and that the denominators in the equalities (7)
and (8) are the same. Thus also (7) gives a reformulation for the Poisson
kernel.

Let f : U → C be a holomorphic function in an open domain U ⊂ C.
From [8, p. 120] we recall the Cauchy’s integral formula

f(z) =
1

2πi

∫
γ

f(ζ)

ζ − z
dζ, (9)

where γ is a contour such that the curve γ and the (interior) set confined by
it are contained in the domain of f . Let us now consider the function

g(ζ) :=
zf(ζ)

1− zζ
,

where f is holomorphic, defined in the unit disc. In Example 2.1 we showed
that it is holomorphic. Let γ be a convex contour and then by Cauchy’s
theorem, given in [8, p. 107], we have that the integral of g over this contour

8



equals to zero. Clearly we can set the contour to be the boundary of the unit
circle. Combining this with (9) we obtain the Poisson formula by using the
change of variables and remembering (7) since

f(z) =
1

2πi

∫
γ

f(ζ)

ζ − z
+
zf(ζ)

1− zζ
dζ

=
1

2πi

∫
∂D
f(ζ)

(
1− zζ + z(ζ − z)

(ζ − z)(ζζ − zζ)

)
dζ

=
1

2πi

∫ 2π

0

f(eiθ)

(
1− |z|2

(eiθ − z)(eiθ − z)eiθ

)
d

dθ
eiθdθ.

Making a change of variables, given by the inverse mapping of ϕ(z) = z−i
z+i

,
to the integral in (6) we obtain

ω(z, E,D) =
1

2π

∫
E

P (z, θ)dθ. (10)

From this we may then derive the following presentation for the harmonic
measure in the unit disc.

Theorem 2.9. Let z ∈ D and I = (eiθ1 , eiθ2) be an arc on ∂D. Then the
harmonic measure of I is given by

ω(z, I,D) =
1

π
arg

(
z − eiθ1

z − eiθ2

)
− θ2 − θ1

2π
.

Proof. For the Poisson kernel it stands that

Re

(
eiθ + z

eiθ − z

)
= Re

(
2eiθ

eiθ − z
− 1

)

= −2
d

dθ
Re

(
i log

(
eiθ − z

))
− 1

= 2
d

dθ
arg
(
eiθ − z

)
− 1.

Integrating this statement over an arc (θ1, θ2) in respect to θ and remembering
the relation between the harmonic measure and the Poisson kernel given in
(10) we obtain the claim.

9



As a last remark let us consider the setting of Theorem 2.9. We can draw
lines from the endpoints of the arc I = (eiθ1 , eiθ2) to z and extend them so
that they intersect the boundary of the unit circle at some points eiθ′1 and
eiθ

′
2 forming the arc I ′ respectively. We also have the well known fact from

elementary geometry that

∠AZB =
1

2

(
∠AOB + ∠A′OB′) ,

where A and B are the endpoints of I, Z = z, A′ and B′ are the endpoints
of I ′ and O is the center of the circle. In our case ∠AOB = θ2 − θ1 and the
angle ∠AZB is given by the argument of (z − eiθ1)/(z − eiθ2). Hence we see
that the geometric interpretation of the harmonic measure is given by

2πω(z, I,D) = ∠A′OB′.

3 Radial Limits in the Unit Disc
Definition 3.1. Let M and N be connected and oriented smooth mani-
folds. The diffeomorphism f :M → N is called orientation preserving if the
induced orientation in N is the same as in M .

In the opposite case we would call f orientation reversing. It can be
shown that this is equivalent for the Jacobian determinant of f , write Jf ,
being positive. For the Jacobian determinant of a composition mapping f ◦g
at point x we have the identity

Jf◦g(x) = Jf (g(x))Jg(x).

From this it is easy to see that the composition of orientation preserving
mappings is also orientation preserving. In addition the inverse function
theorem gives that the inverse of an orientation preserving map preserves
orientation.

Moreover a nonsingular linear map from Rn to Rn is called orientation
preserving if it has a nonnegative determinant. For having a negative de-
terminant we would call it an orientation reversing. From the properties of
determinant we have again that the composition of two orientation preserv-
ing mappings is again an orientation preserving map and that the inverse of
an orientation preserving map is also orientation preserving.

Before proving the main result of this section we recall from [4, p. 469]
the definitions for cluster sets of function in respect to a point and a set.
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Definition 3.2. Let f : U → C be an analytic function and (zn)
∞
n=1 ⊂ U a

sequence with a limit z0 ∈ ∂U . We call the collection

Cl(f, z0) := {ζ : lim
n→∞

f(zn) = ζ}

to be the cluster set of f at z0. Moreover the cluster set of f at I ⊂ ∂U is

Cl(f, I) :=
⋃
z0∈I

Cl(f, z0).

Theorem 3.3. Let D be a bounded and simply-connected domain which has
locally connected boundary. Let f : D → D be a univalent, harmonic and
orientation-preserving mapping which radial limits limr→1 f(re

iθ) belong to
∂D for almost every θ. Then there exists a countable set E ⊂ ∂D such that

1. the unrestricted limit f̂(eiθ) := limz→eiθ f(z) exists, is continuous and
belongs to ∂D for eiθ ∈ ∂D \ E,

2. limθ→θ−0
f̂(eiθ) and limθ→θ+0

f̂(eiθ) exist, are different and belong to D

for eiθ0 ∈ E and

3. the cluster set of the mapping f at eiθ0 ∈ E is the straight line segment
joining limθ→θ−0

f̂(eiθ) to limθ→θ+0
f̂(eiθ).

Proof. Let ϕ : D → D be a univalent, analytic and orientation preserving
mapping. It can be shown that such a function has a continuous extension
such that ϕ(∂D) = ∂D as stated in [6, p. 479]. Moreover the function
ϕ−1 ◦ f : D → D is an orientation-preserving homeomorphism. Let h(z) :=
limr→1 ϕ

−1 ◦ f(rz) be the radial-limit function of ϕ−1 ◦ f . Clearly the radial-
limit function has modulus one almost everywhere at ∂D.

Through some redefining on a set of measure zero we can write that
h(eiθ) = eiη(θ), where η is a suitable non-descreasing function on the real
line for which η(θ + 2π) = η(θ) + 2π. The function η has countably many
points of discontinuities eiθ ∈ ∂D, set of which we denote by E0. Thus on
∂D \ E0 the function ϕ ◦ h : R → ∂D becomes continuous and in E0 and
it has one-sided limits belonging to ∂D since the boundary is a closed set.
Therefore the function ϕ ◦ h and the radial limit function of f agree a.e. on
∂D. Thus by the Theorem 2.8 we get that

lim
r→1

f(rz) =
1

2π

∫ 2π

0

ϕ ◦ h(eiθ)P (z, θ)dθ

almost everywhere. Furthermore we obtain

f̂(eiθ) = lim
r→1

f(reiθ) = ϕ ◦ h(eiθ)

11



for all z ∈ ∂D \E0. This proves the claim 1. and also 2. up to the difference
of the limits.

Let eiθ0 ∈ E0 and −1 < λ < 1. Now the equation

arg

(
eiθ0 + z

eiθ0 − z

)
=
λπ

2

gives us a circular arc as in Lemma 2.7. Its endpoints are −z and z and it
goes through eiθ0 . We then let z approach eiθ0 on the circular arc. Now f(z)
converges to

1

2
(1− λ) lim

θ→θ+0

f̂(eiθ) +
1

2
(1 + λ) lim

θ→θ−0

f̂(eiθ),

which is a line-segment connecting the one-sided limit points. It is also the
cluster set of f at θ0, which proves the claim 3. in the set E0. Let E1 be
the set of points for which the one-sided limits of f̂(eiθ) are equal. Now the
cluster set of f at θ0 becomes a singleton and therefore f has a limit and f̂
is continuous there as the one-sided limits coincide. Thus the claim holds for
the set E = E0 \ E1.

4 Non-Linear Cayley Transform
Definition 4.1. Let σ(z) be as in (∗) and z ∈ N◦. Its Lewy transform is
given by

Lσ(z) := z +∇σ(z).

Clearly the Lewy transform Lσ is continuous as the identity mapping
and the derivatives of the surface tension are. The surface tension is strictly
convex in N◦. Hence with the Theorem 1 from [5] we have that the Lewy
transform of the surface tension is a homeomorphism.

Definition 4.2. Let σ(z) be as in (∗). Its non-linear Cayley transform is
given by

Hσ(w) := (I −∇σ)(I +∇σ)−1(w),

where I is the identity matrix and w is chosen so that H is analytic.

Let w = z+∇σ(z) be a point in Lσ(N
◦). We have that (I+∇σ)−1w = z

and thus the non-linear Cayley transform is given by

Hσ(w) = z −∇σ(z).

12



Note that from the equality(
2I − (I +∇σ)

)
(I +∇σ)−1 = 2(I +∇σ)−1 − I

it follows that

Hσ(w) = 2(I +∇σ)−1(w)− w = 2z − w.

Substituting now z = w−∇σ(z) we get an expression for the gradient of the
surface tension that is

∇σ(z) = 1

2

(
w −H(w)

)
. (11)

Solving the variable z from this we get the inverse Lewy transform, that is

L−1
σ (w) = z =

1

2

(
w +Hσ(w)

)
. (12)

Theorem 4.3. Let σ(z) be a solution to (∗). Then the non-linear Cayley
transform Hσ is complex analytic in its domain

DomHσ := {w : w = Lσ(z), z ∈ N◦},

with the derivative
∣∣H′

σ(w)
∣∣ < 1 for all w ∈ DomHσ.

Proof. Let h and b be continuously differentiable functions and let a = h ◦ b.
The chain rules for Wirtinger derivatives give us then

azbz − azbz = (hζ ◦ b)bzbz + (hζ ◦ b)bzbz − (hζ ◦ b)bzbz − (hζ ◦ b)bzbz.

We remember that bb = |b|2. and by conjugation rules for Wirtinger deriva-
tives we obtain

azbz − azbz = (hζ ◦ b)
(
|bz|2 − |bz|2

)
(13)

and also
azbz − azbz = (hζ ◦ b)

(
|bz|2 − |bz|2

)
. (14)

Let us now choose our functions to be h(ζ) = (I−∇σ)(I+∇σ)−1(ζ) and
b(z) = z + 2σz. It follows from the definition of Wirtinger derivatives that
2σz = ∇σ(z). Hence it stands that a(z) = z −∇σ(z) and b(z) = Lσ(z).

We calculate that

az = 1− 1

2

(
σxx + σyy

)
= 1− 1

2
∆σ,

bz = 1 +
1

2
∆σ

13



and
az = −1

2

(
σxx − σyy + 2iσxy

)
= −bz.

Substituting these to (13) gives us

azbz − azbz = azbz + |bz|2 = 1− σxxσyy + σ2
xy = 1− detD2σ

and

|bz|2 − |bz|2 =
(
1 +

1

2
∆σ

)2

−
(
1

4

(
σxx − σyy

)2
+ σ2

xy

)
= 1 +∆σ + σxxσyy − σ2

xy

= 2 +∆σ,

since from (∗) we have detD2σ = 1. In addition we note that

detDLσ = 1 + σyy + σxx + σxxσyy − σ2
xy = 2 +∆σ.

Thus we have
1− detD2σ = (hζ ◦ b) detDLσ

from the equation (13). We note that in N◦ we have detDLσ ≥ 4. Thus Hσ

is complex analytic since the limit of the difference quotient becomes now
finite. The equation (14) gives us∣∣∣hζ∣∣∣2 = ∣∣az(bz + az)

∣∣2
det(DLσ)

2 =
(σxx − σyy)

2 + 2σ2
xy

(∆σ + 2)2
=

(∆σ)2 − 4

(∆σ + 2)2
≤ 1

and from definition of derivative it now follows that Hσ is a contraction.
Furthermore H′

σ takes its values from the open unit disc and attains its
maximum on the boundary due to maximum principle.

5 Surface Tension

5.1 Explicit Form

Before we can present the explicit formulation for the gradient of the surface
tension, derived in the Theorem 5.2 and presented in the Corollary 5.3, we
need the following lemma.

Lemma 5.1. Let σ be the unique bounded and convex function that solves
(∗) and suppose J ⊂ ∂N is a closed interval that does not containing any
points of P ∪ Q. Then for p ∈ N◦ we have∣∣∇σ(p)∣∣→ ∞ as p→ J.

14



Proof. With using some suitable transforms (rotations and translations) we
can assume that 0 ∈ J ⊂ R and that the interior of the polygon N lies in
the upper half of the complex plane. Let us then take an isosceles triangle
T with corners {0, x1, ix1}, where the point 0 < x1 ∈ J is chosen to be so
small that the triangle T is contained in N◦. With more transforms (namely
by adding linear map and making an affine change of coordinates) we may
assume that x1 = 1.

Now we have that L = σ in the interval [0, 1] and L(i) = σ(i). Moreover
the convexity of the surface tension σ means that

σ
(
tx+ (1− t)y

)
≤ tσ(x) + (1− t)σ(y),

where 0 ≤ t ≤ 1, for every x, y ∈ T . Thus we get σ(x) ≤ L(x) in the
triangle T by remembering that 0 ≤ x, y ≤ 1. This setting is called a lozenge
tilling model, described in [1, p.17–18], and here we have a surface tension
σL := σ + L for which det

(
D2(σL)

)
= 1 as stated in (∗). Let p ∈ T be a

point in the triangle T and then Theorem 2.6 gives us

σ(p) ≤ σL(p). (15)

In [10, p. 34-36] an explicit form for the surface tension σL in the triangle
T is derived to be

σL(s, t) = − 1

π

(
L(πs) + L(πt) + L(π(1− s− t))

)
,

where

L(θ) := −
∫ θ

0

log |2 sinx|dx

is the Lobachevsky function. Since 0 ≤ s ≤ 1 we may ignore the absolute
value in the logarithm. Recalling the Leibnitz integral rule

∂s

∫ b(s)

a(s)

f(s, x)dx = f(s, b(s))∂sb(s)− f(s, a(s))∂sa(s) +

∫ b(s)

a(s)

∂sf(s, x)dx

we can calculate the gradient of the surface tension. Note that when using
the Leibnitz integration rule for the Lobachevsky function the middle and
last term vanish. Hence we get

∂sσL(s, t) = − 1

π
∂s
(
L(πs) + L(π(1− s− t))

)
= log

(
2 sin(πs)

)
− log

(
2 sin

(
π(1− s− t)

))
15



and therefore via elementary properties of sine and logarithm we have

∇σL(s, t) =

(
log

sin(πs)

sin
(
π(s+ t)

) , log sin(πt)

sin
(
π(s+ t)

)) ,
where (s, t) ∈ T . Furthermore we can calculate the second derivatives

∂stσ(s, t) = − 1

tan
(
π(s+ t)

)
and

∂ssσ(s, t) =
π sin(πt)

sin(πs) sin
(
π(s+ t)

) ≤ − π

sin(πs) sin
(
π(s+ t)

) .
From this it is easy to see that for all second derivatives we have that
∂2σ(s, t) → −∞, when (s, t) → [δ, 1− δ] ⊂ J , where 0 < δ < 1. Since the
surface tensions σ and σL have the same boundary value on the interval [0, 1]
i.e the function L, with (15) this forces also

∣∣∇σ(p)∣∣→ ∞ as p → [δ, 1− δ].
We finish the proof by covering J with such subintervals.

Theorem 5.2. Let N ⊂ R2 be a convex polygon and σ(z) a convex solution
to det

(
D2σ

)
= 1 in the interior N◦. If ψ : D → Lσ(N

◦) is a Riemann map,
then the mapping U(ζ) := L−1

σ ◦ ψ(ζ) defines a harmonic homeomorphism
U : D → N◦ and it has a representation

U(ζ) =
m∑
j=1

pjω(ζ; Ij), (16)

where ζ ∈ D, Ij ⊂ ∂D are pairwise disjoint open arcs whose closure covers
the unit circle and where ω(ζ; Ij) is the harmonic measure of an arc Ij in the
unit disc.

Proof. Using the inverse Lewy transform given in (12) we get that

U(ζ) =
ψ(ζ) +H

(
ψ(ζ)

)
2

(17)

and also

∇σ ◦ U(ζ) =
ψ(ζ)−H

(
ψ(ζ)

)
2

(18)

as we denote w = Lσ in (11) and remember that U = L−1
σ ◦ ψ.
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Let us denote w := ψ(ζ). We calculate that

∂ζζU(ζ) =
1

2
∂ζ

(
∂ζψ(ζ) + i∂ζH

(
ψ(ζ)

))
=

1

2
∂ζ

(
∂ζψ(ζ) + i(∂wH(w)∂ζψ(ζ)) + ∂wH(w)∂ζψ(ζ))

)
.

Lemma 4.3 gives us that ∂wH(w) = 0. Also with conjugation rules we get
∂ζψ(ζ) = 0 as the Riemann map ψ is holomorphic. Finally we may change the
order of the derivatives for ψ and see that ∂ζζU(ζ) equals to zero. Moreover
we may calculate that ∂ζζU(ζ) is also equal to zero and then the Definition
?? gives that the function U is harmonic.

As a composition of bijective mappings the mapping U is bijective. More-
over its inverse is given by ψ−1 ◦Lσ(p), where p ∈ N◦. Since Lewy transform
is a homeomorphism and a Riemann map is holomorphic with holomorphic
inverse we know that the mapping U is continuous and so is its inverse. Thus
U is homeomorphism.

The unit disc is clearly bounded and simply connected and its boundary
is locally connected. Moreover the mapping U has a positive Jacobian and
therefore it is orientation-preserving. We may now use Theorem 3.3 and thus
for each ζ ∈ D we get unrestricted limits

U(eix) := lim
ζ→eix

U(ζ) ∈ ∂N,

where eix /∈ E, and for eix ∈ E the cluster set of U is a non-degenerate
segment J ⊂ ∂N . Moreover on the complement set of the set E we have
that the mapping eix 7→ U(eix) is continuous with positive Jacobian.

Let U(eix0) ∈ ∂N \ (P ∪ Q) for some point eix0 ∈ ∂D \ E. Since the
function U is continuous we can use Lemma 5.1 to derive that

∇σ ◦ U(reix) → ∞

as r → 1, whenever the distance |x− x0| is small and eix /∈ E. But this
isn’t possible since the function U is bounded as N◦ is bounded. Thus it has
almost everywhere finite radial boundary values as it results from Theorem
3.3. Moreover all of the unrestricted limits of U at points outside of E must
be contained in the set P ∪ Q.

The boundary function U is orientation preserving and therefore piecewise
constant. Furthermore Theorem 2.8 and identity (10) gives it a presentation

U(ζ) =
∑

pj∈P∪Q

pkjω(ζ; Ij), (19)
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where the intervals Ij ⊂ ∂D covering the unit circle have pairwise disjoint
interiors. On the other hand we have that the cluster set of U at any point
in E is a line segment on ∂N . Hence each corner of N appears in the sum
(19). We need to show that also every quasifrozen point appears in it and
then the proof is finished.

From the Lemma 2.9 we recall that the harmonic measure of the counter
clockwise oriented arc I ⊂ ∂D between boundary points η1, η2 ∈ ∂D is given
by

ω(ζ; I) =
1

π
Im log

(
ζ − η2
ζ − η1

)
+ c(I) (20)

for a point ζ ∈ D. Combining this with the equality (19) and remembering
that z − z = 2iImz we get from (17) that

1

2

(
ψ(ζ) +H

(
ψ(ζ)

))
=

1

2iπ

m−1∑
j=0

pkj

log

(
ζ − ηj+1

ζ − ηj

)
− log

(
ζ − ηj+1

ζ − ηj

)+C,

where C is some constant. Since the logarithm is holomorphic its complex
conjugate is antiholomorphic. Moreover we know that if a function f(z) is
holomorphic then f(z) is also. Hence H(w) is antiholomorphic. We know
that decompositions to holomorphic and antiholomorphic parts as above co-
incide with the one given by (18). To be more exact the holomorphic parts
coincide up to some constant c and antiholomorphic parts up to a constant
−c. Now with z + z = 2Rez we get

∇σ ◦ U(ζ) = 1

iπ

m−1∑
j=0

pkj log

∣∣∣∣∣ζ − ηj+1

ζ − ηj

∣∣∣∣∣+ C.

Furthermore with η0 = ηm we get

∇σ ◦ U(ζ) = 1

iπ

m−1∑
j=0

pkj

(
log
∣∣ζ − ηj+1

∣∣− log
∣∣ζ − ηj

∣∣)+ C

=
pk1
iπ

log |ζ − η1| −
pk1
iπ

log |ζ − η0|+
pk2
iπ

log |ζ − η2|

− pk2
iπ

log |ζ − η1|+ · · ·

= · · ·+ pk1 − pk2
iπ

log |ζ − η1|+
pk2 − pk3

iπ
log |ζ − η2|+ · · ·

=
1

π

m−1∑
j=0

i
(
pkj − pkj+1

)
log

1∣∣ζ − ηj
∣∣ + C.
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Let us fix an index j = j0. Now the term i(pkj0−pkj0+1
) is an outer normal

(i.e. the normal pointing outside of the set) for the polygon N on the side[
pkj0 , pkj0+1

]
⊂ ∂N . The tangent on the side

[
pkj0 , pkj0+1

]
is T := pkj0 −pkj0+1

.
Moreover the cluster set of the function U on a point ζ = ηj0 is the set
[pkj0 , pkj0+1

]
since that is the line where the point ηj0 resides.

We may now calculate the derivative of the surface tension in the direction
of the tangent T . By the definition of directed derivative [11, p. 49] we get

(∂Tσ) ◦ U(ζ) = ⟨pkj0 − pkj0+1
,∇σ⟩ ◦ U(ζ)

= ⟨pkj0 − pkj0+1
,∇σ ◦ U(ζ)⟩

=
1

π

∑
j ̸=j0

⟨pkj0 − pkj0+1, i(pkj0 − pkj0+1)⟩ log
1∣∣ζ − ηj
∣∣ + C,

where C is a constant. Notice that the term j = j0 vanishes as the tangent
T is perpendicular to the outer normal i(pkj0 −pkj0+1

). The expression above
shows that along the side (pkj0 , pkj0+1) the tangential derivative of the surface
tension σ is continuous since the logarithm is. This means that no quasifrozen
point p ∈ Q can lie in such an open interval, since σ = L is not differentiable
on such points. Thus they all must be among the image points pkj in the
sum (19).

Corollary 5.3. Suppose N , σ(z) and U(ζ) := (L−1
σ ◦ ψ)(ζ) with ψ : D →

Lσ(N
◦) are as in Theorem 5.2. Then for ζ ∈ D we have

∇σ ◦ U(ζ) = 1

π

m∑
j=1

i(pj − pj+1) log
1∣∣ζ − ηj
∣∣ + c0,

where the arcs {Ij} are as in Theorem 5.2, the {ηj} are their endpoints and
c0 is a constant.

Proof. Appears naturally in the proof of Theorem 5.2.

5.2 Behaviour Near the Boundary Points

Finally we study the behaviour of the gradient of the surface tension near
the the corners and quasi-frozen points in the boundary of the polygon N .

Theorem 5.4. Let p0 ∈ P ∪ Q and σ a convex solution to (∗). Then for
any point p ∈ N◦, p ̸= p0 there exists the finite limit

∇̂σ(p0, p− p0) := lim
τ→0+

∇σ
(
p0 + τ(p− p0)

)
.
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Proof. Let p0 = pj ∈ P ∪ Q. We’re now able to use Theorem 5.2 and
Corollary 5.3. Let U : D → N◦ be a harmonic homeomorphism in (16) and
combining it with (20) we get

U(η) =
1

π

m∑
j=1

pjIm log

(
η − ηj+1

η − ηj

)
+ pjc(Ij),

where η ∈ Ij = (ηj−1, ηj). Which outside the endpoints of intervals {Ij}
extends smoothly on the unit circle as the logarithm there exists. Moreover
its radial derivative is given by

∂rU(η) =
1

π

m∑
j=1

(pj − pj+1)Im

(
η

η − ηj

)
(21)

as stated in [1, p. 31]. From the definition of differentiability we get

U(rη) = pj + ∂rU(η)(r − 1) + oη(r − 1) as r → 1

and see that U maps all points η ∈ Ij to the point pj ∈ Ij.
Let η → ηj−1 in the arc (ηj−1, η) ⊂ ∂D. Then we have that the direction

of ∂rU(η) approaches the direction of the tangent pj − pj−1. Also if we let
η → ηj in the arc (ηj−1, ηj), we get that ∂rU(η) goes to the same direction
as the tangent pj − pj+1.

We remember that a Riemann map is holomorphic and from Theorem
4.3 that the non-linear Cayley transform is also. Therefore we see easily
from (17) and (18) that the pair (i∇σ ◦ U,U) satisfies the Cauchy-Riemann
equations. As a homeomorphism the function U is univalent and therefore
its derivative in the open unit disc is not zero. Hence we get that

∂rU(η) ̸= 0 for η ∈ ∂D \ {ηj}.

When we have a given point p ∈ N◦ and a direction p− pj, we can find a
point η ∈ (ηj−1, ηj) on the arc such that the tangent to the curve r 7→ U(rη)
at r = 1 has the direction p− pj. Definition of the tangent T of U at point
pj gives us

T = U(pj) + ∂rU(pj)(p− pj) := pj + τ(p− pj).

Letting τ → 0+ we obtain

lim
τ→0+

∇σ(pj + τ(p− pj)) = lim
r→1

∇σ ◦ U(rη), (22)

which by the Corollary 5.3 exists and is finite.
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Corollary 5.5. Let pj, pj+1 ∈ P ∪ Q be neighbouring points in the order
induced by the boundary ∂N and p̂ ∈ (pj, pj+1) ⊂ ∂N . Then for a point
p ∈ N◦ in the interior the limits

lim
p→p̂

⟨∇̂σ(pj, p− pj), p− pj⟩ = σ(p̂)− σ(pj) = lim
p→p̂

⟨∇̂σ(pj, p− pj), p̂− pj⟩

exist and are equal as stated.

Proof. From the expression given in the Corollary 5.3 we can disregard the
term j = k to obtain a function

(δkσ)(ζ) :=
1

π

∑
j ̸=k

i(pj − pj+1) log
1∣∣ζ − ηj
∣∣ + c0,

where ζ ∈ D, which has a finite limite as ζ → ηj in the closed unit disc.
Moreover we note that the term j = k is orthogonal to the side

[
pj, pj+1

]
and thus gives inner product zero. The side is also the accumulation set of
the function U at ηj and also we remember that the surface tension is affine
on the side. Hence the limits

lim
ζ→ηj

⟨∇σ ◦ U(ζ), p̂− pj⟩ = lim
ζ→ηj

⟨(δjσ)(ζ), p̂− pj⟩,

where p̂ ∈
[
pj, pj+1

]
, exist. Since the gradient of the surface tension takes

every point from the accumulation set
[
pj, pj+1

]
, the sum of inner products

is the Riemann-Stieltjes integral for which we have that∫ p̂

pj

∇σdU(ζ) = σ(p̂)− σ(pj). (23)

Now the equality (22) yields the claim for the right-hand side. For the left-
hand side we just need to remember (22) and (23). We can calculate from
(21) a quantitative estimate

∂rU(η)∣∣∂rU(η)∣∣ = pj − pj+1∣∣pj − pj+1

∣∣ (1 +O(
∣∣η − ηj

∣∣)) ,
when we let η → ηj in the arc (ηj−1, ηj), as descrided in [1, p. 31]. Then
when the point p is near enough to the set

[
pj, pj+1

]
we have

dist (p,
[
pj, pj+1

]
) ≤ d(p, p̂) ≤

∣∣pj − pj+1

∣∣ ≤ O(
∣∣η − ηj

∣∣),
which finishes the proof.
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