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1 Introduction
The term "big data" was made popular in the 1990s by John Mashey and his colleagues
at Silicon Graphics Inc. It was used to describe the technical challenges and hardware
limitations of that time regarding processing, storage and networking (Diebold, 2021; Mashey,
1998). Subsequently, in 2001, Doug Laney described upcoming data management challenges
along the three dimensions volume, velocity and variety, also referred to as the three "Vs" of
big data (Laney, 2001). This description (together with various extensions by additional "Vs")
has become the most common way of defining big data (de Mauro et al., 2015). Computing
technology has progressed notably during the last decades (Roser & Ritchie, 2013) and the
challenges and opportunities associated with big data are more relevant than ever:

• E-commerce platforms are able to create product offerings which go far beyond what
would be feasible to put in store shelves. However, it is no trivial task to store, process
and analyze the overall volume of data that is accompanied by such offerings (Akter
& Wamba, 2016; Zheng et al., 2020).

• While the velocity of data streaming from various cameras and sensors enables the
development of self-driving cars or highly automated manufacturing, timely processing
and decision-making is needed as delayed reactions might lead to dangerous and costly
failures (Badue et al., 2021; Wang et al., 2021).

• Many web portals and online services (e.g., Yelp, YouTube, Twitter, Instagram)
have created business models around enabling users to upload user generated content
(e.g., comments, reviews, pictures, videos, files). Understanding and analyzing this
variety of types of data requires the development and use of multiple approaches, each
specialized for a specific data type (e.g., network analysis, natural language processing,
video content analysis) or domain (Bazzaz Abkenar et al., 2021).

Solving these challenges requires research effort aimed towards developing both hardware
and software that fits the needs of big data. To this end, artificial intelligence (AI) has been
a major driving force on the software side, providing approaches to process large amounts
of data, different types of data as well as streaming data (Chowdhary, 2020; Russell et al.,
2016). Thus, developing and applying AI approaches within the field of big data is the first
focal point of this dissertation.

The second focal point of this dissertation deals with one of the most common additional
"Vs": veracity (Abbasi et al., 2016; Saha & Srivastava, 2014). Veracity (sometimes called
uncertainty or accuracy) refers to data quality (DQ) issues related to big data which can be
caused, for instance, by errors during data transfer, malfunctioning sensors or human error
when entering data (Taleb et al., 2018). Many researchers acknowledge the importance of
DQ in big data as it heavily impacts the quality of decisions derived from the data (Batini
et al., 2015; Ghasemaghaei & Calic, 2019; Saha & Srivastava, 2014). However, existing
approaches to improve DQ have not been designed with big data in mind, making them
impossible or too costly to apply (Khayyat et al., 2015; Ridzuan & Wan Zainon, 2019).
Thus, managing DQ by defining DQ improvement measures and assessing their effectiveness
is the second focal point of this dissertation.
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1 Introduction

The following sections contain a discussion of the focal points and research questions
addressed by this dissertation.

1.1 Applying AI approaches to Big Data

As mentioned above, many social networks and e-commerce platforms store user generated
content, which includes unstructured or semi-structured textual data such as tweets and
product reviews, which contain rich information expressed in ratings, opinions and emotions
(Chau & Xu, 2012). Extracting customer needs and criticism from these texts is beneficial for
businesses in order to, for instance, improve existing products or create new products (Siering
& Janze, 2019). Regarding online costumer reviews, this can be achieved by understanding
why a customer gave a specific star rating based on the associated review text.

Within the field of AI, natural language processing (NLP) techniques can be used to
analyze the syntax and semantics of written texts (Chowdhary, 2020). Thereby, many
approaches aim to discover topics discussed in texts or determine sentiments with regard to
predefined features. However, topics generated by current approaches can be challenging
to interpret (Vallurupalli & Bose, 2020) and most feature extraction methods such as
BERT (Devlin et al., 2019; Naseem et al., 2021) are applied from a narrow perspective
(e.g., focusing on item aspects without taking into account user contexts or personality).
Extracting easy-to-interpret features from multiple perspectives could substantially improve
the ability to explain star ratings. Thus, the first research question of this focal point is:
RQ1: To what extent can features of different feature perspectives explain star ratings in
online consumer reviews and how much does each individual feature perspective contribute to
the explanatory power of such an unified model?

With the surge of big data, many users needed tools to navigate online stores offering
a seemingly endless stream of products, music and videos. In order to narrow down the
selection of goods and services to a manageable amount, recommender systems use numerous
AI approaches (k-Nearest Neighbor, Support Vector Machines, Neural Networks, cf. also
Ricci et al., 2015) to generate highly personalized recommendations that fit the user’s
interests or needs. Factorization machines stand out as one of the most versatile approaches
and constitute the state-of-the-art in context-aware recommender systems (Lahlou et al.,
2017).

Technical advances lead to new use cases and possibilities for recommender systems. For
instance, the development of smart personal devices enables a group of friends to control
their smart TV via their smartphones. At the same time, the connection between these
devices enables the presentation of content recommendations to the group while trying
to satisfy each group member’s personal preferences (retrieved by their personal devices).
Such examples underline the utility and relevance of group recommender systems. However,
existing literature has not applied factorization machines to a group recommendation scenario.
Therefore, the second research question is as follows:
RQ2: How can factorization machines be utilized to enable group recommendations?

While data velocity is often understood as streams of incoming data that need technical
equipment for fast-paced transfer and storage, many use cases also require near real-time
processing and analysis (Chardonnens et al., 2013; Laney, 2001). In a similar way, businesses
today operate in a highly dynamic environment where business processes need to change
continuously (Badakhshan et al., 2019; Reisert et al., 2018). However, increasingly complex
business processes and time pressure might lead to errors when designing a business process
model (Gambini et al., 2011; Roy et al., 2014). This may lead to business processes not
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1.2 Managing Data Quality in Big Data

being correct (i.e., the model contains impossible or wrong execution paths) or complete (i.e.,
not all execution paths are represented). To alleviate this issue, many automated planning
approaches have been proposed which generate new process models (Heinrich et al., 2012;
Heinrich et al., 2019; Heinrich & Schön, 2015; Marrella, 2019; Marrella & Chakraborti, 2021).
However, it seems promising with regard to time and resource constraints to facilitate the
adaptation of existing process models such that correctness and completeness is maintained.
With this in mind, the third research question states:
RQ3: How can process models be adapted to needs for change in advance in an automated
manner, such that the resulting process models are correct and complete?

1.2 Managing Data Quality in Big Data
Data quality is a multidimensional construct encompassing, inter alia, the dimensions
accuracy, currency, consistency and completeness (Pipino et al., 2002). While researchers
on DQ in big data investigate issues related to several DQ dimensions (Batini et al., 2015;
Liu et al., 2016), one central DQ issue in the field of recommender systems is called the
data sparsity problem (Sar Shalom et al., 2015). This completeness issue describes the
fact, that real-world recommender data sets contain only a small percentage of all possible
ratings. Similarly, item content data might suffer from missing features (e.g., actor or genre
information for music) or missing feature values (Picault et al., 2011). To combat this,
acquiring item content data sets from an external source (e.g., a competing provider) and
integrating the item content data sets to fill up missing feature values or add new features
might seem promising, but it is hard to balance needed efforts and benefits. To better assess
the benefits of such an approach, research question 4 is as follows:
RQ4: Does the amount of available item features or the amount of filled up missing item
feature values influence the prediction accuracy of recommender systems?

While the benefits of increasing item content data completeness might be substantial, the
efforts to conduct such an DQ improvement measure have to be estimated as well. However,
existing literature does not provide a systematic procedure for the extension of item content
data sets. Therefore, the fifth research question of this dissertation is:
RQ5: How can an item content data set be systematically extended with respect to the data
quality dimension completeness, aiming to improve recommendation quality?

In the following chapter, the outline of this dissertation is presented. Chapters 3 to 7
contain all paper associated to this dissertation. Where necessary, paper have been included
in preprint formatting to follow publisher guidelines. Furthermore, each page is inserted
into the page layout with borders in order to indicate both the internal structure of each
paper as well as the page numbering of this dissertation.

3





2 Dissertation Outline

This dissertation contains five paper which correspond to the five research questions intro-
duced in the previous chapter. The following table maps each research question to each
paper.

Table 2.1: Mapping of Research Questions to Paper of the Dissertation
Research Question Title Authors
RQ1 The Way to the Stars: Explaining

Star Ratings in Online Consumer
Reviews

Markus Binder, Bernd Hein-
rich, Marcus Hopf, Michael
Szubartowicz

RQ2 GroupFM: Enabling Context-
Aware Group Recommendations
with Factorization Machines

Michael Szubartowicz

RQ3 Adapting Process Models via an Au-
tomated Planning Approach

Bernd Heinrich, Alexander
Schiller, Dominik Schön,
Michael Szubartowicz

RQ4 Data Quality in Recommender Sys-
tems: The Impact of Completeness
of Item Content Data on Prediction
Accuracy of Recommender Systems

Bernd Heinrich, Marcus Hopf,
Daniel Lohninger, Alexander
Schiller, Michael Szubartowicz

RQ5 Something’s Missing? A Proce-
dure for Extending Item Content
Data Sets in the Context of Recom-
mender Systems

Bernd Heinrich, Marcus Hopf,
Daniel Lohninger, Alexander
Schiller, Michael Szubartowicz
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The Way to the Stars: Explaining Star Ratings in Online Consumer Reviews 

Markus Bindera, Bernd Heinricha,*, Marcus Hopfa, Michael Szubartowicza 

a Department of Management Information Systems, University of Regensburg, Universitätsstr. 31, 93053 

Regensburg, Germany 

* Corresponding author. Tel.: +49 941 943 6101. Email: bernd.heinrich@ur.de 

Declarations of interest: None 

Funding: This research did not receive any specific grant from funding agencies in the public, commercial, or not-

for-profit sectors. 

Abstract: Online consumer reviews are important performance indicators for businesses since they constitute 

essential sources of information for consumers. To gain detailed insights from these reviews, researchers have 

already used features (such as the feature food quality of a restaurant being part of the general feature perspective 

item aspects) derived from review texts to explain associated star ratings. However, existing literature analyzes only 

certain feature perspectives, enabling just a partial view. Therefore, we leverage four different feature perspectives 

expressed in consumer reviews (each comprising easy-to-interpret features) in an explanatory model to study 

whether star ratings can be explained by these feature perspectives. The evaluation on three large real-world 

datasets shows that the proposed feature perspectives explain star ratings considerably well (Nagelkerke pseudo R-

squared of 65-70%) with substantial contributions of each feature perspective. In particular, the perspective user 

characteristics – rarely discussed in related literature – yields the second highest contribution, while item aspects 

contribute the most. Besides valuable implications for research, our work indeed allows well-founded actions for 

consumers, web portals and businesses. 

Keywords: explanatory analysis; feature perspectives; online consumer reviews; star ratings 

1 Introduction 

With the growing number of people seeking and purchasing goods online [1], the volume and variety of online 

consumer reviews on web portals such as Amazon or TripAdvisor are vastly increasing [2–4]. Thereby, online 

consumer reviews constitute a vital object of study of electronic word-of-mouth (EWOM), which is a major and 
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highly attractive research topic in the field of information systems [5]. Further, it is widely recognized that 

comprehensible and trustworthy product reviews are a major purchase influence factor [6–8]. Thus, online 

consumer reviews regarding items (e.g., laptops or restaurant visits) are important instruments for users of web 

portals to overcome information asymmetries about these items [9]. In addition, online consumer reviews (as part of 

EWOM) are important performance indicators for businesses and web portal providers [5]. For instance, careful 

improvements of products as well as the creation of ideas for new products based on users’ preferences and 

valenced review statements are possible [10,11]. This is, such reviews comprise rich information [12–14] and 

typically consist of a star rating (e.g., 1 to 5 stars) representing the overall user assessment and a textual part. 

Besides the frequently analyzed EWOM-dimensions valence and volume, recent research started to investigate the 

semantic and lexical content of EWOM [5]. Here, a major goal of research is to derive insights from star ratings and 

the semantic and lexical content of review texts [15,16] in order to understand why users rated an item the way they 

did. Therefore, it is important to leverage features (e.g., the feature food quality of a restaurant) derived from review 

texts to explain associated star ratings. More precisely, we aim to analyze relationships between several features of 

different feature perspectives (e.g., the feature perspective item aspects including the feature food quality) expressed 

in reviews as independent variables and star ratings as dependent variable, which is enabled by an explanatory 

model [17]. Thereby, it is vital to utilize independent variables representing easy-to-interpret features (e.g., features 

that can be traced back to its semantically related feature terms in the review texts) in such an explanatory model 

which enables to derive both comprehensible and well-founded insights.  

The relevance of such explanatory analyses has been acknowledged by recent works (e.g., [12,18–20]) 

proposing explanatory models for star ratings based on selected single features. For instance, some works focus on 

features towards particular item aspects in review texts (e.g., food quality of a restaurant) [12,21], while other works 

aim at specific user context features (e.g., dining companions) [22]. Here, existing approaches consider selected 

features of at most two different feature perspectives in their analyses, enabling only a partial view. For instance, 

the feature perspective user characteristics encompasses personal factors such as user personality or social identity. 

While it has recently been utilized in the research on personality-based recommender systems (e.g., [18]), it is 

rarely analyzed in the context of explaining star ratings. In addition, existing works do not investigate the 

contribution of each individual feature perspective to the explanatory power of their proposed models. This would 
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give important insights, such as that user characteristics – rarely discussed in related literature – constitute the 

feature perspective with the second highest contribution to the explanation of star ratings, which calls for 

researchers to incorporate this feature perspective in their analysis of online consumer reviews. 

In this paper we are the first (A) to integrate the features of more than two feature perspectives into a unified 

model for explaining star ratings and (B) to analyze the relative importance of each feature perspective for the 

explanatory power of this model. Therefore, this work could serve as a first step for enabling a thorough 

understanding of star ratings (cf. discussion in Section 2.1). With this in mind, we focus on the following research 

questions: 

RQ1: To what extent can features of different feature perspectives explain star ratings in online consumer 

reviews? 

RQ2: How much does each individual feature perspective contribute to the explanatory power of the 

unified model? 

To address these questions, we derive the four object and person-centered feature perspectives item 

characteristics, item aspects, user characteristics and user contexts from the popular Multiple Pathway Anchoring 

and Adjustment (MPAA) model and unify these feature perspectives into one single model used to explaining star 

ratings. To extract easy-to-interpret features from a very large number of review texts and thus operationalize the 

feature perspectives, we apply the state-of-the-art deep learning language model BERT [19]. Given this set of 

extracted features of different perspectives as independent variables, we evaluate their explanatory power by using 

the generalized ordered probit regression model (GOPM, cf. [20]). First, we find that the proposed feature 

perspectives explain star ratings considerably well, which is indicated by Nagelkerke pseudo R-squared values of 

65% up to 70%. In comparison, similar works reach Nagelkerke pseudo R-squared values of up to 44% or analyze 

only 1 star and 5 star ratings. Second, calculating partial R-squared values shows substantial contributions of each 

feature perspective to the explanatory power of the unified model. In particular, user characteristics – rarely 

discussed in related literature – constitute the feature perspective with the second highest contribution to the 

explanatory power, while item aspects – capturing the user’s experience of an item – contribute the most. 

Additionally, the feature perspective item characteristics is able to explain ratings better than user contexts for 

search goods such as laptops while the opposite holds in the restaurant domain.  
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Our work has several implications on research and practice. First, from a scientific point of view, we 

enhance the existing body of knowledge in the field of EWOM [5] by our analysis, which poses a first step towards 

a comprehensive theoretical foundation for the explanation of star ratings in online consumer reviews based on 

easy-to-interpret features and feature perspectives. Further, our analysis regarding the contributions of each feature 

perspective to the explanatory power can encourage researchers in the field of EWOM to utilize in particular the 

feature perspective user characteristics in their analyses, which is widely ignored by existing works. Second, the 

analysis of different feature and feature perspectives allows cross-domain insights (e.g., agreeable users give more 

positive ratings) and domain-specific insights (e.g., brand loyalty influences laptop ratings). Third, the proposed 

explanatory model enables a detailed analysis of, for instance, reviews regarding different star rating levels. That is, 

features important for explaining fine-grained differentiations between individual rating levels (e.g., 4 star and 

5 star ratings) can be analyzed in an overall explanatory model. Fourth, from a practical viewpoint, the explanations 

derived by our model can support web portals and businesses to automatically identify important features that 

highly influence user assessments (i.e., features with high regression coefficients). By analyzing these important 

features in detail, existing products can be carefully improved or even new ideas for products can be created. Fifth, 

these important features support web portals in summarizing user experiences, designing structured multi-criteria 

rating systems [21] or indicating why users rated an item the way they did. In this way, web portals can ensure that 

these highly relevant features are easily accessible to consumers when forming attitudes towards items in their 

purchase decisions (e.g., by providing a structured summary of user experiences for each highly relevant feature). 

The remainder of the paper is structured as follows. In the next section, we introduce the theoretical 

foundations for analyzing consumer reviews, discuss the related work and present the research gap. In the third 

section, we derive four feature perspectives from the literature for explaining star ratings and formulate two detailed 

research questions. Thereafter, in Section 4, we evaluate the explanatory power using three large real-world datasets 

from different domains (i.e., restaurants, movies and laptops) and present the results. In the subsequent sections, we 

discuss the evaluation results and outline the implications of the results for research and practice. Finally, we 

conclude with a summary of the main findings, reflect upon limitations and provide an outlook for future research. 

3 Paper 1: The Way to the Stars: Explaining Star Ratings in Online Consumer Reviews
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2 Background 

In this section, we first present the theoretical foundations for our research. Then, we give an overview of existing 

works which aim at explaining the users’ star ratings and establish the research gap. 

2.1 Theoretical Foundations 

Many works that discuss and analyze online consumer reviews are based on the notion that such reviews constitute 

a textual and numerical representation of a user’s multiple attitudes towards an item (e.g., [22,23]). Focusing on 

such user attitudes, the popular Multiple Pathway Anchoring and Adjustment (MPAA) model by Cohen and Reed 

[24] constitutes a recognized theoretical foundation. More precisely, the MPAA model incorporates prior research 

on the formation, recruitment and retrieval of attitudes as well as attitude-behavior relationships into an integrative 

model. In particular, the literature on attitude representation suggests a relationship between formed attitudes and 

the behavior of users (e.g., assessing features in a review) [25,26]. Consequently, the MPAA model can provide a 

foundation to investigate the semantic and lexical content of review texts. 

In more detail, Cohen and Reed [24] lay out the body of knowledge supporting the existence of multiple 

attitudes towards the same item (cf., e.g., [27]). For instance, a person might form an attitude towards a sports car 

based on its (object-centered) features like acceleration and price. Moreover, a different attitude based on personal 

values might be formed after the person learns about the social status accompanied by this car. In order to 

incorporate the coexistence of multiple (possibly opposed) attitudes, the MPAA model proposes the idea of multiple 

pathways which lead to the formation of such attitudes. These pathways are categorized into object-centered (or 

outside-in) and person-centered (or inside-out) pathways. Object-centered pathways focus on attitudes which are 

generated through an actual experience with an object as well as through analytical, combinatorial or analogical 

cognitive processes. Person-centered pathways involve attitude formation by using the personal value system, social 

identity or frame of reference. Taken together, these pathways lay the foundations for multiple feature perspectives 

which enable a differentiated view when explaining star ratings.  

Object-centered pathways consider item assessments which are based on the user’s already existing 

attitudes towards certain item characteristics or on the user’s actual experience of an item through its item aspects 

[24]. In contrast, person-centered pathways are provided by user characteristics, such as the user’s personality or 
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social identity, and specific situational user contexts that influence the user’s assessment of an item [23]. Therefore, 

the object-centered feature perspectives item characteristics and item aspects as well as the person-centered feature 

perspectives user characteristics and user contexts are described in the following: 

Based on item characteristics like the genre of a movie or the cuisine of a restaurant, the user’s preliminary 

attitudes and preferences can be analyzed. In particular, the preferences of a user can be determined based on the 

characteristics of the items the user liked or disliked in the past [28]. That is, even for items unfamiliar to the user, it 

is aimed to infer preferences based on familiar items with similar item characteristics [24]. Based on item 

characteristics, a user explicitly builds her or his preconception for an item ex ante. For example, in the domain of 

restaurants, a user can have an already existing positive attitude towards the value Thai food of the item 

characteristic cuisine of a restaurant. In that case, the user’s star rating for this restaurant thereby may be influenced 

through her or his positive attitude towards Thai food. This suggests that item characteristics are related to the 

users’ star ratings [29]. 

In contrast to item characteristics, item aspects (e.g., service at a restaurant) and their sentiments (often 

called aspect-based sentiments) capture attitudes, which are formed after actually experiencing an item and not 

beforehand (cf. [24]). In particular, a user can determine her or his sentiments towards an item aspect in a very 

detailed way, as the actual experience enables the user to substantiate or modify her or his existing attitudes towards 

an item’s aspects. This experience may also lead to the formation of attitudes towards hitherto undiscovered item 

aspects. For instance, a user might expect a pleasant service before going to a restaurant. After visiting this 

restaurant and being served by an impatient waiter, the user would form a negative sentiment towards the 

experienced service. In consequence, a negative sentiment could have a high impact on the assigned star rating for 

this restaurant. Since this perspective comprises detailed user assessments, it is frequently used to analyze and 

explain star ratings (e.g., [4,12,22,30]). 

In contrast to the object-centered perspectives above, user characteristics outline personal factors such as 

user personality or social identity. By definition, user personality aims to capture psychological traits, which 

account for individual differences in behavior and experience. Amongst other models such as the Myers-Briggs 

Type Indicator [31], the Five-Factor Model [32] is the most dominant and widely applied personality model 

comprising the five factors openness to experience, conscientiousness, extraversion, agreeableness and emotional 

3 Paper 1: The Way to the Stars: Explaining Star Ratings in Online Consumer Reviews
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stability. This model aims to enable a comprehensive, but nonetheless detailed conception of the personality of an 

individual person. Thereby, the Five-Factor model is referred to as the most comprehensive and parsimonious 

model of personality [33]. The underlying intuition suggests that the facets of the user’s personality allow for a 

more profound understanding of the user actions, reactions and assessments. Here, studies have shown that the 

Five-Factor model is particularly useful to examine online behavior in the context of EWOM [33,34]. One reason 

for that is that (Five-Factor) personality traits effect how individuals attain gratification, for which (the creation of) 

EWOM is a relevant medium [34]. For example, Hu and Pu [35] discovered that users who score high on 

agreeableness would tend to give higher star ratings. In that line, agreeable users might value harmony and fairness 

and thus be more inclined not to give extremely negative ratings [24]. Moreover, the analysis in [36] shows, inter 

alia, that reviews from users scoring high in emotional stability affect similar users while reviews from users with 

high emotional range do not affect users with similar personality. Analogously to user personality, the relation of a 

user's social identity to an item can be a significant influence factor for star ratings. According to [24], social 

identity can be defined by social categories such as demographics, social roles and shared consumption patterns. 

Here, users with similar demographic background are expected to rate items similarly. For example, user 

characteristics such as age or gender might influence a user’s star rating for a movie. In total, this indicates that user 

characteristics can be important to explain star ratings of online consumer reviews. 

A further person-centered perspective is the context of a user, which, in contrast to item aspects, is not 

directly related to the rated item. Instead, the user contexts refer to the situational circumstances in which a user 

interacts with the rated item. Contextual features are, for instance, time, location, weather and temperature, mood, 

and social encounters [37]. These user contexts already have been discussed as a potential influencing factor for 

star ratings [4]. For example, Radojevic et al. [29] analyzed that business travelers tend to be more critical in their 

ratings of items, which might be reasoned with a higher level of stress on business trips. This indicates that the user 

contexts can influence star ratings.  

2.2 Related Work 

In this section, we embed our research into the field of EWOM and discuss existing research, which aims at 

explaining star ratings of online consumer reviews. Regarding the framework of existing EWOM literature by [5], 
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our research can be classified as evaluation of EWOM focusing on the investigation of the semantic and lexical 

content of online consumer reviews. In contrast to several existing works in this research strand, which investigate 

the coherence between feature assessments and product-level assessments (e.g., [38]), we analyze the relation 

between features of different perspectives and product-level user assessments. Before we discuss the works in our 

research strand, we outline and delimit related research strands. Existing works, which focus exclusively on a 

predictive analysis (e.g., recommender systems) such as [18], [39], [40] or [41] and which do not aim to explain or 

interpret the star ratings, are out of scope for our research. As outlined by [17], prediction and explanation are two 

different objectives and thus need to be assessed differently. When predicting the relation between different 

variables, the underlying (theoretical) construct is not focused on. In that line, variables used in predictive 

approaches such as latent factors are not necessarily interpretable and are not aimed to explain the underlying 

construct. Similarly, works in literature exist, which rely on research techniques such as consumer surveys or group 

interviews. A restriction of these works is often the limited size of data used for evaluation (usually well below 

1,000 observations). As a result, a more complex explanatory model cannot be evaluated on such a smaller dataset, 

since the resulting ratio of observations to variables in the model would be too small to obtain reliable results [42]. 

Furthermore, the observations and data used in these evaluations is often influenced by the fact that interviewed 

users answer the survey solely based on their imagination and expectations but not on, for instance, real 

experiences, as they actually did not buy, consume nor use an item in reality. Because of these important 

differences, these works are also out of the scope for our research. 

In accordance with the guidelines of standard approaches to prepare the related work (e.g., [43]), we 

searched the databases ACM Digital Library, AIS Library, EBSCO Host, IEEE Xplore and ScienceDirect without 

posing a temporal restriction using the search term (explain* OR explan* OR understand*) AND ("star ratings" OR 

"consumer ratings" OR "user ratings" OR "customer ratings") AND review*. This search led to 305 papers, which 

were manually screened based on title, abstract and keywords resulting in 14 papers (the vast majority of the 305 

papers focused on predictive analyses or analyzed the helpfulness of online consumer reviews for other users). A 

detailed analysis of these 14 papers led to 10 papers relevant for our research. Additionally, we performed a forward 

and backward search starting from these 10 relevant papers. After all, 17 papers were identified as relevant for our 

work at hand and are grouped by their considered feature perspective(s) in Table 1. These works are discussed in 

3 Paper 1: The Way to the Stars: Explaining Star Ratings in Online Consumer Reviews
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the following regarding (A) the considered feature perspectives and (B) the assessment of contributions of the 

considered feature perspectives (i.e., the relative importance of the feature perspectives) to the explanatory power of 

the proposed models. 

 Ad (A) Ad (B) 

Object-centered 

Feature Perspectives 

Person-centered 

Feature Perspectives 

Assessing the contributions 

of feature perspectives to 

the explanatory power of 

the model 
Item 

Characteristics 
Item Aspects 

User 

Characteristics 
User Contexts 

[12]; [22]; [44]; 

[20]; [45]; [46]; 

[47]; [48] 
n/a 

Selected features such as 

food and price for 

restaurants or cleanliness 
and service 

n/a n/a n/a 

[29] Selected features such 

as hotel’s star 
classification and hotel 

price 

n/a n/a 
Only the features trip 

purpose and date 
n/a 

[4]; [49]; [50]; 

[51]; [52]; [53]; 

[54] 

n/a 
Selected features such as 

food, service and price 
n/a 

Selected features such 
as trip purpose and 

travel party 

n/a 

[55] 

n/a n/a 

Selected features 

such as user 

personality and 
metadata 

Only the feature trip 

purpose 
n/a 

Table 1. Existing Approaches for Explaining the Star Ratings of Online Consumer Reviews 

Ad (A): The first set of works contains eight approaches considering only item aspects. Binder et al. [20] aim at a 

methodological contribution by proposing the GOPM to analyze star ratings and evaluate this model against the 

common linear regression model. To this end, aspect-based sentiments are only used for demonstration purposes. In 

their analysis, Jabr et al. [12] focus on 1 star and 5 star ratings aiming to retrieve unambiguous sentiment data, 

which concentrates their results on explaining the basic rating tendency. Moreover, Chatterjee [22], Chen et al. [44], 

Guo et al. [47], Linshi [45] and Liu et al. [48] also aim to explain star ratings based on aspect-based sentiments, but 

do not provide a detailed analysis regarding different steps of the rating scale, which may be interesting in their 

research. Lastly, Lacic et al. [46] analyze star ratings by determining correlation coefficients between these ratings 

and individual aspect-based sentiments rather than establishing an explanatory model.  

The second set of works comprises only the work of Radojevic et al. [29], which consider single features 

being part of the perspectives item characteristics and user contexts to explain star ratings. However, these features 

are extracted only from structured data, excluding the information contained in review texts.  

Indeed, there also exist seven approaches that analyze the impact of item aspects combined with user 

contexts on star ratings. The two consecutive works of [51] and [50] analyze star ratings to determine how much 

these ratings vary between reviews for different items and within the same item in their model. Thereby, a different 
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set of coefficients for each item is used, which limits the reliability of the results for items not having a considerably 

high number of available reviews. Ye et al. [52] aim to explain the sub-ratings for service quality and value for 

money rather than the overall star rating. The work of [53] provides a detailed explanatory analysis, in particular, of 

the coefficients in their regression model, but with a special emphasis on the traveling domain. Further, Luo and 

Tang [49] and Xiang et al. [4] aim to examine the influence of aspects and contexts on the star rating. Another 

recent work analyzes the impact of the feature perspectives item aspects and user contexts on star ratings in the 

domain of airline traveling [54]. The authors also utilize user features on a cultural-level, that is, these features are 

derived solely based on the citizenship of a user. However, the authors state that “people within a same culture can 

have different types of personality traits, which [...] cannot be measured” by these features and recommend that 

“future researchers could thereby choose more suitable or alternative measures” for the feature perspective user 

characteristics. In particular, this means that their considered country-related features are hardly suitable for a 

review-level analysis of star ratings since all users from the same country have the exact same feature values for 

this feature perspective. Hence, only suitable features from only two perspectives are considered in this work. In 

addition, none of these seven works investigates whether their explanatory models can explain different steps of the 

rating scale (e.g., why users rated an item with 4 or 5 stars). 

Finally, there also exists a recent work that analyzes the impact of user characteristics on star ratings [55]. In 

particular, this work focuses on the impact of the Five-Factor user personality traits on star ratings. Additionally, 

they analyze one feature (‘travel type’) as user context in the hotel domain (i.e., business trips vs. leisure trips). 

Ad (B): Since the first set of works focuses solely on one feature perspective, an analysis and comparative 

assessment regarding the contributions of different feature perspectives to the explanatory power of the models is 

not possible. The sets of works considering two feature perspectives also lack such an analysis, which would give 

important insights, even though only two feature perspectives are considered. While the work of [54] investigates 

interdependent moderator effects between the considered feature perspectives, the contributions of the two feature 

perspectives to the explanatory power of the model are not assessed in this work either. 

To conclude, there are already interesting works that aim to explain the overall star ratings of online 

consumer reviews based on different features and feature perspectives. However, these contributions (A) only 

consider selected suitable features (often only one single feature) of at most two feature perspectives in their 
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analysis. Further, (B) none of the existing works assesses the contribution of each feature perspective in terms of 

explanatory power which could allow for valuable insights on the relative importance of different feature 

perspectives (and their features) on user assessments in online reviews. In this paper, we aim at filling the identified 

research gap by (A) leveraging more than two feature perspectives for explaining star ratings and by (B) analyzing 

the relative importance of each feature perspective for the explanatory power of the proposed model. 

3 Explaining Star Ratings in Online Consumer Reviews 

To address the identified research gap, we derive four object and person-centered feature perspectives from the 

MPAA model and unify these feature perspectives into one single model to explain star ratings in online consumer 

reviews (cf. Figure 1).  

Regarding object-centered feature perspectives, Cohen and Reed [24] discuss that a user’s attitudes depend 

on both initial knowledge and actual experience. To be more precise, item characteristics like the genre of a movie 

are usually known before experiencing an item and thus can be used to form an initial attitude by evaluating these 

(known) item characteristics. This corresponds to the pathway Analytical Attitude Construction of the MPAA 

model. Thereby, star ratings may be influenced in a positive or negative way depending on the (expected) 

peculiarity or importance of item characteristics. For instance, focusing only on item characteristics, a user might 

form positive attitudes towards a movie because she or he likes the genre and director of the movie, but might 

establish also some negative attitudes because she or he has no sympathy for the main actor. In addition, actual 

exposure to an item may influence its assessment. In this case, an attitude is formed based on a user’s directly 

captured perception of the item, which can be structured by item aspects. While most online consumer reviews are 

composed after a direct experience, the corresponding pathway Direct/Imagined Experience with the Object of the 

MPAA model also encompasses attitudes formed by a simulated experience. Such experiences, however, can be 

structured according to item aspects as well. Therefore, the detailed analysis regarding item aspects can give further 

insights into how the user’s overall star rating can be explained. 

With regard to person-centered feature perspectives, Cohen and Reed [24] argue that a user might generate 

an attitude by relating and evaluating an item to her or his characteristics such as personal traits or social identity. 

This corresponds to the pathway Social Identity-Based Attitude Generation of the MPAA model. As such, user 
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characteristics like agreeableness can be examined to point out similarities and differences between individuals 

which can be reflected in similar or dissimilar star ratings. Additionally, an important factor of the MPAA model is 

the (temporal) change of attitudes due to contextual variations. Depending on a certain context, different subsets of 

personal beliefs and values might be used to form an attitude. For instance, stress situations and time constraints 

might lead to favoring junk food over healthier options while other contexts might have the reverse effect. In the 

MPAA model these contextual variations are reflected in the pathway Value-Driven Attitudes. As a consequence, 

user contexts may play an important role for the explanation of star ratings.  

 

Figure 1. Research Model for Explaining Star Ratings in Online Consumer Reviews 

As noted in the previous section, related work focuses on at most two feature perspectives. We argue that a 

broader view should be established to explain star ratings in online consumer reviews and hence, we pursue RQ1. 

While we analyze the overall explanatory power in RQ1, it is of high relevance to analyze how much each 

individual feature perspective (and their features) contributes to this overall explanatory power. This enables to 

investigate if one individual feature perspective surpasses all others regarding its contribution to the overall 

explanatory power or whether the combination of the object-centered and person-centered feature perspectives is of 

additional value. This would substantiate the theoretical grounding given by the MPAA model and therefore, RQ2 

is proposed. 

To answer these two research questions, we deliberately outline quantitative analyses instead of following a 

common hypothesis-driven framework. As we aim to evaluate the quantitative extent of the explanatory power from 

different angles, a solely hypothesis-driven framework would limit the scope of our analyses. We argue that using 

the GOPM in combination with the Nagelkerke pseudo R-squared (cf. Section 4.2 below) allows for deeper and 

more differentiated insights of the results of our analyses. Moreover, it has been recognized that focusing on 

significance results can be misleading when analyzing very large datasets (such as the review datasets analyzed in 
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our evaluation) [56]. As the significance of an effect does not provide any information about the magnitude of the 

effect, it is even argued that the “notion of statistical significance is not that relevant to big data” [57]. Thus, we 

focus on quantitative analyses. 

4 Analysis and Results 

We start this section by introducing the selected datasets and describing their preparation for our evaluation. 

Thereafter, we outline the methodology for our explanatory analysis. We end the section by presenting the results 

for RQ1 and RQ2. 

4.1 Datasets and Data Preparation 

For our analysis, we used three large real-world review datasets from the commonly utilized review domains of 

restaurants, movies and laptops. Reviews of these three domains are also used for analyses in related research fields 

such as sentiment analysis or design of EWOM systems [15,58] and allow for a broad view of different types of 

(reviews for) products and services. For instance, restaurants and movies constitute experience goods, which are 

goods that have to be mainly experienced by the user to properly assess their quality. In contrast, laptops constitute 

search goods, which are goods whose quality can be assessed to a greater extent without personal experience [59]. 

By considering these three multi-faceted datasets for the evaluation, it is possible to derive cross-domain as well as 

domain-specific insights (e.g., features being important in only one domain). While their properties are typical for 

online consumer reviews, the three datasets exhibit a higher diversity representing three varying market fields of e-

commerce. 

In more detail: The restaurant dataset consists of 2.4m reviews for restaurants, bars and cafés in New York 

City from an established web portal for reviews regarding local businesses. The movie dataset consists of 1.2m 

reviews for movies and other video content (e.g., documentaries, recorded concerts, etc.), while the laptop dataset 

consists of 270k reviews for laptops, notebooks and tablet computers, both originating from the Amazon review 

dataset provided by [60]. Thereby, each review of the above datasets consists of a textual consumer review with an 

associated star rating on a five-tier scale from 1 star to 5 stars. In order to avoid biases due to specific time frames, 

the datasets contain reviews from large time periods of ten years or more (time span restaurants: 2008-2017; time 
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span movies: 2000-2018; time span laptops: 2002-2018). Moreover, the datasets cover a broad range of items (e.g., 

from bistros to gourmet restaurants as well as from economical to high-end laptops). Further, each dataset exhibits 

the widely recognized “J-shaped” rating distribution (e.g., [61]). To avoid biases due to the skewed rating 

distribution, we used stratified samples of the datasets with equal rating distributions, similar to [62] and [23]. 

Thereby, each sample is large enough to analyze various independent variables of different feature perspectives in 

an explanatory model. That is, the number of events per independent variable (EPV) is higher than 1,000 in our 

analyses as the smallest sample has 75,000 reviews. This is considered as clearly sufficient in literature (e.g., [63]). 

An overview of the basic specifications regarding the datasets is given in Table 2. 

Dataset Restaurants Movies Laptops 

# of reviews 2,396,650 1,167,071 271,883 

Rating distribution, i.e., (relative) 

# of ratings per level of star rating 

1 star: 9% (~207k) 

2 stars: 9% (~214k) 

3 stars: 16% (~389k) 

4 stars: 34% (~807k) 

5 stars: 33% (~779k) 

1 star: 8% (~98k) 

2 stars: 6% (~65k) 

3 stars: 10% (~117k) 

4 stars: 19% (~227k) 

5 stars: 57% (~660k) 

1 star: 17% (~45k) 

2 stars: 7% (~19k) 

3 stars: 8% (~23k) 

4 stars: 18% (~50k) 

5 stars: 49% (~134k) 

# of reviews in the sample with 

equal rating distribution 
500,000  

[100,000 per rating level] 
250,000 

[50,000 per rating level] 
75,000 

[15,000 per rating level] 

# of users in the sample 

# of items in the sample 

233,854 

10,480 

208,787 

13,677 

69,091 

3,441 

Table 2. Description of the Datasets 

To evaluate our research questions, we operationalized both the person-centered and object-centered feature 

perspectives (cf. Section 2) as outlined in the following. The features for the perspective item characteristics are 

directly given in each dataset as structured data. In contrast, the features of the feature perspectives item aspects, 

user characteristics and user contexts are contained in the unstructured review texts. Here, features can be extracted 

from textual data by using either unsupervised or supervised methods. Unsupervised extraction methods result in 

abstract representations that are – a priori – independent of any predefined feature or feature perspective. For 

example, the unsupervised extraction method topic modeling yields topics comprising a specific set of cooccurring 

words from review texts. Thereby, existing literature (e.g., [64]) argues that it is very challenging to interpret such 

abstract representations, as it remains unclear what they really mean, and that these abstract representations do not 

align with predefined features in general. In addition, Vallurupalli et al. [65] argue that the interpretations of topics 

strongly depend on the human individuals interpreting the topics. Further, they state that the findings obtained from 

topic modeling is also highly dependent on the used datasets, even if they are of the same domain. Thus, such 

findings can hardly be generalized to other datasets or domains, as strongly different topics could be identified. In 
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total, these abstract representations require additional work to derive comprehensible insights. Therefore, we 

decided to choose a supervised feature extraction method based on BERT [19], which is a state-of-the-art deep 

learning language model. Here, we first selected and analyzed features and the corresponding feature terms in the 

review texts for each of the three feature perspectives in line with existing works (cf. Table 3). In particular, this 

initial analysis showed that each such feature can be traced back to semantically related feature terms, which entails 

a direct interpretation. By individually training the supervised language model BERT on annotated data (i.e., feature 

terms) for each feature, the extraction of these features is enabled for a large number of reviews in the considered 

datasets (cf. Table 2). Doing this, for instance, the term “bartender” can be extracted as semantically related feature 

term for the item aspect service in the sentence “The bartender was charming”. Here, the language model BERT is 

further able to identify semantic and lexical representations of natural language [66] by considering whole 

sentences for feature extraction, which enables a semantically sensitive feature extraction. For instance, the word 

“bartender” would be extracted for the item aspect service in the sentence “The bartender was charming”, but not 

in the sentence “The mojito was listed as bartender’s choice” due to different semantical meanings of the term 

“bartender”. To further improve the quality of the feature extraction (cf. Section 5), we used the post-trained BERT 

models for each specific domain of our considered datasets [67], since the post-trained BERT models have a 

stronger alignment to the domain-specific use of language. Summing up, by the use of this supervised deep learning 

language model, we are able to extract and utilize features, which are easy-to-interpret (due to its semantically 

related feature terms in the review texts).  

An overview of the considered features for each feature perspective and each dataset is given in Table 3. 

We selected five item characteristics for each dataset with the lowest pairwise correlations and a sufficient number 

of occurrences (i.e., assigned to more than 10% of items), such as movie genre or cuisine, which is in line with 

approaches such as [68]. Furthermore, for each dataset we extracted six item aspects, five user characteristics and 

five user contexts (cf. Table 3). To capture both the users’ situational circumstances and actual experiences of items 

expressed in the review texts, we extracted the sentiments towards features of the perspectives user contexts and 

item aspects [50]. More precisely, we extracted item aspect-based sentiments and user context-based sentiments 

from the review texts by firstly conducting aspect term and context term extraction and subsequently conducting the 

task of term-based sentiment classification. For instance, in the exemplary sentence “The waiter was very friendly.” 
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first the aspect term “waiter” was extracted by BERT and assigned to the item aspect service. Subsequently, BERT 

assigned a positive sentiment towards that aspect term based on the term “very friendly”. Here, all extracted terms 

which could not be assigned to a specific item aspect or user context were subsumed under the features 

miscellaneous item aspects or miscellaneous user contexts.  

Before evaluating our model in detail, we analyzed the quality of the preliminary analysis, which means, the 

aspect term extraction conducted by the deep learning language model. Thereby, F1 scores of 0.78, 0.75 and 0.76 

for restaurants, movies and laptops were achieved. Based on this extraction, the aspect term-based sentiment 

classification yielded F1 scores of 0.84, 0.86 and 0.80, respectively. All F1 scores are comparable to the state-of-

the-art [67]. In particular, to extract user characteristics, we also trained an individual BERT model for each of the 

Five-Factor personality traits using a common essay dataset containing personality annotations [69], while 

structured data regarding the users’ social identity (e.g., with respect to demographics) was not available in the 

datasets. The average accuracy of the resulting BERT personality models was 58%, which coincides with the state-

of-the-art validity for Five-Factor personality detection from text on the standard essay benchmark dataset [70]. 

Moreover, test-retest correlations on the consumer review datasets for successive 6-month intervals were 0.73 on 

average. Thus, the reliability of the applied BERT personality models is in line with Five-Factor personality 

detection based on questionnaires (with test-retest correlations typically ranging from 0.65 to 0.85) and similar to 

existing approaches extracting Five-Factor personality traits from social media texts [71]. 

Finally, to verify the stability of our explanatory model, multicollinearity between the independent variables 

was measured by the variance inflation factor (VIF). The maximum VIFs ranged from 1.76 to 2.78 and the average 

VIFs ranged from 1.23 to 1.38, whereby VIF values less than ten are uncritical regarding model stability [72]. 

Dataset Restaurants Movies Laptops 

Considered item 

characteristics 

(independent variables  

𝑥𝐼𝐶1, … , 𝑥𝐼𝐶5; short 𝑥𝐼𝐶) 

5 characteristics 

(in line with [73]): 

cuisine, happy hour specials, 

noise level, private parking lot, 

vegetarian food 

5 characteristics 

(in line with [74]): 

director, price level, genre, 

languages, cast 

5 characteristics 

(in line with [74]): 

brand, graphic card, hard 

drive, processor, memory 

Considered item aspects 

(independent variables  

𝑥𝐴𝑆1 , … , 𝑥𝐴𝑆6; short 𝑥𝐴𝑆) 

(Sentiments towards)  

6 aspects  

(in line with [20]): 

ambience, food quality, 

food quantity, price, service, 

miscellaneous 

(Sentiments towards)  

6 aspects  

(in line with [75]): 

acting, story, 

cinematography, price, 

music, miscellaneous 

(Sentiments towards)  

6 aspects  

(in line with [76]): 

battery, performance, price, 

screen/design,  

support, miscellaneous 

Considered user 

characteristics 

(independent variables  

𝑥𝑈𝐶1, … , 𝑥𝑈𝐶5; short 𝑥𝑈𝐶) 

5 characteristics of the Five-Factor Model  

(in line with [77]): 

extraversion, emotional stability, agreeableness, conscientiousness, 

openness to experience 
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Considered user 

contexts 

(independent variables  

𝑥𝑈𝐶𝑥𝑡1, … , 𝑥𝑈𝐶𝑥𝑡5; short 

𝑥𝑈𝐶𝑥𝑡) 

5 context variables  

(in line with [37]): 

location, time, social, weather, 

miscellaneous 

5 context variables  

(in line with [78]): 

purchase type, intended use, 

social, time, miscellaneous 

5 context variables 

(in line with [78]): 

intended use, operating 

system, software, 

connectivity, miscellaneous 

Multicollinearity 

between the independent 

variables 

Average VIF: 1.28 

Maximum VIF: 2.59 

Average VIF: 1.38 

Maximum VIF: 2.78 

Average VIF: 1.23 

Maximum VIF: 1.76 

Table 3. Features of the Datasets after Data Preparation 

4.2 Methodology 

As introduced above, our explanatory model comprises the feature perspectives item characteristics (IC), item 

aspects (IA), user characteristics (UC) and user contexts (UCxt). To explain star ratings and evaluate the 

explanatory power, we use the GOPM and the Nagelkerke pseudo R-squared [79] both as proposed by [20]. The 

methodological reasons for this choice are outlined in the following. In general, the GOPM is based on the classical 

ordered probit model [80]. According to the classical ordered probit model, underlying linear preferences 𝑅∗
𝑖 ∈ ℝ 

are modelled using the independent variables 𝑥𝐼𝐶 , 𝑥𝐼𝐴, 𝑥𝑈𝐶 and 𝑥𝑈𝐶𝑥𝑡 representing the four feature perspectives (cf. 

Table 3). To ensure reliable results (indicated by a high EPV value, cf. Section 4.1), the same set of coefficients for 

all reviews is used. This leads to a preference model given by  

 𝑅∗
𝑖 = 𝛽𝐼𝐶𝑥𝐼𝐶

𝑖 + 𝛽𝐼𝐴𝑥𝐼𝐴
𝑖 + 𝛽𝑈𝐶𝑥𝑈𝐶

𝑖 + 𝛽𝑈𝐶𝑥𝑡𝑥𝑈𝐶𝑥𝑡
𝑖 + 𝜖, (1) 

where 𝛽𝐼𝐶(= 𝛽𝐼𝐶1, 𝛽𝐼𝐶2, … , 𝛽𝐼𝐶𝑛), 𝛽𝐼𝐴 , 𝛽𝑈𝐶  and 𝛽𝑈𝐶𝑥𝑡 denote the parameters with respect to the independent 

variables 𝑥𝐼𝐶
𝑖 (= 𝑥𝐼𝐶1

𝑖 , 𝑥𝐼𝐶2
𝑖 , … , 𝑥𝐼𝐶𝑛

𝑖 ), 𝑥𝐼𝐴
𝑖 , 𝑥𝑈𝐶

𝑖  and 𝑥𝑈𝐶𝑥𝑡
𝑖  in the 𝑖-th review, and 𝜖~𝑁(0,1) denotes the random error 

term. Then, a discrete random variable 𝑅𝑖 ∈ {1, . . . ,5} and thresholds 𝜃1, . . , 𝜃4 are used to estimate the actual star 

rating 𝑟𝑖 ∈ {1, . . ,5} in the review 𝑖, which means, 𝑅𝑖 = 1 for 𝑅∗
𝑖 ≤ 𝜃1, 𝑅𝑖 = 2 for 𝜃1 < 𝑅∗

𝑖 ≤ 𝜃2, … , 𝑅𝑖 = 5 for 

𝑅∗
𝑖 > 𝜃4. That is, the parameters 𝛽𝐼𝐶 , 𝛽𝐼𝐴, 𝛽𝑈𝐶 and 𝛽𝑈𝐶𝑥𝑡 as well as the thresholds 𝜃1, . . . , 𝜃4 are determined 

according to the classical ordered probit model. 

In addition to this classical ordered probit model, the GOPM methodically uses different coefficients 

𝛽𝐼𝐶
1 , . . , 𝛽𝐼𝐶

4  instead of a fixed coefficient 𝛽𝐼𝐶 (analogous for the other perspectives) to account for varying impacts of 

the independent variables over the rating scale. This means, for each independent variable 𝑣 as well as for each 
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rating step between 1 and 5, we can determine a particular coefficient. More precisely, the GOPM for the evaluation 

is given by 

 𝑅𝑖 ≤ 𝑗   if   𝛽𝐼𝐶
𝑗

𝑥𝐼𝐶
𝑖 + 𝛽𝐼𝐴

𝑗
𝑥𝐼𝐴

𝑖 +𝛽𝑈𝐶
𝑗

𝑥𝑈𝐶
𝑖 +𝛽𝑈𝐶𝑥𝑡

𝑗
𝑥𝑈𝐶𝑥𝑡

𝑖 + 𝜖 ≤ 𝜃𝑗    for   𝑗 = 1,2,3,4.          (2) 

By assigning preference intervals of different sizes to the star ratings, the GOPM can reflect uneven 

distances within the rating scale, for instance, in contrast to a common linear regression model. As analyzed by 

[20], in the restaurant domain a rating level of 4 is far closer to a rating level of 5 with respect to the underlying 

preference than to a rating level of 3. Further, the GOPM accounts for varying impacts over the rating scale by 

allowing varying coefficients 𝛽𝐼𝐶
1 , 𝛽𝐼𝐶

2 , 𝛽𝐼𝐶
3  and 𝛽𝐼𝐶

4 . For instance, an unfriendly waiter in a restaurant (i.e., a negative 

sentiment towards the aspect service) may easily drive a user to assign the lowest star rating, while a pleasant 

service alone will in general not be sufficient to assign the highest star rating. 

To assess the explanatory power of the GOPM for star ratings, we use the Nagelkerke pseudo R-squared. 

This measure compares the likelihood of the GOPM to a null-model [81], which does not take the independent 

variables from the four feature perspectives into account. That is, the null-model does not distinguish between 

different reviews, but still determines the thresholds 𝜃1, . . , 𝜃4 according to the rating distribution. In detail, the used 

comparison of likelihoods is equal to the common R-squared measure in case of a linear regression. However, to 

account for the transformation on the discrete rating scale (cf. Equation (2)), additionally a rescaling to the range 

[0,1] is used (as denominator in Equation (3)). Overall, and according to [20], the Nagelkerke pseudo R-squared is 

given by 

 ℛ𝑁𝑎𝑔𝑒𝑙𝑘𝑒𝑟𝑘𝑒
2 =

1−[
𝐿𝑁𝑢𝑙𝑙−𝑀𝑜𝑑𝑒𝑙

𝐿𝐺𝑂𝑃𝑀
]

2
𝑀⁄

1−𝐿𝑁𝑢𝑙𝑙−𝑀𝑜𝑑𝑒𝑙
2

𝑀⁄
 , (3) 

where 𝐿𝐺𝑂𝑃𝑀 and 𝐿𝑁𝑢𝑙𝑙−𝑀𝑜𝑑𝑒𝑙 denote the value of the likelihood function at the maximum likelihood estimate of the 

GOPM and the null-model, respectively. Further, 𝑀 denotes the number of observations in the model. Thereby, the 

range [0,1] of the Nagelkerke pseudo R-squared measure is in accordance with the common R-squared measure for 

linear regression models. We denote this overall explanatory model, which comprises the GOPM and the feature 

perspectives item characteristics, item aspects, user characteristics and user contexts, as unified model in the 
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following. 

4.3 Results 

In the following, we present the results regarding the research questions RQ1, RQ2 based on the three real-world 

datasets of restaurant reviews, movie reviews and laptop reviews.  

Ad RQ1: Overall, our analysis for explaining star ratings yields a Nagelkerke pseudo R-squared value (cf. Equation 

3) of 69.8% on the restaurant dataset, 64.9% on the movie dataset and 65.0% on the laptop dataset. For a more 

detailed analysis, we evaluated how well the unified model explains the star ratings for different steps of the rating 

scale. To assess the explanatory power for each rating level, we applied Equation 3 separately for each subset of 

reviews by the assigned star rating. As the results in Table 4 show, star ratings are best explained for reviews with 1 

star or 5 star ratings. 

Dataset 

Rating Levels 

Overall 

 

1 Star  

Reviews 

2 Stars 

Reviews 

3 Stars 

Reviews 

4 Stars 

Reviews 

5 Stars 

Reviews 

Restaurants 
(Nagelkerke Pseudo R2) 

81.3 % 62.9 % 51.6 % 64.0 % 80.0 % 69.8% 

Movies 
(Nagelkerke Pseudo R2) 

75.4 % 54.6 % 43.6 % 61.3 % 78.9 % 64.9% 

Laptops 
(Nagelkerke Pseudo R2) 

72.9 % 49.8 % 40.2 % 63.3 % 83.6 % 65.0% 

Table 4. Explanatory Power for Different Rating Levels 

Further, we also examined the coefficients for the variables of the four feature perspectives (as introduced in 

Table 3). In detail, we analyzed the coefficients 𝛽𝜈
1, 𝛽𝜈

2, 𝛽𝜈
3, 𝛽𝜈

4 for each variable 𝜈 in the model built on each dataset. 

Here, the coefficients for the variables weather in the restaurant domain and miscellaneous user contexts in the 

laptop domain were statistically significant with 𝑝 < 10−2 and all other variables 𝑣 were statistically significant 

with 𝑝 < 10−9 (cf. Table 5). Due to length restrictions, the average coefficients 𝛽𝑣=(𝛽𝜈
1 + 𝛽𝜈

2 + 𝛽𝜈
3 + 𝛽𝜈

4)/4 

regarding the different rating steps are presented only for selected variables 𝑣 in Table 5 (different coefficients 

𝛽𝜈
1, 𝛽𝜈

2, 𝛽𝜈
3, 𝛽𝜈

4 always had the same sign). As given in Table 5, for instance, the coefficients for the user 

characteristic neuroticism indicate a negative effect on the star rating of a restaurant, movie or laptop. A positive 

effect is indicated, for instance, by the coefficient of the user characteristic agreeableness across all three domains.  
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 Independent Variable Restaurant Coefficient Movie Coefficient Laptop Coefficient 

Item Aspects 

service 0.266***   

support   0.147*** 

price 0.055*** 0.036*** 0.154*** 

food quality 0.583***   

story  0.626***  

performance   0.327*** 

Item 

Characteristics 

vegetarian food 0.018***   

language  0.065***  

brand   0.160*** 

User 

Characteristics 

agreeableness 0.240*** 0.459*** 0.122*** 

neuroticism -0.234*** -0.232*** -0.344*** 

conscientiousness -0.263*** -0.045*** 0.038*** 

openness 0.158*** 0.055*** -0.022*** 

extraversion 0.154*** 0.143*** 0.021*** 

User Contexts 

location 0.215***   

purchase type  0.130***  

intended use   0.073*** 

∗∗∗ : 𝒑 < 𝟏𝟎−𝟗; ∗∗ : 𝒑 < 𝟏𝟎−𝟓; ∗ : 𝒑 < 𝟏𝟎−𝟐 

Table 5. Selected Coefficients of Easy-to-interpret Features for the Different Domains 

Ad RQ2: To analyze how much each feature perspective contributes to the explanatory power, we evaluated partial 

R-squared values [82]. That is, we determined how much additional explanatory power is gained by adding a single 

feature perspective (i.e., by comparing to a model consisting of only the other three perspectives). To directly 

compare the results to the explanatory power (e.g., Nagelkerke R-squared of 69.8% for the restaurant domain), we 

assessed the contribution of the each feature perspective by scaling the partial Nagelkerke R-squared values to this 

benchmark (e.g., cf. [83]). 

Dataset 
Feature Perspective 

Item Characteristics Item Aspects User Characteristics User Contexts 

Restaurants 
(69.8% in sum) 

1.7% 49.0% 9.8% 9.3% 

Movies 
(64.9% in sum) 

5.1% 39.7% 16.0% 4.1% 

Laptops 
(65.0% in sum) 

8.9% 44.7% 9.0% 2.4% 

Table 6. Contribution of Each Individual Feature Perspective to the Explanatory Power 

The results of this analysis are presented in Table 6. When considering individual feature perspectives, item 

aspects contribute the most to the explanatory power across all domains in our evaluation, followed by user 
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characteristics. For restaurant reviews, user contexts contribute more than item characteristics, whereas for laptop 

reviews the contribution of item characteristics is higher in comparison. 

5 Discussion 

In this section, we discuss the above presented results for each research question. 

Ad RQ1: There are several reasons indicating that the unified model explains the star ratings of online consumer 

reviews well across various domains with each domain containing different types of products or services: 

1) [HIGHER EXPLANATORY POWER IN RELATION TO SIMILAR WORKS] The explanatory power of the unified model is 

higher compared to other explanatory models. For instance, the authors of [7], which use the same statistical model 

(i.e., GOPM), achieve a Nagelkerke pseudo R-squared value of 44% in the restaurant domain with their explanatory 

model based only on item aspects. Within the same domain, the Nagelkerke pseudo R-squared value of the analysis 

at hand reaches nearly 70%. Further, the authors of [12] analyze the explanatory power based on datasets restricted 

to 1 star and 5 star ratings, which contain Amazon reviews for different product categories (e.g., grocery and 

gourmet food). Using the McFadden pseudo R-squared, Jabr et al. [12] achieved a maximum value of 80% with an 

average of 64%, whereas our evaluation yields the maximum McFadden pseudo R-squared value of 88% with an 

average of 86% across our three datasets also evaluated only on 1 star and 5 star ratings. This is in line with our 

more detailed analysis regarding different rating levels (cf. Table 4), which supports the expectation that star ratings 

are best explained for 1 star and 5 star ratings as the associated review texts contain words (e.g., sentiments) that 

clearly indicate an extreme star rating. The reason for the higher explanatory power is that it comprises features of 

different and additional object- and person-centered feature perspectives of the MPAA model. 

2) [EASY-TO-INTERPRET FEATURES EXTRACTED FROM TEXT BY STATE-OF-THE-ART TECHNIQUES] Most of the existing 

works extract the features from the review texts. The works [12,44,45,47,49,53] use unsupervised topic modeling 

approaches for generating abstract representations of reviews resulting in aspects that have to be interpreted 

manually in a time-consuming manner. The works [4,20,22,48,50,51,55] utilize lexicon-based extraction 

techniques, which achieve much lower validity for the feature extraction compared to the state-of-the-art feature 

extraction techniques such as BERT ([19]). Different to all of these works, the works [29,46,52,54] do not analyze 

the vital information contained in the textual parts of online consumer reviews for feature extraction, but use 
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features that have been queried from the user when making a review. Answering such queries is an additional effort 

for users. Further, the applicability of analyses regarding such features is limited to specific domains (e.g., airline 

traveling). In contrast, we used easy-to-interpret features extracted from text by a supervised state-of-the-art deep 

learning model (cf. Section 4.1). These features ensure that the analyzed feature perspectives are of high validity, 

directly comprehensible and allow a deeper analysis and meaningful explanations of star ratings, even for different 

domains. In the following, we analyze and discuss coefficients from the GOPM (Table 5) to illustrate both cross-

domain and domain-specific insights based on these easy-to-interpret features. 

2.1) [CROSS-DOMAIN INSIGHTS] Cross-domain insights can be derived from all feature perspectives. For instance, the 

perspective user characteristics, which has the same features across all domains, enables cross-domain analyses. 

Here, the results of our evaluation on different domains substantially extends existing insights [55]. First, users with 

high agreeableness tend to give higher star ratings, represented by positive coefficients 𝛽𝑎𝑔𝑔𝑟. across all three 

domains. This indicates that agreeable users behave friendly and generously [35]. In contrast, users with high 

neuroticism might be oversensitive and easily aggravated by items [32], which reasons its negative impact, 

represented by negative coefficients 𝛽𝑛𝑒𝑢𝑟𝑜. across all three domains. These observations extend and generalize the 

findings of [55], which analyzed star ratings for a single domain of experience goods (i.e., hotels). However, the 

observation of [55] stating that openness has a positive effect on star ratings does not hold true in general. Our 

results show that openness indeed typically has a positive effect on star ratings for experience goods (e.g., 

restaurants or movies), but has a negative impact for the search good laptops as represented by the coefficients 

𝛽𝑜𝑝𝑒𝑛𝑛. in Table 5. As users with high scores on openness like novelty and are enterprising [85], they seek new 

experiences which can easily be found by testing new foods or movies. Conversely, searching laptops often 

involves comparing technical details in specifications and data sheets, which is usually not an inspiring experience 

thus resulting in negative impact. Interestingly, conscientiousness has the opposite effect. This might be due to the 

fact, that conscientious users tend to be well prepared and informed when purchasing an item, which is easier for 

search goods (e.g., laptops). Finally, extraversion consistently has a positive effect, which is plausible, since 

extraversion also measures a person’s tendency to express positive emotions [35]. 

2.2) [DOMAIN-SPECIFIC INSIGHTS] Domain-specific insights can be derived from all four feature perspectives. For 

example, we found that the users’ current location and proximities to restaurants significantly influence their star 
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ratings, which is represented by 𝛽𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = 0.215 for user contexts in the restaurant domain. Presumably, users 

might favor conveniently located restaurants to avoid the time and organization effort to travel to and from the 

restaurant. Moreover, our results show that the item characteristic brand considerably influences a user’s star 

ratings in the laptop domain (e.g., 𝛽𝑏𝑟𝑎𝑛𝑑 = 0.160). This can be reasoned by the relatively high brand loyalty 

associated to electronic devices like laptops [86]. When shopping for a laptop, users might use brands to infer the 

performance or quality of a product. In particular, this indicates the high potential of the proposed explanatory 

analysis enabling differentiated insights for varying types of services and products (e.g., popular products vs. niche 

products). For instance, we found in a (first) product-differentiated analysis that the item characteristic brand is 

important for laptops of different vendors showing robust results. In particular, the importance is even (slightly) 

higher for vendors like apple. Further, the item aspects food quality (𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙. = 0.583) and service (𝛽𝑠𝑒𝑟𝑣𝑖𝑐𝑒 =

0.266), which are experienced at a restaurant, are even of higher importance. That is, if a user does not enjoy the 

food and the service in a restaurant, she or he will typically assign a lower star rating and vice versa. In contrast, the 

price range of a restaurant is often known or at least anticipated prior to the visit, which may lead to the comparably 

lower importance of the item aspect price (𝛽𝑝𝑟𝑖𝑐𝑒 = 0.055). Moreover, by using the GOPM (cf. Section 4.2), we are 

able to inspect four coefficients (cf. Equation (2)) for each feature. For instance, the coefficients regarding the 

aspect food quality in the restaurant domain are given by 𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.
1 = 0.373, 𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.

2 = 0.633, 𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.
3 =

0.761 and 𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.
4 = 0.564. This indicates that the item aspect food quality is comparably more important for 

users to distinguish 3 from 4 stars ratings (𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.
3 = 0.761) than 1 star from 2 stars ratings (𝛽𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙.

1 =

0.373). These findings further emphasize the high sensitivity of the GOPM for star rating explanations. 

3) [PARTIAL VIEW PROVIDED BY ONLINE CONSUMER REVIEWS] Users typically do not address all features and all 

feature perspectives in each single review. As the analysis of unstructured review texts can be seen as an instrument 

of open-ended surveys, users are not forced to assess each feature (e.g., in contrast to structured closed-ended 

surveys, cf. [87]). For instance, 80% of reviews in the restaurant dataset lack either a sentiment for food quality, 

service or location, which constitute frequent item aspects and user contexts. That is, users do not necessarily 

describe all aspects and contexts being potentially relevant for the assigned star rating. Additionally, review texts 

might even be bound by length restrictions. In our evaluation, such unknown sentiments of aspects and contexts 

have to be implicitly assumed as neutral sentiments, which puts the achieved explanatory power further into 
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perspective. For instance, the evaluation on the restaurant dataset yields a Nagelkerke pseudo R-squared of 74.5% 

(compared to 69.8% for the complete dataset) when applied to the 20% of reviews addressing the three features 

food quality, service as well as location. Hence, the explanatory power would further increase, when more or all 

features would be available in review texts instead of only providing a partial view on selected features. 

4) [EXPLANATORY POWER FOR DIFFERENT STAR RATING LEVELS] An analysis of the results for different rating levels 

(cf. Table 4) shows that the explanatory power differs considerably between rating levels. To be more precise, 1 star 

and 5 stars ratings are explained considerably well with Nagelkerke pseudo R-squared values up to 82%. This 

means that very positive or negative reviews can be explained to a high degree, as these reviews often exhibit a very 

one-sided (clearly positive or clearly negative) line of argumentation. Conversely, explaining 2-4 star ratings is 

more challenging as these reviews are more nuanced. Comparing our results across domains, the explanatory power 

regarding the 3 stars level is notably lower for laptops than for movies and restaurants. A sample-based, manual 

analysis revealed that the structure of neutral reviews (indicated by 3 stars) for search goods (such as laptops) 

differs from reviews for experience goods, as it seems that these customers have generally informed themselves in 

detail about the item prior to purchasing a search good. Thus, they only elaborate on facets differing from their 

expectations in the textual review. This can be illustrated by the exemplary laptop review “Poor battery! I was so 

excited to receive my HP, however the battery would not hold a charge for very long. I returned the product.”, 

which is associated with a 3 star rating, although the user focuses on negative facts. In contrast, almost all neutral 

reviews of restaurants and movies highlight both positive and negative experiences. 

5) [HIGH AMOUNT OF ANALYZED REVIEWS, ITEMS AND USERS] In our evaluation we encompass a high number of 

users (e.g., approx. 234,000 for the restaurant dataset; cf. Table 2) and items (e.g., approx. 10,000 for the restaurant 

dataset) per domain (cf. Section 4.1). Additionally, these datasets contain various types of users and items. For 

instance, the restaurant dataset contains reviews of bars as well as cafes and luxurious restaurants. In contrast, 

analyses such as surveys or interviews are often limited not only by volume (i.e., the number of users and items 

being lower), but also in variety (i.e., users and items are of similar types). In comparison to our evaluation, such 

analyses focus on smaller subsets of similar users or items which could lead to an even higher explanatory power as 

‘specialized’ coefficients explain the star ratings for specific user or item groups better [84]. Conversely, the 

coefficients and the explanatory power are determined considering all users and items per dataset, ensuring general 
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insights and high validity due to the high number and diversity of reviews, items and users. 

Ad RQ2: The results regarding RQ2 show that each feature perspective does indeed contribute to the explanatory 

power demonstrating the importance of a broader and differentiated view when explaining star ratings. This 

contributes to our opening question (cf. Section 1), viz., why users rated an item the way they did. Moreover, this 

finding shows that our research poses a substantial progress compared to existing approaches which address (certain 

features of) at most two feature perspectives. In particular, we emphasize that the contributions of both object-

centered feature perspectives as well as person-centered feature perspectives are remarkable and thus both types of 

feature perspectives are important to understand star ratings. Consequently, these findings further support the 

MPAA model [24].  

To further substantiate our findings, we tested whether the contribution of each feature perspective is 

statistically significant. To this end, we compared the unified model (containing all four feature perspectives) with 

restricted (nested) models (containing only the three feature perspectives) by means of the Bayesian information 

criterion (BIC) and the likelihood ratio test (LRT) [88,89]. The BIC is particularly suited for the large datasets used 

in our analyses as it takes into account both the number of independent variables as well as the sample size. Here, 

the unified model yielded a decrease in the BIC value of at least 978 compared to the restricted model for each 

feature perspective and all domains, whereby a BIC decrease of 10 indicates ‘strong evidence’ that the model with 

lower BIC value is preferred [90]. In that line, the comparisons with the LRT yielded that the unified model is a 

better model compared to all four restricted models with 𝑝 < 10−9 on all considered domains. Thus, each feature 

perspective contributes significantly to explaining star ratings, but by analyzing partial Nagelkerke R-squared 

values in RQ2, we could additionally obtain valuable quantitative results with respect to these feature perspectives 

as discussed in the following. 

The contributions of each feature perspective are comparable across all three domains. Item aspects 

contribute the most to the explanatory power (e.g., 49.0% for the restaurant domain) since this perspective captures 

the user’s direct perception and the actual experience with an item. For perspectives regarding user and item 

characteristics, user characteristics contribute more to the explanation of star ratings than item characteristics for the 

experience goods restaurants and movies (e.g., 9.8% vs. 1.7% for the restaurant domain). For the search good 

laptops, item characteristics and user characteristics have an almost equally high contribution in the dataset (8.9% 
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vs. 9.0%). These results can be directly attributed to search goods being more clearly defined by their characteristics 

(e.g., the capacity of the working memory in the domain of laptops), while experience goods can only be actually 

assessed after experiencing the item [59]. The particularly low contribution of item characteristics in the restaurant 

domain might also be due to the fact that users mainly attend the type of restaurants they typically enjoy. For 

instance, users who dislike Italian food usually will not visit an Italian restaurant. To be more precise, while the 

item characteristic ‘Italian’ would be relevant for those users when choosing a restaurant, it rarely comes into effect 

when writing a review. This indicates that not all features being relevant for purchase decisions are necessarily 

relevant when explaining star ratings. Additionally, the results show that the feature perspective user contexts has 

less contribution regarding explanatory power in the domain of laptops compared to movies and restaurants. Since 

laptops constitute a search good, purchase decisions are arguably more rational and planned in advance. 

Consequently, it is reasonable that (situational) user contexts do not strongly influence star ratings in this domain.  

6 Implications for Research and Practice 

Overall, the results and discussions of our evaluation show that (a) the proposed feature perspectives are able to 

explain star ratings considerably well opening the way for a comprehensive understanding of star ratings and (b) 

each individual feature perspective contributes to the explanatory power. These findings have implications for both 

scientific research and practical applications, which are outlined in the following. 

6.1 Implications for Research 

From a theoretical point of view, our research has the following implications. 

1) [SYSTEMATIC AND COMPREHENSIBLE EXPLANATIONS OF STAR RATINGS] Based on the MPAA model, we 

systematically derived different feature perspectives each consisting of easy-to-interpret features, which were 

extracted from review texts. Studying such easy-to-interpret features of different perspectives is a key driver to 

comprehensibly explaining star ratings which is affirmed by the high overall explanatory power and the substantial 

contribution of each feature perspective. That is, each feature perspective significantly improves the explanatory 

power compared to a model restricted to the other three considered feature perspectives. Hence, this work poses a 
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first important step to enable a theoretical foundation – starting from the MPAA model – further research can 

enhance and use for systematic and comprehensible explanations of star ratings. 

2) [ANALYSIS OF DIFFERENT STEPS OF THE RATING SCALE] Moreover, our approach is capable of determining the 

importance of the features regarding different steps of the rating scale. While prior research has mainly focused on 

the explanation of 1 star and 5 star ratings [12], our analysis instead also reveals to what degree the features 

influence star ratings for each rating level within the rating scale. Recent research has initially acknowledged this 

consideration by separately analyzing reviews with specific star ratings [62]. By aligning to our approach, 

researchers are now able to examine which features are important for explaining fine-grained differentiations 

between rating levels (e.g., 4 star and 5 star ratings) in an overall explanatory model. 

3) [INCORPORATING CROSS-DOMAIN AND DOMAIN-SPECIFIC INSIGHTS] Our evaluation results show that the different 

feature perspectives enable to derive cross-domain and domain-specific insights regarding star ratings of online 

consumer reviews. This can be vital for researchers focusing on cross-domain marketing or domain-independent 

analysis of user preferences. In particular, our results suggest, that user characteristics such as agreeableness have a 

positive impact on star ratings in all three analyzed domains while the impact of a user’s openness on star ratings 

varies depending on the particular domain. Hence, these researchers might benefit from incorporating user 

characteristics in their analyses to explore such relationships and to better understand users. Similarly, research 

focusing on specific application domains (e.g., hospitality and tourism management) might benefit from domain-

specific insights. 

4) [UTILIZING MULTIPLE FEATURE PERSPECTIVES FOR OTHER RESEARCH STRANDS] Further, the promising results when 

utilizing multiple feature perspectives could inspire other research strands analyzing user assessments. For instance, 

research in the field of recommender systems mainly use individual feature perspectives to generate personalized 

item recommendations. That is, content-based recommender systems are largely based on item characteristics [28] 

while context-aware recommender systems focus on context features [78]. Although predictive and explanatory 

analysis have different objectives [17], we are confident that our findings encourage researchers to incorporate 

multiple feature perspectives in recommender systems and other research strands. 

5) [USING DIFFERENT FEATURE PERSPECTIVES TO EXPLAIN RECOMMENDATIONS] In addition, works that aim to explain 

recommendations to the users have gained higher attention in the past years (e.g., [91]). Nevertheless, as popular 
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and widely applied recommender systems infer recommendations based on latent factors (e.g., matrix factorization), 

it is not straightforward to present meaningful and comprehensible explanations to a user for provided 

recommendations. Thereby, existing literature tries to explain these recommendations by inferring similarities based 

on latent factors or by examining item statistics (e.g., movies being popular in a certain region) [92]. With this in 

mind, our findings could inspire researchers in such fields by analyzing review texts and leveraging easy-to-

interpret features and feature perspectives to explain recommended items in a comprehensible manner. 

6.2 Implications for Practice 

Analyzing star ratings based on different feature perspectives enables consumers, web portals and businesses to 

leverage the versatile information from online consumer reviews. This allows well-founded and advantageous 

actions in practical business applications. 

1) [GENERATING MEANINGFUL ITEM SUMMARIZATIONS IN WEB PORTALS] By means of our explanatory analysis 

comprising features of multiple feature perspectives, web portal providers can use the unified model to detect 

meaningful features and feature perspectives which are important for explaining star ratings (i.e., features with very 

high or low coefficients). In this line, these meaningful features can be used for summarizing review texts and are 

particularly relevant for users when forming attitudes about items (e.g., cf. [9]). Consumers might benefit from both 

individual review summaries as well as structured summaries encompassing many user reviews of an item. 

Similarly, and in line with [93], the analysis of different feature perspectives can be used to identify and highlight 

“informative or representative” review texts, based on the detected meaningful features, which are able to explain 

star ratings especially well. In that way, users might be more satisfied with the (summarized or selected) 

information provided by a web portal. 

2) [REDUCING USER QUERIES FOR MULTI-CRITERIA RATING SYSTEMS] Furthermore, the derived explanations are 

valuable for web portal providers that maintain multi-criteria rating systems. Such systems are based on explicit 

user queries where users are asked to rate specific features after experiencing an item. While a plethora of queries 

with different features would be possible, answering such queries is an additional effort for users. In order to not 

discourage users, it is thus only feasible to ask (very) few queries. As the unified model comprises various features 

of versatile perspectives, the derived explanations enable to identify the most important features (i.e., features with 
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high or low regression coefficients) and perspectives for the users’ star ratings. Therefore, web portal providers 

could focus on important features (e.g., regarding a domain or a group of items) and thereby improve the return of 

each user query.  

3) [IMPROVING ITEMS THROUGH IDENTIFIED USER CRITICISM] In addition, applying the unified model enables 

businesses to identify features with (very) high and low regression coefficients. This includes features which are 

often subject to criticism and have a high negative impact on star ratings as well as features which exhibit a positive 

impact on star ratings. With regard to the increasing volume of user generated content of EWOM and in particular 

online consumer reviews, aligning to our approach enables businesses to assess these critical features in an 

automated manner, based on a large review basis and with the possibility to distinguish fine-grained differentiations 

between rating levels. By analyzing the online consumer reviews regarding these critical features, precise and 

substantial criticism (e.g., which is expressed in several reviews) can be identified. Consequently and in line with 

works in the field of EWOM such as [11], businesses are then able to systematically and selectively address the 

identified criticism, evolve their items, create ideas for new items or new business models, and prospectively 

improve the user experience and thus users’ item assessments (e.g., star ratings).  

4) [USER CHARACTERISTICS ALLOW FOR BETTER CONSUMER UNDERSTANDING] Finally, our results indicate that the 

feature perspective user characteristics, which has been hardly considered in prior research explaining star ratings, 

is a key factor in online item assessments and therefore, exhibit high potential for practitioners. Our findings yield 

strong relations between users’ star ratings and the users’ personality traits, substantiating and significantly 

extending the basic findings of [55] on other domains. Therefore, web portal providers, which focus on 

recommending relevant items to users, as well as businesses providing services or products could benefit from more 

accurate and comprehensive analyses of consumer behavior by considering the feature perspective user 

characteristics. For instance, marketing campaigns could target consumers with user characteristics positively 

influencing star ratings. This could increase the average star rating and thus the revenue of a business [15]. 

7 Conclusion, Limitations and Future Work 

Many web portals such as Amazon or TripAdvisor provide user assessments in form of star ratings and textual 

reviews. Both research and practice have acknowledged the importance of explaining star ratings. Based upon the 
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existing body of knowledge on this topic, our work is the first to leverage the four feature perspectives item 

characteristics, item aspects, user characteristics and user contexts in a unified model to explain star ratings in 

online consumer reviews. We evaluated this model on three large real-world review datasets from the domains of 

restaurants, laptops and movies using the GOPM. Our results show that these feature perspectives are indeed able to 

explain star ratings considerably well. Moreover, the evaluation shows that the feature perspectives item aspects 

and user characteristics have the highest importance in terms of explanatory power on the star ratings. 

Nevertheless, the work at hand has some limitations which could be a starting point for further research. 

Firstly, the evaluation was conducted on three large datasets from different domains. However, evaluating the 

unified model on other domains could substantiate and broaden our findings. Secondly, we operationalized three 

feature perspectives using a state-of-the-art deep learning language model for analyzing review texts. Nevertheless, 

other ways of operationalizing feature perspectives (e.g., social identity as user characteristics) could be used to 

analyze and extend the findings. Thirdly, analyzing interdependent moderator effects between the considered 

feature perspectives (e.g., do user characteristics influence the effect of item characteristics on star ratings) would 

be interesting and could complement our findings. Lastly, further analyses of different item or user groups might 

enable additional insights on the explanation of star ratings and further strengthen the findings of this research. 
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Abstract 

During the last decade, factorization machines have proven to be a highly versatile 
recommendation technique, capable of incorporating additional information such as the 
rating context. This versatility makes factorization machines a highly promising choice 
for capturing group dynamics in a group recommender scenario. Therefore, we present 
with GroupFM three independent approaches (PseudoU, MultiU and GC) to enable group 
recommendations with factorization machines. To evaluate GroupFM, we used the 
CAMRa2011 data set as well as a newly collected data set. The new data set contains 
contextually annotated ratings from both single users and groups and is made public to 
support the evaluation of future context-aware group recommender systems. Based on 
our results on both data sets, each approach was able to outperform existing group 
recommender systems given sufficient group ratings. Therefore, we discuss the individual 
benefits and characteristics of each approach depending on the number of available 
group ratings. 

Keywords: Factorization Machines, Context-Aware Recommender Systems, Group 
Recommender Systems 

 

Introduction 

Recommender systems have become an essential tool to navigate the digital world offering a virtually 
limitless number of products to buy or experience goods to consume (Aggarwal 2016; Ricci et al. 2015). 
Highly personalized recommendations are needed to support users in their decision making. With this in 
mind, research has shown that user ratings are highly dependent on contextual factors (Adomavicius and 
Tuzhilin 2011). This has been acknowledged by context-aware recommender systems which were 
introduced by Herlocker and Konstan (2001) and Adomavicius and Tuzhilin (2001). In their survey on 
context-aware recommender systems, Adomavicius and Tuzhilin (2011) distinguish the three paradigms 
contextual pre-filtering, contextual post-filtering and contextual modeling. While contextual pre-filtering 
and post-filtering approaches employ existing recommendation strategies by modifying their input or 
output to match a given context, contextual modeling approaches integrate the contextual information into 
the recommendation process. In 2011, Adomavicius and Tuzhilin observed that “the field of context-aware 
recommender systems (CARS) is a relatively new and underexplored area of research” which had proposed 
a small number of contextual modeling approaches. However, this research field experienced a major 
increase in interest with the use of factorization approaches for contextual modeling (Lahlou et al. 2017). A 
recent study about deep learning in recommender systems by Dacrema et al. (2019) shows that factorization 
approaches are still widely used in the field of recommender systems and may serve as a reference when 
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developing novel approaches. Accordingly, context-aware factorization machines (FM) introduced by 
Rendle et al. (2011) are regarded as the current state-of-the-art context-aware recommendation method 
outperforming other context-aware recommenders such as Multiverse (Karatzoglou et al. 2010) in terms of 
predictive accuracy and recommendation time (Hong et al. 2015; Lahlou et al. 2017). This may be attributed 
to the use of feature vectors which are highly versatile and designed with data sparsity in mind as well as to 
the development of efficient learning algorithms which are capable of computing factorization machines in 
linear time. 

While the main goals of recommender systems are increasing cross-selling, acquiring customers and 
building customer loyalty (Schafer et al. 2001), Jannach and Adomavicius (2016) found many other 
underexplored goals and purposes, one of which being to establish group consensus. In fact, recent 
technological developments have enabled an increasing number of devices such as phones, TVs and cars to 
be connected, which provides plentiful opportunities to leverage recommendation techniques to support 
groups choosing their group activities. This is underlined by the surge of remote collaboration and 
socializing. The main application areas of existing group recommender systems are tourism, movies, TV 
and music (Baltrunas et al. 2011; Bobadilla et al. 2013; Lu et al. 2015; McCarthy et al. 2006; O’Connor et al. 
2002) with the predominant method to generate group recommendations being the use of aggregation 
strategies before or after the application of existing recommender systems (preference aggregation vs. 
prediction aggregation). However, these strategies are not able to fully capture group preferences and 
dynamics (Delic et al. 2016; Sacharidis 2017) and only few researchers have explored the use of factorization 
strategies in this research field. In particular, the versatility of factorization machines has not been 
leveraged to capture the dynamics of group decision processes. Therefore, we present the following research 
question: 

How can factorization machines be utilized to enable group recommendations?  

To address this research question, we present GroupFM, an implementation containing three independent 
approaches PseudoU, MultiU and GC to establish feature vectors capable of representing both single user 
ratings and group ratings. More precisely, each of the aforementioned approaches provide a single model 
which can be learned by and predict both single user ratings and group ratings. While PseudoU models each 
group as a separate pseudo user, MultiU models group ratings by assigning a weight to each group member 
and GC introduces group context features to indicate the presence of group members. To the best of our 
knowledge, this is the first work utilizing the versatility and performance of factorization machines for 
group recommendations. With this in mind, GroupFM is evaluated on the CAMRa2011 data set (Said et al. 
2011) as well as a new data set containing real group ratings, single user ratings, and assignments of 
contextual effects. This data set is made publicly available and can be retrieved from 
https://github.com/michaelszubartowicz/groupfm. 

The remainder of this article is structured as follows: In the following section, we define the problem setting 
and discuss the related work. GroupFM and its approaches PseudoU, MultiU and GC are introduced in the 
third section. In the following section, we describe the used data sets as well as our evaluation methodology 
and discuss the evaluation results. The last section contains a summary, limitations and directions for future 
work. 

Background 

Problem setting 

Given a set of users 𝑈, a set of user groups 𝐺 ⊆ ℘(𝑈), a set of items 𝐼, a nonempty set 𝑅𝑈 = {𝑟𝑢𝑖|𝑢𝑖 ∈ 𝑈 × 𝐼} 

of user ratings, a set 𝑅𝐺 = {𝑟𝑔𝑖|𝑔𝑖 ∈ 𝐺 × 𝐼} of group ratings the task of generating group recommendations 

is to predict group ratings 𝑟𝑔𝑖 for a group 𝑔 in order recommend those items which satisfy the group the 

most (i.e., with the highest predicted group ratings). Typically, only items which have not been rated by the 
group are considered for recommendation (i.e., 𝑟𝑔𝑖 ∉ 𝑅𝐺). We extend the group recommendation problem 

by assigning each rating from 𝑅𝑈 and 𝑅𝐺  with contextual information. This contextual information can be 
explicitly defined by a set of contextual variables and their values such as {weather: sunny, time: evening} 
(Adomavicius and Tuzhilin 2011; Dourish 2004). With this in mind, the task of context-aware group 
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recommendation is to predict a rating score given a specific group 𝑔, an item 𝑖 and with respect to a 
contextual situation (i.e., contextual values 𝑐3, … , 𝑐𝑚)1.  

Related work 

In this section, we give a brief overview of the literature on factorization machines and discuss relevant 
works presenting context-aware group recommender systems as well as approaches incorporating 
factorization techniques into the group recommendation process (i.e., factorization is not used as a “black 
box” in conjunction with aggregation strategies). 

Factorization machines were introduced by Rendle (2010) and have since seen a wide adoption in many 
application scenarios (Chu and Huang 2017; Huang et al. 2019; Juan et al. 2016; Pan et al. 2015). They are 
regarded as a highly versatile general model which can be applied to a multitude of use cases through feature 
engineering (i.e., choosing the right data representation) without the need for any special adaptation 
(Lahlou et al. 2017). This has led to the development of approaches incorporating different types of 
additional data into factorization machines. Most notably, the addition of contextual variables to 
factorization machines by Rendle et al. (2011) is regarded as the hitherto best performing context-aware 
recommender system (Hong et al. 2015; Lahlou et al. 2017). However, the use of factorization machines in 
a group recommendation scenario was not yet investigated. 

Many approaches providing context-aware recommendation to groups have been proposed. Hussein et al. 
(2014) present a universal software framework which implements voting strategies (aggregation) to enable 
group recommendations while the base recommendation module can be filled with any context-aware 
recommender system. Khalid et al. (2014) use the location, current speed, and traffic conditions to filter 
items based on the expected arrival time of each group member. The recommendation is based on a score 
which aggregates the product of arrival time, item check-ins and authority score of each user. Similarly, 
Chang et al. (2015) use coefficients based around social network analysis of likes and posts on Facebook 
while incorporating a k-nearest neighbor approach, group aggregation and contextual similarity to facilitate 
contextualized group recommendations. Quintarelli et al. (2016, 2019) compute the weighted average of 
group member ratings by determining the contextualized user influence based on historical data. Instead 
of using an aggregation strategy to create a group profile, Stefanidis et al. (2012) use aggregation on 
contextualized user-user-similarities to calculate the similarity of a user to a group. By using a similarity 
threshold, the peers of a group are determined (after context relaxation, if needed) and their ratings are 
aggregated. The work of Baltrunas et al. (2011) extends matrix factorization by item-context bias terms 
similar to Koren (2009) followed by recommendation aggregation according to Baltrunas et al. (2010). 
However, none of these approaches utilize the versatility and predictive power of factorization machines. 

In the field of group recommender systems, many approaches calculate group recommendations by 
aggregating user profiles and using them with conventional (single user) recommender systems as a “black 
box” or, similarly, by aggregating the output of such recommender systems. As such, approaches that use 
factorization techniques to fill in this “black box” (e.g., Baltrunas et al. 2011; Castro et al. 2018; Christensen 
and Schiaffino 2013) are not the focus of this paper as the insufficiencies of common aggregation strategies 
(Delic and Neidhardt 2017; Hu et al. 2014; Sacharidis 2017) are not addressed by the factorization 
techniques. In contrast, Ortega et al. (2016) present three approaches to compute latent vectors of groups 
in a matrix factorization scenario and thereby including the grouping strategy into the recommendation 
algorithm. Similarly, Sacharidis (2017) introduces RESIDUAL, which learns user-group bias terms by a 
separate matrix factorization approach, and TRIAD, in which user weights are learned together with the 
latent features of the matrix factorization model. Furthermore, Wang et al. (2016) utilize separable non-
negative matrix factorization in order to infer a member contribution score for each user-group 
combination and Wang et al. (2018) propose a tensor factorization approach which incorporates user and 
group preferences. While each of these approaches constitutes a valuable contribution to the group 
recommender systems literature, no approach using factorization machines has been proposed. 

Summing up the above, the application of factorization machines in a group recommendation setting seems 
highly promising, but has not been realized to the best of our knowledge. 

                                                             
1Contextual variables start at index 3 in alignment with Rendle et al. (2011). 
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Enabling Group Recommendations with GroupFM 

In this section, we introduce three extensions of the factorization machine model to enable context-aware 
group recommendations as described in Section “Problem setting”. To begin with, we give a brief overview 
of the basic idea behind context-aware factorization machines as presented by Rendle et al. (2011).  

Context-aware factorization machines are based on a regression problem with the regression function 
𝑈 × 𝐼 × 𝐶3 × … × 𝐶𝑚 → ℝ, 𝑧 = (𝑧1, … , 𝑧𝑚) ↦ 𝑦 mapping user, item and context information to each rating. 
The key feature of factorization machines is the conversion of the input vector 𝑧 to a feature vector 𝑥 ∈ ℝ𝑛 
of dimension2 𝑛 = |𝑈| + |𝐼| + |𝐶3| + ⋯ + |𝐶𝑚|. Feature vectors are highly versatile, as manipulating or 
adding new variables through feature engineering is a straightforward task and does not hinder their use in 
rating prediction. In contrast, many recommender systems such as collaborative filtering or content-based 
filtering have a fixed input structure (e.g., a rating matrix) which, in most cases, cannot be extended or 
changed in a straightforward way. To visualize the structure of feature vectors, we introduce a running 
example containing the set of users 𝑈 = {𝑢1, 𝑢2, 𝑢3}, the set of Items 𝐼 = {𝑖1, 𝑖2} and the context variables 
weather with values sunny and rainy as well as time of day with values noon and evening. Let user 𝑢1 give 
item 𝑖2 a rating of 5 on a rainy day at noon. In this scenario, the corresponding feature vector is depicted in 
Table 1.  

User Item Context  
 

𝑢1 𝑢2 𝑢3 𝑖1 𝑖2 sunny rainy noon evening  Rating 

1 0 0 0 1 0 1 1 0  5 

Table 1. Example of a feature vector used in factorization machines 

Given a feature vector 𝑥 = (𝑥0, … , 𝑥𝑛), the factorization machine model is described by the following 
equation: 

𝐹𝑀(𝑥) = 𝑤0 + ∑ 𝑤𝑖𝑥𝑖

𝑛

𝑖=1
+ ∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑛

𝑗=𝑖+1

𝑛

𝑖=1
 

As we can see, 𝑤0, 𝑤𝑖  and 𝑤𝑖𝑗  are the model parameters which have to be learned with 𝑤0 being the global 

bias term, 𝑤𝑖  representing the 1-way interaction of the 𝑖-th feature to the rating variable and 𝑤𝑖𝑗  

representing the 2-way interactions. In most applications, data is scarce and there are not sufficient ratings 
to learn each parameter 𝑤𝑖𝑗  individually (as the parameter is unique for each pair of feature values). 

Therefore, the 2-way interactions are factorized by the following equation: 

𝑤𝑖𝑗 = 〈𝑣𝑖 , 𝑣𝑗〉 = ∑ 𝑣𝑖𝑓𝑣𝑗𝑓

𝑘

𝑓=1
 

In this way, only the factor vectors 𝑣𝑖 have to be determined and the model can be computed in linear time 
(Rendle 2010). We will now introduce group ratings to the model. Continuing our running example, the 
users have formed to groups 𝑔1 = {𝑢1, 𝑢2} as well as 𝑔2 = {𝑢1, 𝑢2, 𝑢3} and assigned two group ratings as seen 
in Table 2. 

  

                                                             
2In case of a real valued context attribute, there is only a single feature which directly uses the attribute 
value. 
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Group Item Context  
 

𝑔1 𝑔2 𝑖1 𝑖2 sunny rainy noon evening  Rating 

1 0 1 0 1 0 0 1  3 

0 1 0 1 1 0 1 0  4 

Table 2. Example of feature vectors for group ratings 

In this table, we replaced all user-related features with features which indicate the group that a rating 
belongs to. One way to facilitate group recommendations is to apply factorization machines to such feature 
vectors. However, this means that the feature vectors for group ratings and single user ratings are not 
compatible and, thus, a separate model for group recommendations is needed. As rating data suffers from 
a high level of sparsity, it would be preferable to also use single user ratings when learning the model, which 
would help to optimize model parameters related to items and context variables on a broader data basis.  

Therefore, GroupFM contains three approaches to define feature vectors that can describe both single user 
and group ratings in order to create a factorization machine model for both single user and group 
recommendation. These approaches are based on the two ideas of introducing group-specific features and 
using user features to indicate groups. Firstly, based on the aforementioned idea of using feature vectors as 
described in Table 2, both user and group-specific features are used in PseudoU. In contrast, MultiU 
operates on the feature vectors given by Table 1 without introducing new features. Groups are indicated by 
assigning a weight to the user feature of each group member. Lastly, GC combines these two concepts by 
proposing a second set of user features with each feature indicating that a user was present as a group 
member.  

PseudoU 

The first approach is based on the idea of defining additional features which are specifically used for group 
ratings. This can be realized directly by treating each group as a pseudo user and extending the number of 
user features accordingly (O’Connor et al. 2002). Looking at the running example, the feature vectors 
corresponding to PseudoU are presented in Table 3. 

User Item Context  
 

𝑢1 𝑢2 𝑢3 𝑔1 𝑔2 𝑖1 𝑖2 sunny rainy noon evening  Rating 

0 0 0 1 0 1 0 1 0 0 1  3 

0 0 0 0 1 0 1 1 0 1 0  4 

Table 3. Example of feature vectors produced by PseudoU 

When applying this approach, the interaction parameters for groups and users are learned separately. This 
means that features are dedicated to capture the dynamics and characteristics of each group exclusively. In 
that sense, PseudoU might prove beneficial for groups whose rating behavior deviates from the ratings of 
each individual group member as no user-specific features are involved in the group recommendation 
process. To give an example, there might be users which do not enjoy going out at night individually, but 
who will love to engage in group activities at this time. In this scenario, approaches that use captured user 
preferences to infer group preferences would be at a disadvantage. There is, however, a drawback to 
PseudoU when recommendations have to be made for new groups. Similar to the new user problem, rating 
predictions can only be given for groups with existing group ratings as the corresponding features have been 
established in the feature vectors. 

MultiU 

Instead of establishing new features, MultiU processes group ratings while using the existing user features. 
To be more precise, MutliU uses the feature values xi to assign a weight to each member of a group g in such 
a way that ∑ xlul∈g = 1. A straightforward way to do this is by using equal weights (i.e., the feature value for 

each group member is 1/|g|). Depending on the application scenario, other approaches such as weighting 
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each user individually based on his or her authority, experience or physical abilities might seem appropriate 
(Masthoff 2015). Regarding our running example, the feature values computed by MultiU with equal 
weighting are depicted in Table 4. 

User Item Context  
 

𝑢1 𝑢2 𝑢3 𝑖1 𝑖2 sunny rainy noon evening  Rating 

0.5 0.5 0 1 0 1 0 0 1  3 

0.3 0.3 0.3 0 1 1 0 1 0  4 

Table 4. Example of feature vectors produced by MultiU 

In contrast to PseudoU, this approach has the advantage of being able to predict ratings for newly formed 
groups based on a previously learned factorization machine as long as each user has an individual rating 
history. Another advantage is the fact, that the 1-way interaction parameters 𝑤𝑖  and the 2-way interaction 
factor vectors 𝑣𝑖 used for predicting group ratings have been learned on a broader data basis including group 
ratings and single user ratings. In addition, MultiU does not introduce new features which could speed up 
model training time which is linear in 𝑘 and 𝑛. 

Given a feature vector 𝑥 for a group 𝑔 with a fixed weighting of users ∑ 𝑥𝑖𝑢𝑖∈𝑔 = 1, the predicted group rating 

𝐹𝑀(𝑥) utilizing MultiU is equivalent to computing the weighted sum of single user rating predictions for 
each group member (while using the same model) and adding the summation of the user-user interactions. 
This can be inferred from a simple reformulation of 𝐹𝑀(𝑥): Let 𝐿 = {𝑙1, … , 𝑙|𝑔|} be the feature indices 

corresponding to the group members (i.e., 𝑔 = ⋃ {𝑢𝑙}𝑙∈𝐿  and ∑ 𝑥𝑙𝑙∈𝐿 = 1). Then, the group rating prediction 
related to 𝑥 can be written as: 

𝐹𝑀(𝑥) = 𝑤0 + ∑ 𝑤𝑖𝑥𝑖

𝑛

𝑖=1
+ ∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑛

𝑗=𝑖+1

𝑛

𝑖=1
 

= ∑ 𝑥𝑙

𝑙∈𝐿

𝑤0 + ∑ ∑ 𝑥𝑙

𝑙∈𝐿

𝑤𝑖𝑥𝑖

𝑛

𝑖=1,𝑖∉𝐿
+ ∑ 𝑤𝑙𝑥𝑙

𝑙∈𝐿

+ ∑ ∑ ∑ 𝑥𝑙

𝑙∈𝐿

𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑛

𝑗=𝑖+1,𝑗∉𝐿

𝑛

𝑖=1,𝑖∉𝐿
 

+ ∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑗∈𝐿

𝑛

𝑖=1,𝑖∉𝐿
+ ∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑙|𝑔|

𝑗=𝑖+1

𝑙|𝑔|

𝑖=𝑙1

 

= ∑ 𝑥𝑙𝐹𝑀(𝑥̂𝑢𝑙) 

𝑙∈𝐿

+ ∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑥𝑗

𝑙|𝑔|

𝑗=𝑖+1

𝑙|𝑔|

𝑖=𝑙1

 

Here, 𝑥̂𝑢𝑙 describes the feature vector 𝑥 which was adapted to predict a rating for the user 𝑢𝑙: 

𝑥̂𝑖
𝑢𝑙 = {

1, 𝑖 = 𝑙
0, 𝑖 ∈ 𝐿, 𝑖 ≠ 𝑙

𝑥𝑖 , else.
 

The implication of this relationship is, that the mechanism of capturing and predicting group rating 
behavior with MultiU can be divided into two parts. The first part of the mechanism is to compute the 
weighted mean of single user predictions similar to existing group recommender systems. The second part, 
however, accounts for pairwise interactions between group members. Therefore, MultiU is able to 
encompass group dynamics which are more complex than averaging individual ratings. Compared to 
PseudoU, the freedom of capturing group dynamics is smaller as in both parts, the same paramters 𝑤𝑖  and 
𝑣𝑖 are used. Another possible disadvantage is the fact that, given a model which is learned on single user 
ratings only, the factor vectors 𝑣𝑖 are used to compute user-user interactions without optimizing these 
vectors for such a use. 

GC 

The third approach contained in GroupFM is based on the idea that the presence of group members can be 
seen as contextual information influencing single user ratings (Kristoffersen et al. 2018). With this 
approach, a set of group context features is added, one for each user. If set, the group context feature of a 
user indicates that s/he is part of a group while a group member (different from the user) is giving a rating. 
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The group context features can be seen as a generalization of the feature value group named “watched with” 
from Rendle et al. (2011).  

Given a group rating, GC creates multiple feature vectors, namely one for each group member. These feature 
vectors differ in such a way that one group member is taking the role of the user giving the rating while the 
other group members are indicated by the group context features. Similar to MultiU, the group context 
feature values are set as weights if the group has more than two members. Applying GC with equal weighting 
to the running example provides the feature vectors presented in Table 5. 

User Group Context Item Context  
 

𝑢1 𝑢2 𝑢3 𝑢1 𝑢2 𝑢3 𝑖1 𝑖2 sunny rainy noon evening  Rating 

1 0 0 0 1 0 1 0 1 0 0 1  3 

0 1 0 1 0 0 1 0 1 0 0 1  3 

1 0 0 0 0.5 0.5 0 1 1 0 1 0  4 

0 1 0 0.5 0 0.5 0 1 1 0 1 0  4 

0 0 1 0.5 0.5 0 0 1 1 0 1 0  4 

Table 5. Example of feature vectors produced by GC 

Group recommendations are enabled by computing the rating prediction of each group member with the 
appropriate group context and applying a group aggregation strategy. In that line, a group aggregation 
strategy is needed which can greatly influence the resulting group recommendations.  

Overall, GC can be seen as a combination of the core principles of PseudoU and MultiU as both new group-
specific features are added and the existing user features are used for the representation and prediction of 
group ratings. Moreover, instead of generating the feature vectors from group ratings, this structure can be 
used to rate a group activity by each group member individually. Doing so would enable to capture more 
fine-grained assessments of group experiences as feelings about a movie watched together or a restaurant 
visited together might differ on an individual basis. However, it should be noted that group members might 
hesitate to disclose their opinion about a group activity if it could become visible to other group members 
as it might be hurtful or insulting to disclose that a group activity is not well received by a group member. 

Evaluation 

Data sets 

Existing literature on group recommender systems has raised the issue that most group recommendation 
systems are evaluated with regard to synthetic group ratings which adds a strong bias towards approaches 
mimicking the used group rating generation method (Felfernig et al. 2018; Masthoff 2015) or using only 
implicit group feedback (Quintarelli et al. 2016). Therefore, we used two data sets containing both single 
user ratings and group ratings in order to evaluate GroupFM. Using group ratings for the evaluation of 
group recommender systems might not seem appropriate due to the inability to analyze the satisfaction of 
each individual group member with a recommendation. However, the work of Delic et al. (2016) has shown 
that the vast majority of group members is satisfied with a group decision, even if it deviates from the 
personal preference. The characteristics of both data sets are summarized in Table 6. 

For the first data set, we conducted a user experiment with Master's degree students in the field of 
information systems (for similar studies cf. Christensen and Schiaffino 2013; Delic and Neidhardt 2017). In 
addition to user and group ratings, we collected the users' estimates with respect to the impact of contextual 
variables on their rating, which enabled us to generate contextualized ratings. The data set is released under 
the GPL-3.0 license at the link https://github.com/michaelszubartowicz/groupfm. We encourage 
researchers to use this data set for their own evaluation purposes. In the following section, we will describe 
the design and procedure of the user experiment conducted to collect the first data set. 
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The second data set was released exclusively for the CAMRa2011 challenge (Said et al. 2011) and can be 
retrieved from one of the challenge submissions (Cao et al. 2018)3. It contains both single user and 
household ratings from Moviepilot. Household sizes ranged from 2 to 4 with an average size of 2.08. While 
it has far more ratings, the details regarding how household ratings were formed including the presence of 
each household member are missing. Ratings range from 0 to 100 and contain a timestamp as contextual 
information. 

User experiment for the first data set 

As a basis for our user experiment, we collected restaurant information from a major business rating 
website. Thereby, we recorded the business information of the site’s 50 most reviewed restaurants. In total, 
11 attributes were collected encompassing, inter alia, cuisine, facilities, price and noise levels. We focused 
on restaurants with a high review count to guarantee that the associated information is accurate and 
complete. Further, we selected a subset of 20 restaurants which could be easily distinguished based on the 
recorded attributes alone. All other information (name, images, address, phone number) was removed from 
this data. In addition to the restaurant information, we chose the context variables weather with the 
possible values sunny and rainy as well as time of day with the possible values morning, noon and evening 
for this study. 

In a first meeting, we handed out the restaurant information as well as a rating sheet and instructed 
participants to assign a rating on a 5-point scale (with 1 being the worst and 5 the best rating) based on an 
imagined experience with each restaurant. Furthermore, participants were advised to indicate whether the 
general experience was influenced by the context. To be more precise, for each contextual value (e.g., 
weather: sunny and weather: rainy) participants could choose whether the contextual value had a positive, 
negative or no impact on the rating (cf. also Baltrunas et al. 2011). To avoid biased user input (Herlocker et 
al. 2004) caused, inter alia, by the ranking of certain items, attributes or contextual variables, we 
randomized the order of items, item attributes as well as the contextual variables. 

In a second meeting, the participants were grouped into disjoint groups of two to four participants. To be 
more precise, 23 established groups were formed consisting of students familiar with each other which had 
engaged in activities as a group before (Boratto and Carta 2011). The remaining 21 groups were formed by 
random selection. In this meeting, the members of each group were asked to rate items jointly as a group. 
In order to decide on a group rating, group members had to discuss their opinions and reach a compromise. 
Based on evidence from pre-tests conducted prior to this meeting, we anticipated a longer decision-making 
process for group ratings and therefore reduced the number of items to 15 (by random selection) to avoid 
exhaustion. The pre-tests had also indicated that forming groups of larger sizes might further lengthen 
group decision processes, which is why we focused on smaller groups in this study. Besides these points, 

                                                             
3 https://github.com/LianHaiMiao/Attentive-Group-Recommendation 

 First Meeting 
(single user ratings) 

Second Meeting 
(group ratings) 

CAMRa2011 

Number of users/groups 188 44 602/290 

Number of 
random/established groups 

- 21/23 unknown 

Number of items 20 15 7710 

Number of user/group ratings 3,760 660 116.344/145.068 

Number of contextual impacts 
given 

18,270 3,299 - 

Number of contextualized 
ratings 

21,545 3,958 - 

Table 6. Key characteristics of the data sets 
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the rating procedure was conducted analogously to the first meeting. Note that not all participants attended 
both meetings, which is why more students gave single user ratings than group ratings. 

Based on this experiment, we created contextualized ratings for our evaluation. The procedure was adapted 
from Karatzoglou et al. (2010) who have previously generated semi-synthetic contextualized ratings by 
introducing randomly created contextual variables and adding (resp. subtracting) a fixed contextual effect 
to context-free ratings for each context situation. One key advantage of this approach is the ability to 
compute a multitude of contextualized ratings without conducting lengthy and exhaustive interviews. 
Accordingly, each recorded rating was divided into multiple contextualized ratings by the following 
procedure: For each combination of contextual values we added (resp. subtracted) one rating point 
whenever a user or group had assigned a positive (resp. negative) impact to one of the contextual values, 
while making sure to not leave the boundaries of the rating scale. This contextualization led to a total of 
21,545 single user ratings as well as 3,958 group ratings with an average number of over 114 contextualized 
ratings per user as well as 89 contextualized ratings per group. Compared to Karatzoglou et al. (2010), our 
data set has the advantages of using context preferences directly generated from both single users and user 
groups, which was also achieved by Baltrunas et al. (2011). 

Methodology 

Our evaluation has two objectives. First, we want to compare the prediction accuracy of the presented 
approaches to existing group recommender systems. Second, we want to analyze how the prediction 
accuracy of each approach changes depending on the number of available group ratings. 

In order to evaluate GroupFM, we extracted feature vectors corresponding to each approach PseudoU, 
MultiU and GC from our data set as outlined above and applied the factorization machine implementation 
libFM by Rendle (2012). For the evaluation of GC, we chose the group aggregation strategies average and 
least misery, which are the most popular group aggregation strategies in the field of group recommender 
systems (Masthoff 2015). These two approaches are denoted by GC_LM and GC_AVG. For our baseline 
approaches we derived group rating predictions from a factorization machine trained and evaluated on 
contextualized single user ratings followed by the aforementioned group aggregation strategies. We denote 
these approaches by FM_LM and FM_AVG, respectively. With these two baselines we can compare the use 
of factorization machines with popular aggregation strategies to our approaches which directly incorporate 
group information into the feature vectors. In addition, we chose the group recommender system 
RESIDUAL (Sacharidis 2017) as a third baseline. RESIDUAL was chosen as it also employs factorization 
techniques to predict group ratings, is able to model group dynamics by user-group interactions and 
performs well on data sets containing real group assessments. In order to incorporate contextual 
information with the RESIDUAL approach, we extended the original approach by using factorized 
contextual user ratings as well as contextual group ratings (training data, cf. below) to calculate the 𝑈 × 𝐺 
matrix of residuals and to generate contextual group ratings.  

The prediction accuracy of each approach was measured by the root mean squared error (RMSE). To this 
end, we split the group ratings into different sets of training and test data while varying the train ratio at 
which group ratings were drawn randomly for the training data set. From the remaining group ratings a 
fixed set of 250 group ratings was used as test data.4 That is, each model is trained based on all single user 
ratings and the group ratings used for training while the predictions for 250 group ratings are used for the 
calculation of the RMSE. This was done to examine how the prediction accuracy of each approach varies 
based on the number of available group ratings while ensuring comparable RMSE values across all train 
ratios. Furthermore, the procedure of randomly drawing ratings and calculating the RMSE was repeated a 
total of 1000 times (CAMRa2011 data set: 100 times) for each approach and each selected value for train 
ratio. This way, effects which might be caused by a particular random drawing of training and test data 
could be eliminated. 

                                                             
4 To give an example, a train ratio of 0.4 means that 40 percent of group ratings were assigned to the 
training set and 250 of the remaining 60 percent of group ratings were assigned to the test set. 
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Results 

The prediction accuracy of each approach is depicted in Figure 1 and Figure 2. Each point indicates the 
average RMSE across the aforementioned 1000 runs on the vertical axis. To further improve readability, 
the starting point of each vertical axis has been set individually for each figure and is different from zero. 
To improve readability, the two outliers in Figure 2 were not included. The missing values at train ratio of 
0 are 46.6 for MultiU and 65.5 for RESIDUAL. 

 

Figure 1. Prediction accuracy for the GroupFM data set 

 

 

Figure 2. Prediction accuracy for the CAMRa2011 data set 

 

4 Paper 2: GroupFM: Enabling Context-Aware Group Recommendations with
Factorization Machines

54



 Context-Aware Group Recommendations with Factorization Machines 
  

 Forty-Second International Conference on Information Systems, Austin 2021
 11 

Discussion 

General performance comparison. Given a sufficient number of group ratings, all approaches 
presented in this paper are capable of giving more accurate group recommendations than the baseline 
approaches. This indicates that each presented approach is able to incorporate the dynamics of group 
ratings into factorization machines and thereby outperform existing group recommendation strategies in 
terms of prediction accuracy. However, if the amount of training data is low there is not enough data to 
train the factorization machines properly. In the following, we give a more detailed analysis of each 
presented approach and discuss some effects. 

MultiU. We first focus on MultiU. Here, for train ratio at or above 10% prediction accuracy is near or 
higher than all baseline approaches. As we pointed out in Section “MulitU”, the only difference between 
MultiU and FM_AVG is the use of the factor vectors 𝑣𝑖𝑓  to model 2-way interactions between the group 

members. Thus, the results show that it is possible to utilize these vectors to model group dynamics. If, 
however, there are too few group ratings available (cf. results for train ratio below 0.1), the factor vectors 
𝑣𝑖𝑓  are initialized and learned (almost) exclusively for use in a single user recommendation task including 

user-item interactions as well as user-context interactions. Hence, their use for user-user interactions leads 
to a significant loss in prediction accuracy compared to computing the average of rating predictions without 
user-user interactions. Nevertheless, MutliU is able to adapt to group ratings the fastest as evidenced by the 
particularly high prediction accuracies for train ratio between 0.1 and 0.2. This might be due to the fact 
that there are no group-exclusive features that have to be learned. 

Similarities between PseudoU and GC. Considering all data points with train ratio between 0.5 and 
0.9, the approaches PseudoU, GC_AVG and GC_LM perform very similar and show the lowest RMSE 
values in that range. This may be attributed to the fact that these approaches define new features which are 
exclusively dedicated to group ratings and representing group dynamics. However, with fewer group ratings 
to learn these features from, the prediction accuracies decrease even more drastically as in the case of 
MultiU. Interestingly, this trend seems to stop and invert when decreasing train ratio from 0.1 to 0 (i.e., 
assigning no group ratings for training purposes) which is why we conducted a more fine-grained analysis 
with regard to this range. 

 

Figure 3. Detailed comparison of PseudoU, GC_AVG, GC_LM, FM_AVG and FM_LM for 
a low values of train ratio (GroupFM data set) 

As can be seen in Figure 3, PseudoU and GC_AVG (GC_LM) are very close to FM_AVG (FM_LM) in terms 
of prediction accuracy if there are no group ratings to learn from. In this situation, all feature values 𝑥𝑖 
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dedicated to each group as a user or context variable, respectively, are zero throughout the model learning 
phase. This means that the corresponding 1-way interactions 𝑤𝑖  as well as the factorization parameters 𝑣𝑖𝑓  

are initialized with 0 or with 0-centered random numbers which are then set to 0 in the learning phase 
(Rendle et al. 2011). Based on this, these features take no effect within the model and can be removed, 
meaning that the factorization machine for PseudoU, GC_AVG and GC_LM is equivalent to a factorization 
machine trained on feature vectors with similar structure as seen in Table 1.  

This has differing implications for PseudoU and GC_AVG/GC_LM. For PseudoU, this means that each 
group prediction is group-agnostic (i.e., the prediction is the same as if no user or group was given) as the 
feature corresponding to each group as a pseudo user is irrelevant and only the terms related to the global 
bias, item and context biases and the item-context interactions are used to determine the prediction. To 
validate this, we set up an approach which eliminates all user or group-specific values from each feature 
vector in the test data set and applied the same model to this data. In both cases, the RMSE was at 1.12 
(GroupFM data set) or 19.4 (CAMRa2011 data set). For GC_AVG and GC_LM, where group ratings are 
modeled as individual ratings in a group context and aggregated, the features describing the group as 
context variables take no effect and can be discarded, but the user features are present, which is why these 
approaches are equivalent to FM_AVG and FM_LM, respectively. Again, this claim was substantiated by 
matching RMSE values of 1.11 and 1.37 (GroupFM data set) or 18.5 and 21.3 (CAMRa2011 data set). 

If group ratings are very sparse (train ratio below 0.1, but above 0), GC_AVG, GC_LM and, in particular, 
PseudoU show a considerably high RMSE. This may be attributed to the fact, that with fewer group ratings, 
the 1-way interactions 𝑤𝑖  as well as the factorization parameters 𝑣𝑖𝑓  regarding the group-specific features 

(which contributed to the high prediction accuracy in Observation 4) have fewer reference points for 
learning and thus fewer optimization iterations.  

Impact of contextual information. To analyze the impact of the contextual information in the 
GroupFM data set, we repeated our evaluation without incorporating contextual impact values and 
compared the resulting RMSE values. The comparison is depicted in Figure 4. Across all approaches and 
train ratios, incorporating contextual information reduces RMSE values in average by 16%. Furthermore, 
the impact is stronger for higher values of train ratio. This indicates that group recommender systems are 
able to benefit greatly from using contextual information. 

 

Figure 4. Reduction of average RMSE values through the incorporation of contextual 
information (GroupFM data set) 

Influence of group type. Another interesting aspect is the analysis of different group types within the 
GroupFM data set. Figure 5 shows the difference in RMSE values between familiar and random groups. In 
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most cases, prediction accuracy is higher for familiar groups. At a train ratio of 0, however, random groups 
achieve higher prediction accuracy. This might be linked to the fact, that the approaches fall back to 
FM_AVG, FM_LM or a group-agnostic approach which are not able to capture the stronger group dynamics 
present in familiar groups. Our analysis showed no preference of a specific approach for one group type, 
which indicates, that each approach is suitable for both random and familiar groups. 

 

Figure 5. Change in RMSE for random groups compared to familiar groups (GroupFM 
data set) 

Implications for research and practice. With the increasing popularity of remote collaboration and 
interaction, our research could support the development of new products and services based on remote 
group activities such as remote viewing or gaming. Having users make their decisions and interactions in a 
digital world opens the possibility to incorporate a multitude of information such as context, user 
personality or demographic information into the recommendation process. Our work shows that 
factorization machines can handle and even benefit from such information in a group recommendation 
context. Furthermore, our work could motivate researchers to develop group recommender systems which 
capture group dynamics directly. Furthermore, factorization machines could be analyzed in even more 
application scenarios. 

Summing up, our evaluation shows that it is possible utilize factorization machines to model group 
dynamics directly (PseudoU and GC) or to use existing knowledge to model group dynamics (MultiU). Note, 
that none of the presented approaches is able to deliver the most accurate predictions consistently. Instead, 
the approach should be chosen based on the number of available group ratings or the expected lifespan of 
groups. Groups formed to watch movies or visit restaurants might accumulate a rich group rating history 
which the presented approaches can benefit from. Conversely, groups formed in the travel or music domain 
are often short-lived. When generating recommendations for such groups or newly formed groups common 
aggregation strategies might be an adequate choice. Groups which already have expressed a few ratings 
might benefit from the addition of user-user interactions and fast increase in prediction accuracy when 
using MultiU. If given a rich group rating history (in our data set, this was observed for 30 or more group 
ratings), more sophisticated and tailored approaches such as PseudoU or GC will have the best 
recommendation quality with PseudoU being the more straightforward option which requires less 
configuration. Obviously, the aforementioned thresholds are not set in stone but should act as a starting 
point to determine domain- or data set-specific thresholds for each application scenario. 
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Conclusion, Limitations and Future Work 

Users' preferences and choices are highly dependent on contextual factors. This has been acknowledged 
within the literature on recommender systems by researchers developing context-aware recommender 
systems. As such, factorization machines stand out by their versatility and prediction accuracy. In this 
paper, we present GroupFM which enables group recommendations by using factorization machines. To be 
more precise, we present three approaches PseudoU, MultiU and GC to generate feature vectors capable of 
representing both single user ratings and group ratings. We evaluated these approaches based on two data 
sets containing explicit ratings and contextual effects of both individual users as well as user groups. While 
each approach has its individual benefits and drawbacks, the results show that they all can outperform the 
widely used group aggregation strategies least misery and average combined with single user factorization 
machines as well as the group recommender system RESIDUAL. 

While our paper shows promising results, there are some limitations which have to be acknowledged. 
Firstly, while our data sets are sufficient to derive first conclusions about the capabilities of GroupFM, the 
amount of information in terms of number of ratings or additional information (context, content, 
personality, etc.) could still be higher. In addition, many recommender systems are developed with a 
specific domain and application scenario in mind. Hence, it would be interesting to evaluate GroupFM in 
other domains and application scenarios as well as to compare its performance to other context-aware 
group recommender systems based on a (hitherto missing) reference data set.  

Further analyses might include larger group sizes or users belonging to multiple groups and could give 
further insights regarding the presented approaches. For instance, PseudoU leverages group-specific 
features while the additional features introduced by GC are specified for each group member and might be 
reused when encountering a group member twice, potentially increasing the difference in prediction 
accuracy between these two approaches. Another interesting analysis would be to explore the presented 
feature engineering approaches with other feature vector-based prediction techniques such as xgboost. 

As group recommender systems are still rarely used in practice, it would be beneficial to examine the 
opportunities and challenges of group recommender systems from a practical point of view in future 
research (e.g., through case studies and practitioners’ reports). This is especially important given the wide 
adoption of factorization machines in the field of recommender systems and click-through rate prediction. 
Another interesting research area is the automatic generation of groups, which in most cases is carried out 
due to computational restrictions. As GroupFM is able to process and predict both single user and group 
ratings, it could be used to form clusters of users exhibiting a similar rating behavior. 
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Today’s fast-paced business world poses many challenges to companies. Amongst them is the necessity to 

quickly react to needs for change due to shifts in their competitive environment. Hence, a high flexibility of 

business processes while maintaining their quality has become a crucial success factor. We address this issue 

by proposing an automated planning approach that is capable of adapting existing process models to upcoming 

needs for change. This means that the needs for change have not yet been implemented and the adapted process 

models have so far not yet been realized. Our work identifies and addresses possible changes to existing 

process models. Further, it provides adapted process models, which are complete and correct. More precisely, 

the process models resulting from the presented approach contain all feasible and no infeasible paths. To enable 

an automated adaptation, the approach is based on enhanced methods from automated planning. We evaluate 

our approach by means of mathematical proofs, a prototypical implementation and an application in a real-

world situation. Further, by means of a computational complexity analysis and a simulation experiment, its 

runtime is benchmarked against planning process models from scratch. 
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1 INTRODUCTION 

The ability to be agile and align existing capabilities to new needs quickly is one of the most important 

factors for companies’ success and competitive advantage [McElheran 2015]. To stay operational and 

efficient, companies are required to react to shifts in their environment flexibly and within short time 

[Katzmarzik et al. 2012; Forstner et al. 2014; Rosemann and vom Brocke 2015; Reisert et al. 2018]. Such 

shifts, including dynamic customer behavior, market developments or new regulatory requirements, make 

currently executed processes infeasible and are referred to as needs for change. For instance, the automotive 

industry has been confronted with significant needs for change since “Dieselgate” in 2019 [Milionis et al. 

2019]. Processes had to be adapted in large parts, with according needs for change not yet considered within 

the current process. For instance, additional testing steps and control instances or the installation of new 

components for reducing exhaust fumes of cars became necessary. According to Le Clair [2013], the 

inability to react to such needs for change has led to the removal of 70% of the Fortune 1000 companies 

from this list in the last decade. The study proposes ten dimensions to characterize business agility, half of 

which are process-focused. This underlines that improving the flexibility of business processes while 

maintaining their quality has become a crucial success factor for companies [Reichert and Weber 2012]. 

Process flexibility here means the ability to configure or adapt a process and the according process model 

without replacing it completely [Regev et al. 2007; Afflerbach et al. 2014]. More precisely, we focus on 

needs for change not yet considered within the current process (model). This means, process mining 

approaches are not feasible for this issue as no available event logs represent the needed process. Reichert 

and Weber [2012] further distinguish between different types of processes based on their characteristics and 

the needs they serve for. Besides knowledge intensive processes, which are highly dynamic but not 

prespecified, they mention repetitive and prespecified, well-structured processes. While knowledge intensive 

processes incorporate a high degree of process flexibility by definition, increasing process flexibility of well-

structured processes is of particular importance and is widely recognized in literature [cf., e.g., van der Aalst 

2013; Cognini et al. 2016; La Rosa et al. 2017; Mejri et al. 2018], thus we focus on this type of process in the 

following. 

Process flexibility is also acknowledged as an important issue in practice. In an extensive project with a 

European bank, for example, we analyzed over 600 core business processes and 1,500 support processes 

spread across various departments and business areas. Almost all of them were repetitive, prespecified, well-

structured and documented in a so-called Process House. The majority of these processes and their 

corresponding process models (initially modeled using the ARIS toolset) required frequent redesigns or 

adaptations due to needs for change caused, for instance, by new or enhanced distribution channels and 

changing product features. Indeed, the bank has undertaken projects to adapt process models on an ongoing 

basis and rolled out the results much more frequently (roughly on a quarterly basis) than those of projects to 

design completely new ones. Thus, these account for a significant part of the budget. Another company from 

the financial industry relies on the Scaled Agile Framework [Leffingwell 2018] for this purpose and rolls out 

changes to process models and the according processes at most every 12 weeks. These examples show the 

necessity of frequent adaptations of processes across organizations and that “change is the primary design 

goal” [Smith and Fingar 2003].  

Moreover, several of the bank’s IT and business executives as well as practitioners from other industries 

stated that process redesign projects are more time-consuming today than they were ten years ago due to a 

higher complexity. The increasing complexity of process models and process (re)designs has another effect: 

The manual construction and adaptation of process models is an increasingly difficult task. According to 

Mendling et al. [2008], especially larger and more complex process models are likely to contain more errors 

when constructed manually. For instance, Roy et al. [2014] and Fahland et al. [2011] examined process 

models in an industrial context and found that up to 92.9% of them contained at least one (syntactical or 

semantic) error. To overcome this issue, approaches have been proposed that use automation techniques 

(e.g., algorithms) when modeling processes [e.g., Rosemann et al. 2010; Marrella 2018]. The research strand 

“automated planning of process models” [Henneberger et al. 2008; Hoffmann et al. 2012; Heinrich et al. 

2018; Heinrich et al. 2019] aims to construct process models in an automated manner and from scratch. A 
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study by Schön [2019] shows that using such an approach for planning process models in an automated way 

enables process modelers to construct process models containing less syntactical and even semantical errors. 

Here, a process model, based on states, actions, and control flow patterns, is planned by means of algorithms. 

Our approach for an automated adaptation of process models enhances methods of automated planning and 

thus contributes to this research strand. 

Adapting process models is twofold. On the one hand, process models have to be adapted to changes that 

already have become effective in conducted processes. Such changes include deviations from process models 

or so called concept drifts that have already been implemented [Bose et al. 2014; Seeliger et al. 2017]. Hence 

as-is processes [cf. van der Aalst 2013] are considered. In this case, which is not the scope of this paper, the 

changed process can be modeled by adapting or reconstructing an existing process model regarding new 

records of event logs (cf. process enhancement; [Kalenkova et al. 2017]). On the other hand, we aim at 

modeling to-be processes [cf. van der Aalst 2013]. This means that needs for change have not yet become 

effective and the desired process models have so far not yet been realized. Thus, there is no possibility to 

mine the changed process model as instances of it do not yet exist. For example, the car industry had to adapt 

processes in large parts in 2019 due to Dieselgate, as mentioned. Outdated NEDC emissions tests were 

replaced by WLTP tests and real-driving emissions tests became necessary as part of the so-called type-

approval testing. Additionally, new checks by third parties of vehicles in circulation as well as (newly 

required) conformity checks, verifying whether a type-approved car remains compliant during lifetime, 

became mandatory. This led to processes that had to be adapted in advance as the previously executed 

processes became infeasible due to this additional regulatory requirement. In this paper, we focus on this 

latter perspective and aim to adapt existing process models to needs for change in advance and to construct 

models of desired processes, leading to the following research question:  

How can process models be adapted to needs for change in advance in an automated manner? 

In literature, many existing approaches for the adaptation of process models aim to “repair” process models 

locally when considering changes [e.g., Eisenbarth et al. 2011; Alférez et al. 2014]. However, both process 

models and process (re)designs are becoming increasingly large and complex [cf. Hornung et al. 2007 and 

the discussion above] and local repairs or changes to just some components of process models are not 

sufficient. Instead, the challenging task of providing adapted process models, which are correct and 

complete, has to be addressed. Correct means that the adapted process models contain only feasible paths and 

no infeasible paths, while complete means that the adapted process models contain all feasible paths. Correct 

and complete process models are important to, for instance, increase “flexibility by definition”, which is “the 

ability to incorporate alternative execution paths within a process definition at design time such that selection 

of the most appropriate execution path can be made at runtime for each process instance” [van der Aalst 

2013, p.25]. A correct and complete process model enhances the decision-making aspect of process models 

by offering the flexibility to assess feasible paths based on economic and resource criteria and constraints. 

Subsequently the most beneficial feasible path can be selected for process execution (e.g., based on 

economic criteria). For instance, based on an optimization model, a feasible path with favorable (optimized) 

execution time may be chosen, when necessary [Heinrich and Lewerenz 2015]. Hence, we discuss the 

following research question:  

How can process models be adapted such that the resulting process models are correct and 

complete? 

The main contributions of this paper are thus as follows: 

(C1) Adaptation to needs for change in advance in an automated manner. The approach adapts existing 

process models to needs for change in advance (i.e., no reconstruction of existing process models, 

e.g., to new records of event logs). To this end, it enhances methods especially from automated 

planning of process models. 
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(C2) Construction of correct and complete process models. The approach adapts process models in such 

a way that the resulting process models are correct and complete. 

In the next section, we discuss related work to explicate our research gap. Thereafter, we introduce a running 

example and define the formal foundation, which forms the basis of our approach. After that, we present our 

approach to adapt existing process models to needs for change in advance via automated planning. 

Subsequently, we evaluate our approach by means of mathematical proofs of its key properties, demonstrate 

its efficacy by means of an application in a real-world situation and benchmark its performance in a 

simulation experiment. We conclude by summarizing our work, discussing its limitations and proposing 

future research. 

2 RELATED WORK 

In the following, we will discuss existing approaches dealing with an adaptation of process models. To 

structure this discussion, we consider five phases of the BPM lifecycle as proposed by vom Brocke and 

Mendling [2018] and omit the process identification phase, as it is not subject of our research. We start with 

approaches in (1) the process discovery phase and continue by discussing existing approaches in (2) the 

process analysis phase. Thereafter, we briefly analyze approaches in (3) the process re-design phase, (4) the 

process implementation phase and close with (5) the process monitoring and controlling phase. Table 1 at the 

end of the section summarizes our discussion. 

Ad (1): During the process discovery phase, detailed information about processes (e.g., in terms of process 

models) is derived from actually conducted processes in a company. Approaches from process mining [cf., 

e.g., van der Aalst 2015; Augusto et al. 2018] use event logs from process instances to reconstruct process 

models. The issue that executed processes change from time to time has been addressed extensively in this 

research area by approaches recognizing such changes based on event log data [Bose et al. 2014; Seeliger et 

al. 2017]. Thus, the aim of these approaches is a reconstruction of a process model considering needs for 

change already realized in actual process instances. However, these works do not aim to provide an 

approach for adapting process models to intended changes in advance (cf. (C1)) and, as they rely on event 

logs, do not present concepts to support this task. This is due to the fact that intended changes in advance, for 

instance, additional checks to be conducted in the future, cannot be represented in event logs as they are not 

already implemented. Apart from these approaches, traditional ways of process discovery comprise the 

manual construction of process models and their elaboration during workshops. Approaches have been 

proposed to assist process modeling projects by, for instance, enabling collaborative process modeling 

[Riemer et al. 2011; Ertugrul and Demirors 2016] and integrating novices with respect to process modeling 

[Ritter et al. 2015]. However, these works do not aim for an approach for an automated adaptation of process 

models (cf. (C1)). Further approaches (e.g., [Hornung et al. 2007; Wieloch et al. 2011]) strive to assist 

manual process modeling by a rule-based recommendation of selected process fragments 

("autocompletion"). Yet, these approaches are still partly manual and neither focus on addressing needs for 

change in advance (cf. (C1)) nor on ensuring correct and complete process models (cf. (C2)). 

Ad (2): During the process analysis phase, the research field of process (model) and workflow verification 

[e.g., Masellis et al. 2017] aims to check and improve syntactic and semantic correctness of process models. 

For instance, the automated repair of unsound workflow nets by means of annealing procedures (i.e., 

heuristic approaches generating alternative workflow nets containing fewer errors) is envisioned by Gambini 

et al. [2011]. Further, Verbeek and van der Aalst [2005] and Wynn et al. [2009] focus on the verification of 

workflows by means of Petri nets. However, within this field, there is no work on the adaptation of process 

models to needs for change in advance (cf. (C1)). 

Ad (3): Approaches in the process re-design phase aim to increase process flexibility in the way they model 

business processes, for instance by means of customizable process models [La Rosa et al. 2017]. Both 

manual and automated (i.e., by means of an algorithm) approaches have been proposed. Generalizations [van 

der Aalst et al. 2009; vom Brocke 2009] or specific change patterns [Weber et al. 2008], both of which are 

constructed manually, provide possibilities to increase process flexibility. Generalization approaches result 
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in less specific process models, for instance, by combining several specific actions to one abstract, general 

action. Specific change patterns, in contrast, allow the replacement of parts of a process model by different, 

predesigned parts. The purpose of those approaches is different from ours, since they do not aim to provide 

an approach for the automated adaptation of process models (cf. (C1)). Further, research on adaptive 

planning is based on a (re)planning problem which is solved by providing an abstraction (also called 

generalization or template) of a plan and choosing a specification (also called variant or interpretation) at 

plan execution [Krause et al. 2004]. Consequently, instead of providing complete process models (cf. (C2)), 

these approaches generate process instances on an ad-hoc basis, in some instances requiring manual 

interaction [Hulpuş et al. 2010] (cf. (C1)). Moreover, only anticipated adaptations (e.g., changes in supply or 

demand within a manufacturing process, cf. [Ivanov 2010; Feld and Hoffmann 2014]) are considered. 

Automated planning of process models, a second research strand in the process re-design phase, strives to 

increase process flexibility [cf., e.g., Heinrich et al. 2018]. Several approaches in this strand address the issue 

of adapting process models to needs for change in advance [cf. Lautenbacher et al. 2009; Eisenbarth et al. 

2011] by adapting parts of a process model due to (a few) changed actions. They identify so called single-

entry-single-exit fragments surrounding an action to be changed. Based on such an identified fragment, 

“quasi-” initial and goal states (for the considered fragment) are to be determined. Thereafter, the existing 

fragment is replaced with a new fragment, constructed by regular process planning. Changed actions, 

however, can affect the whole process model (e.g., when a changed action results in several new feasible 

paths), so that the process models adapted by these approaches are usually not complete. Further, these 

approaches do not ensure that the whole process model is correct because of adapting only fragments. 

Additionally, the need for adapting a process model may not only arise from actions to be changed but also 

from changed initial and goal states, which is not covered by this research. To sum up, these works do not 

aim to provide adapted process models which are complete and correct and are “interested in adapting only 

parts of a model” [Eisenbarth et al. 2011], in contrast to (C2). In addition to that, further approaches in the 

process re-design phase aim at business process improvement (BPI) or process re-design itself. As 

Vanwersch et al. [2016] describe, such an improvement or re-design may realize substantial potential in 

terms of efficiency . For instance, Johannsen and Fill [2017] propose a BPI roadmap as an approach for 

systematically performing BPI projects. Page [2016] gives a broad overview of steps to improve business 

processes. Seethamraju and Marjanovic [2009] identify and document the issues, strategies, and practices 

related to influence of process knowledge possessed by individual participants in a case study. Despite these 

important contributions, this research field does not aim to propose automated approaches (cf. (C1)) and 

does not focus on ensuring correct and complete process models (cf. (C2)). 

Ad (4): During the process implementation phase, constructed process models are implemented in the 

according execution systems. For instance, (web) services are composed with the aim of aggregating existing 

functionality into new functionality. To do so, graph structures consisting of services and states (similar to 

actions and states in process models) are constructed. Within the research field of (web) service composition, 

issues similar to the adaptation of process models are discussed as “network configurations and [Quality-of-

Service] offerings may change, new service providers and business relationships may emerge and existing 

ones may be modified or terminated” [Chafle et al. 2006]. Research focuses on replacing (web) services (or 

small combinations of services) by other, functionally equivalent (small combinations of) services [cf., e.g., 

Bucchiarone et al. 2011]. Some authors use so called variability models, which are very similar to the change 

patterns mentioned above, to adapt service compositions [Alférez et al. 2014; La Rosa et al. 2017]. In 

contrast to these approaches, however, our considered changes regarding process models are not limited to 

exchanging (a few) actions. We rather aim to adapt whole process models in such a way that the resulting 

process models are correct and complete (cf. (C2)).  

Ad (5): In the process monitoring and controlling phase, several works aim for error handling procedures to 

resolve process executions interrupted by, for example, external events. They rely on so called continuous 

planning for the recovery of failed process executions [cf., e.g., Marrella et al. 2012; Linden et al. 2014; van 
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Beest et al. 2014; Tax et al. 2017]. Other works support users by providing change operations to address ad-

hoc deviations from pre-modeled task sequences within a workflow [Reichert and Dadam 1997, 1998; 

Rinderle et al. 2004]. However, they do not propose an approach for the adaptation of process models to 

needs for change in advance (cf. (C1)). Further, they aim to address particular process instances, so they do 

not strive to provide complete process models (cf. (C2)). Another kind of approaches [cf., e.g., Scala et al. 

2015; Marrella et al. 2017; Nunes et al. 2018] deals with the issue of adapting a process model due to 

discrepancies occurred during the conduction, using planning algorithms. They aim to find a sequence of 

actions that will resolve the misalignment between the modeled and the actual reality [Marrella et al. 2017]. 

Similarly, Kambhampati [1997] introduces the concept of refinement planning as “the process of starting 

with the set of all action sequences and gradually narrowing it down to reach the set of all solutions”. Here, 

so called candidates (i.e., parts of a plan consistent with certain constraints) are combined to subsequently 

construct a feasible complete plan. Further, Gerevini and Serina [2000], propose a fast plan adaptation by 

identifying delimited parts of the plan that are inconsistent and then replanning the subgraph for these 

delimited parts. However, these approaches do not aim to adapt process models to needs for change in 

advance (cf. (C1)) and do not strive to ensure complete process models (cf. (C2)). Further, Nebel and 

Koehler [1995] suggest a so called "planning from second principles", consisting of two steps: The 

identification of an appropriate plan candidate from a plan library and its modification so that it solves a new 

problem instance. However, they do not aim to adapt process models and their characteristics to needs for 

change in advance (cf. (C1)) and do not strive to construct complete process models (cf. (C2)). 

Declarative process models are an alternative to the (imperative) process models addressed in this paper, 

specifying what should be done in a process, not how [Pesic and van der Aalst 2006; van der Aalst et al. 

2009]. They tend to address momentary changes, whereas we aim to address both momentary and 

evolutionary changes [van der Aalst and Jablonski 2000]. For declarative process models, it is further 

proposed to generate so called “optimized enactment plans” that could be understood as a planning problem 

[cf., e.g., Barba et al. 2013a]. In this context, a replanning approach is envisioned by Barba et al. [2013b], in 

case the actually conducted process deviates from the generated optimized enactment plan. However, they 

aim at “optimizing performance goals like minimizing the overall completion time” in contrast to (C2) and 

do not adapt to needs for change in advance (cf. (C1)). 

Finally, the research field of process mining comprises the areas of conformance checking and process 

enhancement [van der Aalst 2015; Leemans et al. 2018] that are also part of the process monitoring and 

controlling phase. Conformance checking is used to detect differences between the traces of a process 

execution (e.g., found in event logs) and a given process model [Garcia-Bañuelos et al. 2017; Leoni and 

Marrella 2017]. In process enhancement (which deals with tasks such as “model extension” or “model 

repair”), the goal is to change or extend an already existing process model by taking information about the 

process instances from event logs into account [cf., e.g., Fahland and van der Aalst 2012]. The focus of 

process enhancement, analyzing an existing, already instantiated and enacted process with respect to 

deviations from an existing process model, however, is different to ours. Therefore, these works do not aim 

to provide an approach for adapting process models to so far unconsidered changes such as new 

requirements in advance as they rely on event logs. In contrast, we aim to model a desired process which is 

not yet realized and thus to adapt to needs for change in advance (cf. (C1)). 

In sum, to the best of our knowledge no existing approach adapts process models to needs for change in 

advance in an automated manner (cf. (C1)) and constructs correct and complete process models (cf. (C2)).  

3 FORMAL FOUNDATION & RUNNING EXAMPLE 

In our research, we aim for a representation of process models independent of a particular process modeling 

language. More precisely, in contrast to relying on one single process modeling language such as Event-

driven Process Chains (EPC), we use a formal foundation that provides a broader application scope for our 

approach. Our formal foundation includes so called process graphs, which are also referred to as planning 

graphs in the research field of automated planning of process models [e.g., Henneberger et al. 2008; Lin et 

al. 2012; Heinrich et al. 2015]. Process graphs utilize similar concepts as existing well-known process 
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modeling languages such as EPCs, Business Process Model and Notation (BPMN) or Unified Modeling 

Language (UML) activity diagrams (e.g., van Gorp and Dijkman 2013). 

To illustrate the formal foundation and our approach, we use a simplified excerpt consisting of three actions 

from a real-world manufacturing process of a European electrical engineering company as a running 

example (the whole process is part of our evaluation in Section 5). The process is repetitive, prespecified and 

well-structured. Figure 1 shows a UML activity diagram of the process (right part of Figure 1) as well as the 

corresponding process graph, denoted in terms of the formal foundation presented in the remainder of this 

Section (left part of Figure 1). The process is repeatedly influenced by changing  
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requirements and new legal regulations and therefore needs to be adapted frequently. In a first step, the 

required material needs to be ordered (action “Order material”) if there is no material in stock. Thereafter, a 

circuit board is prefabricated (action “Prefabricate circuit board”). Here, basically, the circuit board goes 

through the actions of developing, etching and stripping. In order to produce a complete product, the 

prefabricated circuit board subsequently needs to be assembled with other parts such as microchips and 

resistors (action “Assemble product”). Finally, the product is ready for sale and the process terminates.  

The process starts at an initial belief state (short: initial state). Belief states are denoted by tables (e.g., in 

Figure 1, the first belief state at the top, annotated with “Initial state”). They comprise multiple pieces of 

information, so called belief state tuples which are represented by the rows in the according tables. For 

instance, within our running example, the belief state tuple (product, not manufactured) in the upmost table 

of the process graph in the left part of Figure 1 (annotated with “Initial state”) expresses that at the beginning 

of the process, the product is not yet manufactured. Actions which lead from one belief state to another are 

denoted by rounded rectangles (e.g., the action “Order material”). Actions contain preconditions (denoted by 

pre(a)) and effects (denoted by eff(a)). Preconditions (including inputs) denote everything an action needs to 

be applied, whereas effects (including outputs) denote everything an action provides, deallocates or alters 

after it was applied. The process ends at one to possibly many defined belief states meeting a goal state (i.e., 

the goal of the process is achieved). For example, in the belief state at the very bottom in the left part of 

Figure 1, a belief state meeting a goal state is reached because the product is manufactured which represents 

the defined goal state (product, manufactured), denoted in italics. 

The essential notions are presented formally in the following Definitions 1 to 5. Hereby, we follow common 

ways to represent a planning domain [Ghallab et al. 2004, 2016] within automated planning [Bertoli et al. 

2006; Henneberger et al. 2008; Heinrich and Schön 2015, 2016]. We thus ensure compatibility with existing 

works.  

Definition 1. (belief state tuple). A belief state tuple p is a tuple consisting of a belief state variable v(p) 

and a subset r(p) of its domain dom(p), which we will write as p:=(v(p),r(p)). The domain dom(p) specifies 

which values can generally be assigned to v(p) and can for instance represent a data type such as integer or a 

finite set. The set r(p)⊆dom(p) is called the restriction of v(p) and contains the values that can be assigned to 

v(p) in this specific belief state tuple p. Let BST={p1,…, pn} be a finite set of belief state tuples. 

Definition 2. (action). An action a is a triple consisting of the action name and two sets, which we write 

as a:=(name(a),pre(a),eff(a)). The set pre(a)⊆BST are the preconditions of a and the set eff(a)⊆BST are the 

effects of a. An action a is applicable in a belief state bs iff ∀w∈pre(a) ∃u∈bs: v(w)=v(u) ∧ r(w)∩r(u) ≠ ∅. 

In other words, a is applicable in bs iff all belief state variables in pre(a) also exist in bs and the respective 

restrictions of the belief state variables intersect. 

Belief state tuples and actions are used in the definition of a nondeterministic belief state-transition system 

presented in the following. The graph in the left part of Figure 1 is based on such an underlying 

nondeterministic belief-state transition system. Here, the initial state contains the two belief state tuples 

(material, {not in stock}) and (product, {not manufactured}) with material and product being the belief state 

variables and {not in stock} and {not manufactured} being their restrictions. A nondeterministic belief state-

transition system is defined in terms of its belief states, its actions and a transition function that describes 

how an action leads from one belief state to possibly many belief states [Ghallab et al. 2004; Bertoli et al. 

2006; Ghallab et al. 2016]. 

Definition 3. (nondeterministic belief state-transition system). A nondeterministic belief state-transition 

system is a tuple ∑=(BS,A,R), where 

i. BS⊆2BST is a finite set of belief states. A belief state bs∈BS is a subset of BST, containing every 

belief state variable one time at the most. 
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ii. A is a finite set of actions. The set of actions that are applicable in bs are denoted by 

app(bs):={a∈A | a is applicable in bs}. 

iii. R:BS×A→2BS is the transition function. For each belief state bs∈BS and each action a∈A applicable 

in bs the set of next belief states is calculated as R(bs,a)=bstold∪bstpre(a)∪eff(a). Here, 

bstold=bs\{(v(t),r(t))∈bs | ∃(v(s),r(s))∈pre(a)∪eff(a): v(t)=v(s)} are the belief state tuples of bs that 

are determined by the transition function to remain unchanged (the notation “\” represents the set-

theoretic difference). 

Furthermore,  

bstpre(a)={(v(t), r(t)∩r(s)) | (v(t),r(t))∈bs ∧ (∃(v(s),r(s))∈pre(a): v(t)=v(s)) ∧  

(∄(v(x),r(x))∈ eff(a): v(t)=v(x))} are the belief state tuples of bs whose restriction is further limited by the 

preconditions of a. If a is not applicable in bs, R(bs,a)=∅. 

Based on this definition, a graph as presented in the left part of Figure 1 and defined in Definition 5 can be 

constructed from scratch by means of existing planning approaches [cf., e.g., Ghallab et al. 2004; Bertoli et 

al. 2006; Heinrich and Schön 2015; Ghallab et al. 2016]. The planning starts with an initial state, constructs 

the following belief state for each applicable action based on the transition function R(bs,a) and continues 

until a goal state is met (e.g., in the left part of Figure 1, the goal state (product, manufactured) written in 

italics is met by the belief state at the very bottom). 
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Fig. 1. Process Graph and UML Activity Diagram of the Simplified Manufacturing Process. 

Definition 4. (goal state). A goal state is a subset of BST, containing every belief state variable one time 

at the most, which represents a termination criterion for the process. If a belief state bs fulfills the 

termination criterion represented by a goal state goal (i.e., ∀p∈goal: ∃p’∈bs, v(p)=v(p’), r(p’)⊂r(p)), we 

denote bs as meeting goal. 

Definition 5. (process graph). A process graph is a bipartite, directed, finite graph G=(N,E) with the set 

of nodes N and the set of edges E. The set of nodes N consists of two partitions: The set of action nodes A 

and the set of belief state nodes BS. Each node bs∈BS represents one distinct belief state in the process 

graph. Each action node a∈A represents an action in the process graph. The process graph starts with one 

initial state bsinit∈BS and ends with one to possibly many belief states bsgoal,j∈BS meeting a goal state. A 

(finite) sequence of states and actions (bsinit,a1,bs2,…,bsk) starting with the initial state is called a path. A path 

(bsinit,a1,bs2,…,bsk) is called a feasible path if the following three additional conditions apply: 

i. bsk meets a goal state  
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ii. bsinit,…,bsk-1 do not meet any goal state 

iii. a1∈app(bsinit), bs2=R(bsinit,a1),..., ak-1∈app(bsk-1), bsk=R(bsk-1,ak-1). 

Within this paper, we present an approach to adapt process graphs as described in Definition 5. The result of 

this adaptation is again a process graph based on the definitions presented above. Hence, existing works for 

the automated construction of control flow patterns [van der Aalst et al. 2003] such as exclusive choice based 

on process graphs [e.g., Meyer and Weske 2006; Heinrich and Schön 2016; Heinrich et al. 2019] can be used 

as usual to construct process models containing control flow patterns. Thus, it is not necessary to address 

how to consider control flow patterns in this paper. In addition, for reasons of readability and conciseness, 

we do not explicitly state how to cope with process graphs containing cycles in the following. However, 

process graphs containing arbitrary cycles can be adapted as follows: First, (sub) paths within cycles are 

identified. Then, each of the (sub) paths within cycles and outside of the cycles is treated using the approach 

presented in Section 4, setting the first state of the (sub) path as initial state and its last state as goal state. 

The adapted graphs are then combined by merging in each case the identical initial states respective goal 

states and result in an adapted process graph containing cycles. 

Our approach primarily contributes to the research strand of automated planning of process models. Here, 

belief state-transition systems including transitions and actions with preconditions and effects equaling the 

formal definitions used in this paper are widespread [e.g., Heinrich et al. 2018; Heinrich et al. 2019]. 

However, these or similar concepts are known in related fields as well. BPM toolsets such as the Camunda 

Platform (comprising Camunda Modeler) heavily rely on so called input and output variables of actions due 

to their focus on workflow and process automation. Additionally, this information could (at least partly) be 

extracted from traditional process modeling tools such as the ARIS toolset. ARIS in particular offers an 

XML interface that allows to export actions, including their inputs and outputs. These exported actions can 

be used for the set of actions A together with newly defined actions (if necessary). Additionally, well-known 

process modeling languages incorporate concepts that are similar to belief state variables. For instance, data 

objects defined by the process modeling language BPMN or events in EPC are such similar representations 

(e.g., the creation of a particular document “check list” is transferred to the belief state variable “check list” 

being set to “created”; and if necessary contents of this document can also be represented by several (sub) 

belief state variables). Even more, transitions and places being part of process modeling languages such as 

Petri Nets can be transferred to actions and belief state tuples as used in our planning domain as well. A 

place containing tokens with certain features (e.g., token color) could be seen as belief state variables with 

particular values. A transition can fire if each of its input places contains a token. This is very similar to an 

action being applicable (cf. Definition 3) as each belief state tuple of the preconditions of an action must be 

fulfilled. Our formal foundations are also similar to such used in other research areas like the 

conceptualization of (web) services or notations and language elements used in process mining [Bashari et 

al. 2018; Fan et al. 2018; Noura and Gaedke 2019]. Here, many approaches incorporate AI planning and 

strongly rely on states and actions containing preconditions and effects, while others have developed 

approaches to derive this information [Kindler et al. 2006; van der Aalst et al. 2010; Mannhardt et al. 2018]. 

To sum up, the concepts and foundations used across different research strands to represent processes are 

similar and applicable to process graphs as discussed above. This underlines the aforementioned goal of 

representing process models independent of a particular process modeling language which enables a broader 

applicability and transferability compared to focusing on a single modeling language. 

4 DESIGN OF OUR APPROACH 

The characteristics of needs for change are manifold. They may vary not only by their quantity and scale 

(e.g., one simple vs. many complex needs for changes) but also by their consequences for the process graph 

(e.g., a simple need for change requires the adaptation of the entire process graph due to many dependencies 

between actions). To cope with this challenge of inhomogeneous needs for change, we at first propose to 

define so-called atomic changes (in the sense of most basic forms like building blocks), which then can be 

composed to address (probably complex) needs for change and their consequences. More precisely, 
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identifying a well-founded set of all feasible atomic changes allows to design an approach for the adaptation 

of process models to various needs for change by representing them as a well-founded composition of these 

predefined atomic changes. Thereby the set of atomic changes has to be complete (i.e., all possible needs for 

change can be addressed) and has to contain only changes which cannot be decomposed further (i.e., atomic 

changes). These atomic changes are feasible because adapting to them transforms an existing (correct and 

complete) process graph into a new, adapted process graph that is correct and complete. Furthermore, an 

arbitrary composition of adaptations to feasible atomic changes results in a feasible adaptation as well, which 

means, any composition leads to a correct and complete adapted process graph. The idea behind atomic 

changes (building blocks) can be traced back to the paradigm of composition / decomposition, for instance, 

in the field of service orientation [Parnas 1972; Bucchiarone et al. 2020; Megargel et al. 2020] as well as to 

the idea of well-founded transaction concepts in database management systems. In particular, to identify 

atomic changes, we align our research to the well-known CRUD operations and apply the underlying thought 

to our problem setting. CRUD operations [cf. Martin 1983] consist of the four elemental, low-level (atomic) 

operations “create”, “read”, “update” and “delete” that cover all possible ways of accessing and altering data. 

Similar to our discussion, they cannot be decomposed further, provide a complete set of basic data 

manipulation operations and can be composed in a well-founded manner to address complex data 

manipulations. 

As given in Definition 5, a process graph consists of belief states (amongst them one initial state and one to 

possibly many belief states meeting a goal state) and actions. When constructing a process graph by an 

existing automated planning approach, the initial state, goal states and the set of actions are used as input. All 

other belief states of the process graph are constructed during planning. Thus, it is not feasible that these 

belief states are directly adapted due to needs for change without creating inconsistencies. Therefore, by 

using our formal foundation, every need for change to a process graph is reflected in a change to this input. 

Consequently, only atomic changes to this input need to be considered for the adaptation of process graphs. 

The initial state, goal states and preconditions and effects of actions are all represented by sets of belief state 

tuples. When changing these sets, we will consider atomic changes (which cannot be decomposed further) to 

single belief state tuples in the following as changes to multiple belief state tuples can be represented by a 

sequence of atomic changes. 

Combining the aforementioned CRUD operations with the input discussed above results in the complete set 

of feasible atomic changes that cannot be decomposed further, as presented in Table 2. As “read” does not 

represent a change in our context of adapting process models, this operation is not taken into account in 

Table 2. Since exactly one initial state is used as input for planning, each change to the initial state can be 

represented by an update of it. For goal states and actions as well as for each belief state tuple, however, the 

operations “create”, “update” and “delete” can be applied.  

As already mentioned, a composition of these predefined, feasible atomic changes can be used to address any 

(complex) adaptation of a process graph. A more detailed discussion of this fact is presented in Section 4.4. 

In the following we propose an approach that copes with every feasible atomic change. To do so, we identify 

potential consequences for the process graph (e.g., actions becoming applicable in an updated initial state of 

the graph) resulting from each feasible atomic change. Thereby, we do not merely reduce each atomic 

change to a planning problem solvable by existing techniques for the automated planning of process models 

[e.g., Henneberger et al. 2008; Hoffmann et al. 2012; Lin et al. 2012; Heinrich et al. 2015]. Instead, we 

enhance these techniques to address each individual atomic change compared to “planning from scratch”. To 

do this, we determine where parts of the existing process graph can be reused or where new belief states and 

actions have to be planned. In addition, we incorporate knowledge about the applicability of actions in the 

existing process graph to reduce the effort of verifying the applicability of these actions to changed belief 

states. A pseudocode of our approach was created and is provided at https://epub.uni-

regensburg.de/43489/1/Adaption_Online_Material.pdf. 
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Table 2. Complete Set of Feasible Atomic Changes

 

4.1 Updating the Initial State 

Following Definition 5, a process graph starts with exactly one initial state. Thus, the complete set of feasible 

atomic changes regarding the initial state consists of the addition of a single belief state tuple to the initial 

state, the removal of a single belief state tuple that was present in the initial state, and the update of a single 

belief state tuple’s restriction (cf. Table 2). A belief state tuple p with empty restriction in a belief state (i.e., 

r(p)= ∅, no value of the belief state variable is feasible) is equivalent to a non-existing belief state tuple. 

Therefore, the addition of a belief state tuple p can be seen as an update of (v(p),r(p)) in which r(p)= ∅ is 

changed so that r(p) ≠ ∅ and the removal of a belief state tuple p can be seen as an update of (v(p),r(p)) in 

which r(p) ≠ ∅ is changed to r(p)= ∅. Thus, we subsequently only need to consider the single case of an 

updated belief state tuple to fully cover all three feasible atomic changes regarding the initial state. 

To be able to clearly address the initial state before and after the adaptation, we denote the initial state in the 

given (i.e., not adapted) process graph with bsinit and the initial state after the adaptation with bsinit’. As we 

outline the approach of adapting a process graph to an updated initial state in detail, it is necessary to 

distinguish between old, (completely) new and updated states in the process graph: 

Definition 6. (old, new, updated states). Let BS be the set of belief states in the given process graph and 

BS’ be the set of belief states in the adapted process graph. Each belief state bs∈BS is called an old state. 

We denote bs’∈BS’ as the update of bs∈BS (or as updated), if all of the following criteria are fulfilled: 

i. bs’∉BS (i.e., bs’ is not old) 

ii. there is a sequence of actions a1,a2,…,ak in the given process graph so that a1 is applicable in the 

initial state bsinit (a1∈app(bsinit), the set of actions applicable in bsinit, cf. Definition 2), 

bs1=R(bsinit,a1), a2∈app(bs1) and so forth until bs=R(bsk-1,ak) 

iii. this same sequence of actions remains applicable in the adapted process graph (considering the 

updated initial state) and applying this sequence yields bs’ 

We call belief states bs ∈BS’ that are neither old nor updated states new states. In other words, if the 

belief state bs∈BS' is an old state, it is a belief state that was already contained in the given process graph, 

without any change. If bs is an updated state, it is a belief state that was not contained in the given process 

graph, but is yielded by a sequence of actions already contained in the given process graph. A new state is a 

state that was not contained in the given process graph and that is yielded by sequences of actions not 
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contained in the given process graph. 

Now we will identify potential consequences resulting from updating the initial state bsinit. Updating a belief 

state tuple p of bsinit can impact whether an action a is applicable in bsinit’ if a belief state tuple p’ is 

contained in the preconditions of a such that v(p’)=v(p) (cf. Definition 2). Otherwise, the belief state tuple p 

is not relevant in order to determine whether a is applicable. Hence, the sets app(bsinit) and app(bsinit’) can 

only differ in actions containing a belief state tuple p’ with v(p)=v(p’) in their preconditions. Thus, for the set 

of actions {a∈app(bsinit)|∄p’∈pre(a): v(p’)=v(p)}, the applicability regarding bsinit’ does not need to be 

checked as these actions are unaffected and thus remain applicable. Actions in the set {a∈A|∃p’∈pre(a): 

v(p’)=v(p)}, however, need to be checked for potential applicability in bsinit’. The actions not contained in 

app(bsinit') are not planned at this point in the adapted process graph. 

For each action a that is applicable in both bsinit and bsinit’ (i.e., a∈app(bsinit’)∩app(bsinit)) and hence 

“retained” its applicability we can use bs=R(bsinit,a) from the given graph, which helps us to determine 

bs’=R(bsinit’,a) as we only need to apply the transition function R (cf. Definition 3) with respect to p and 

transfer these effects to bs. If bs’ was contained in the given process graph and thus is an old state, we can 

retain the whole subgraph starting with bs’ as the actions that can be applied in this belief state are known 

from the given process graph and do not differ since both the belief state and the actions did not change. This 

is in accordance to existing techniques for the automated planning of process models where the traversal of a 

previously known state terminates planning. Otherwise (i.e., if bs’ is not an old state) bs’ is the update of bs 

(cf. Definition 6). In this case, the updated belief state can now either meet a goal state, which completes the 

path, or we need to continue by treating bs’ as we currently handle bsinit’. 

The set app(bsinit’), however, can also contain actions that were not applicable in bsinit. For each such action 

a∈app(bsinit’) with a∉app(bsinit), the transition function R needs to be applied entirely (i.e., not only with 

respect to the updated belief state tuple p) in order to obtain the belief state bs=R(bsinit’,a). If bs meets a goal 

state, the path is completed, else bs is either old, updated (from a hitherto feasible path) or new. In the first 

case, we retain the whole subgraph starting with bs from the given process graph. If, however, bs is a new 

state, we have to apply the transition function R entirely: We compute app(bs) and, for each a∈app(bs), the 

belief state R(bs,a) following bs. Again, these belief states have to be checked in regard to being old, updated 

or new. Updated states are handled in the same way as bsinit’. We proceed iteratively in this manner with 

every upcoming state depending on its classification regarding Definition 6. 

Within the example (cf. Figure 2; parts influenced by the adaptation are black, not influenced parts are grey), 

a new external supplier that meets the service level requirements is acquired as a business partner. This 

external supplier is able to provide prefabricated circuit boards. Hence, the fact that now an appropriate 

external supplier is available is denoted in terms of the belief state tuple (external supplier, {available}), 

which therefore is added in the initial state (bold). By means of this change, the action “Order prefabricated 

circuit board” (retrieved from the set of actions A, cf. Definition 3), which requires this particular belief state 

tuple, becomes applicable and thus is planned in the adapted initial state. After this action, a new belief state 

is created in which the action “Assemble product” is applicable, which in turn leads to the goal state. Thus, 

as result of the adaptation, a new feasible path (denoted by means of bold arrows and bold-bordered actions 

and belief states) is constructed. 
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Fig. 2. Process Graph after the Adaptation resulting from updating the Initial State. 

4.2 Changing (the Set of) Goal States 

A process graph contains one to possibly many goal states (cf. Definition 5). In alignment with the CRUD 

functions, the complete set of feasible atomic changes regarding the set of goal states comprises “adding a 

goal state”, “removing a goal state” and “updating a goal state” (cf. Table 2). 

4.2.1 Adding a Goal State. Denoting the set of all goal states in the given process graph with GOALS, the 

addition of a new goal state goal∉GOALS with GOALS’=GOALS∪{goal} could, on the one hand, result in 

new feasible paths, which lead to this new goal state. Such new feasible paths have not been feasible in the 

given process graph and thus need to be newly constructed. On the other hand, as goal states serve as 

termination criteria, this new goal state could imply feasible paths in the given process graph being 

“shortened” so that for a given path bsinit,a1,bs1,a2,…,bsk there exists j<k with bsj meeting goal. 
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To determine these consequences, we traverse the paths of the given process graph and their belief states 

(except for the belief states meeting a goal state from GOALS at the end of each such feasible path), starting 

with the initial state. For each belief state bs, we need to check whether bs meets the new goal state (first 

case) or whether actions applicable in bs lead to the new goal state subsequently (second case). If, in the first 

case, the currently considered belief state bs meets the new goal state, we abort the traversal of this path as it 

ends here. In the second case, if bs does not meet the new goal state, we have to take into account every 

possible new belief state that can follow right after bs and start planning from each of these new belief states 

in order to (possibly) retrieve new feasible paths that lead to goal. With this in mind, we first determine all 

actions a∈app(bs) (retrieved from the set of actions A, cf. Definition 3) which were not planned in bs in the 

given process graph. For each of these actions we then determine the belief state bs’=R(bs,a) and continue 

planning from bs’. If, during this planning, no belief state that meets goal is retrieved or no further action is 

applicable, the planning of the current path is aborted.  

4.2.2 Removing a Goal State. Removing a goal state goal∈GOALS (i.e., GOALS’=GOALS\{goal}) implies 

that a termination criterion for the process is deleted. Therefore, each path in the given process graph that 

ends at a belief state meeting goal needs to be checked whether it can be extended by an existing planning 

technique so that it leads to one of the remaining goal states. If no goal state can be reached from its last 

belief state (which formerly had met the now removed goal state goal), it is not considered in the adapted 

process graph. No other paths are affected by this change. 

We therefore take into account each belief state bs of the given process graph that meets goal. Starting with 

each such bs, we try to reach one of the remaining goal states by applying the transition function R and 

computing all applicable actions and the resulting belief states. Thus, we first check each belief state bs that 

meets goal for the criteria of the remaining goal states. If bs meets the criteria of a remaining goal state, it is 

ensured that the paths which had ended at goal remain feasible in the adapted process graph. Else, the next 

planning step is executed: We determine all applicable actions in bs and construct the according resulting 

belief states by applying R. Note that as soon as there are no actions applicable in the examined belief state 

and thus the planning step fails, the paths which had ended at goal cannot be extended to a feasible path and 

are therefore not considered in the adapted process graph.  

4.2.3 Updating a Goal State. We separate the case of updating a goal state goal into two subcases. Since 

goal states serve as termination criteria, we distinguish between a strengthening update (i.e., making the 

conditions for meeting goal more severe) and a weakening update (i.e., making the conditions less severe). 

The updated goal state will be denoted by goal’ (and thus GOALS’=(GOALS\{goal})∪{goal’}). Any other 

feasible change to a goal state that is not included in the following two cases can be represented as the 

composition of a weakening update followed by a strengthening update. 

Strengthening update. Strengthening the conditions of a goal state goal includes the addition of a belief 

state tuple to goal as well as changes to a belief state tuple p∈goal limiting its restriction, formally replacing 

p by p’ with v(p)=v(p’), r(p)≠ ∅ ≠r(p’), r(p)≠r(p’) and r(p’)⊂r(p) so that goal’=(goal\{p})∪{p’}. When 

strengthening the conditions of goal, the set of (world) states that meet goal’ is a proper subset of the set of 

states that meet goal, as these criteria are more severe. Thus, we proceed in a similar way to the case of 

removing a goal state (cf. Section 4.2.2): We start planning for each belief state bs meeting goal and each 

action that can be applied in bs, trying to reach one of the goal states from GOALS’. 

Looking at the running example, a new compliance directive has come into force, requiring the company to 

integrate quality management as a documented and controlled task in the manufacturing process. Due to the 

new directive, it is required that the quality assurance is documented as an inherent part of the process. 

Therefore, the belief state tuple (quality controlled, {true}) is added to the goal state (bold and in italics). 

Thus, as seen in Figure 3, an action “External quality assurance” is now planned in the belief state meeting 

the old goal state in order to meet the new, adapted goal state including the new belief state tuple. 
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Weakening update. This case covers removing a belief state tuple from goal as well as changes that extend 

the restriction of a belief state tuple p∈goal (i.e., replacing p by p’ with v(p)=v(p’), r(p)≠ ∅ ≠r(p’), 

r(p)≠r(p’) and r(p)⊂r(p’)). Belief states meeting the goal state goal canonically meet goal’. Additionally, 

there are possibly further belief states meeting goal’ which do not meet goal. Therefore, we align the 

approach to the case of adding the goal state goal’ (cf. Section 4.2.1): We traverse all belief states in the 

process graph, check whether a belief state meets goal’, and try to retrieve new feasible paths to goal’ by 

checking whether actions applicable in the belief states lead to goal’ subsequently. In this way, feasible paths 

in the existing process graph may be shortened and new feasible paths may be constructed. 

 

Fig. 3. Process Graph after the Adaptation due to a strengthening Update of the Goal State. 

4.3 Changing (the Set of) Actions 

As described in Definition 2, actions are triples consisting of the action name, the preconditions of the action 
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and the effects of the action. According to CRUD, the complete set of feasible atomic changes regarding the 

set of actions A comprises the addition of an action to A, the removal of an action from A or the update of the 

preconditions or effects of an action in A (cf. Table 2). 

 

Fig. 4. Process Graph after the Adaptation due to an Added Action. 
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4.3.1 Adding an Action. Let a be a new action so that A’=A∪{a}. As a might be applicable in the given 

process graph, we need to check whether there exists a belief state bs in the given process graph such that a 

is applicable in bs. In such belief states we recursively apply the transition function R(bs,a). Further, there 

may exist paths (bsinit,a1,…,bsk) with a1,…, ak-1∈A that have not been feasible paths in the given process 

graph and with a being applicable in bsk. In such belief states we also start planning by applying the 

transition function R(bsk,a). Thereby, we possibly retrieve new feasible paths leading to a goal state. 

Within the running example, the company decides to establish an own, internal quality assurance. This, in 

difference to the external quality assurance contractor, is able to check the assembled product as well as 

(optionally) the internally prefabricated circuit board. As we see in Figure 4, an action “Internal quality 

assurance” (bold) is added to the process graph appropriately throughout the whole process. 

4.3.2 Removing an Action. When removing an action a from A so that A’=A\{a}, there can be no new 

feasible paths leading to a goal state. Further, each path in the given process graph containing a is not 

feasible in the adapted process graph and hence not retained. The paths not containing a are not affected at 

all and are retained. 

4.3.3 Updating an Action. When updating an action a to a’ we need to consider the case of updating the 

preconditions as well as the case of updating the effects of a. Updating the preconditions can be separated 

into the two subcases of strengthening and weakening updates since any update that is not covered by one of 

these two cases can be treated as performing an weakening update, followed by a strengthening update. 

Strengthening update of the preconditions. When strengthening the preconditions of an action a (i.e., 

adding a belief state tuple p to pre(a) or updating p to p’ so that v(p)=v(p’), r(p)≠ ∅ ≠r(p’), r(p)≠r(p’), 

r(p’)⊂r(p) and pre(a’)=(pre(a)\{p})∪{p’}), only a subset of the belief states of the given process graph in 

which a was applicable also fulfills the requirements for the applicability of a’. Hence, we need to check for 

each belief state bs in which a was applicable whether a’ is still applicable. If this is not the case, we do not 

consider the paths containing a‘ in the adapted process graph (cf. case of removing an action, Section 4.3.2). 

On the other hand, if a’ is still applicable in bs, the belief state bs1 that results from R(bs,a) may differ from 

the belief state bs1’ resulting from R(bs,a’) (cf. Definition 2). In this case, it is possible that the sets app(bs1) 

and app(bs1’) do not coincide. We then proceed analogously as we did when treating the case of updating the 

initial state (cf. Section 4.1) with bs1’ taking the role of the updated state to bs1. 

Weakening update of the preconditions. When weakening the preconditions of an action a (i.e., removing 

a belief state tuple from pre(a) or updating p to p’ so that v(p)=v(p’), r(p)≠ ∅ ≠r(p’), r(p)≠r(p’), r(p)⊂r(p’) 

and pre(a’)=(pre(a)\{p})∪{p’}) it is possible that a’ becomes applicable in additional belief states in which a 

has not been applicable. We therefore check each belief state bs of the given process graph with a∉app(bs) 

in regard to a’∈app(bs). If, indeed, a’∈app(bs) holds, we apply a planning approach in accordance to the 

case of adding a new action (cf. Section 4.3.1). Further, there may exist paths (bsinit,a1,…,bsk) with a1,…, ak-

1∈A that have not been feasible paths in the given process graph and with a∉app(bsk), but a’∈app(bsk). In 

such belief states we also start planning by applying the transition function R(bsk,a’). Thereby, we may 

retrieve new feasible paths leading to a goal state. Additionally, the same situation as in the preceding 

paragraph (R(bs,a)≠R(bs,a’)) can arise and is handled in the same manner as above (cf. Section 4.1). 

Updating the effects. Finally, when updating the effects of an action a with respect to a single belief state 

tuple, we consider each belief state bs of the given process graph in which a is applicable. Due to the 

changed effects, once again, we may encounter the situation in which R(bs,a)≠R(bs,a’) holds, which is 

handled as above (cf. Section 4.1). 

4.4 Summary of the Approach 

In the Sections 4.1-4.3 it was shown how to adapt a process graph to each feasible atomic change (cf. 

Table 2). Table 3 summarizes the main enhancements with regard to existing methods from automated 

planning which do not reuse any results from previous planning runs. 
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Table 3. Enhancements over Existing Planning Approaches 

 

As all adaptations can be realized as a sequence of feasible atomic changes, a full-featured approach for the 

adaptation of process models has thus been developed. We discuss this by means of our running example: 

In order to enter new markets, a new manufacturing facility is built by the company. In this new facility the 

manufacturing process (cf. Figure 4) is planned to be applied, but needs to be adapted. To reach a broad 

market coverage, a second production line for the prefabrication of circuit boards consisting of two machines 

has to be added. Additionally, analyses show that a new packaging is needed for this market and hence, 

product packing is planned to be included into the process. As the external quality assurance contractor does 

not operate in this market, it is planned to exclusively handle quality assurance at the facility. Lastly, local 

regulation requires mandatory quality assurance for prefabricated circuit boards.  

The atomic changes can be directly specified based on this description. First, a second production line is 

incorporated by adding the actions “Prefabricate circuit board on machine 1” and “Prefabricate circuit board 

on machine 2”. These actions have preconditions and effects similar to the action “Prefabricate circuit board” 

with the only difference being the belief state tuple (product, {in prefabrication}), which is needed as these 

actions have to be put in sequence. Second, product packing is enabled by adding the action “Packing 

product” and updating the goal state to contain the belief state tuple (product, {packed}). With these feasible 

atomic changes, the ability as well as the necessity for a product to be packed is given. Third, to meet the 

business changes regarding quality assurance, the action “External quality assurance” is deleted. 

Additionally, the belief state tuple (quality controlled, {true}) is added to the preconditions of the action 

“Assemble product” to comply with legal requirements (i.e., prefabricated circuit boards cannot be processed 

without having their quality checked). We first adapted the process graph using our approach. Thereafter, a 

process model comprising control flow patterns has been constructed and is shown in Figure 5 in terms of an 

UML activity diagram. Please note that the first XOR after the initial node, for instance, allows to decide 

whether to fabricate the circuit board internally or to order it externally, based on Quality-of-Service 

parameters at runtime. Thus, factors such as resource allocation of machines, delivery times or current prices 

of externally ordered circuit boards can be taken into consideration. 

Furthermore, we did not explicitly address the abstraction / granularity level of process models [Milani et al. 
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2016], as this is a matter of defining the planning domain and, in particular, the specified belief state tuples 

and actions. Sub-processes, which are used to split large processes into smaller parts, start at a corresponding 

sub-initial state and end at sub-goal states. Process graphs depicting such sub-processes may thus be adapted 

by means of our approach. On the other hand, abstract / granular process graphs [Turetken et al. 2020] 

comprising processes in their entirety may be adapted as well. Depending on the desired abstraction / 

granularity, belief state tuples and actions may be defined more or less granular. For instance, within our 

running example the action “prefabricate circuit board” actually consists of several actions such as 

“equipping the circuit board” and “soldering” in reality. However, for reasons for simplicity and 

understandability, they are only considered in an abstract manner in this paper. 

 

Fig. 5. Process Graph after the Adaptation due to multiple feasible Atomic Changes. 

5 EVALUATION 

We assessed our approach based on evaluation criteria stated in literature [Prat et al. 2015]. More precisely, 

in the next section, we pursue mathematical proofs for the evaluation of correctness, completeness and 

termination (E1) of our approach to support contribution (C2). Thereafter, we outline the evaluation of the 

technical feasibility (E2) of our approach based on a prototypical implementation. In the subsequent section, 

the operational feasibility (E3) of the approach is evaluated by means of a real-world scenario for the 

adaptation of existing process models to needs for change in advance in an automated manner (cf. (C1)). 

Lastly, to evaluate the performance (E4) of our approach, we conduct a complexity analysis of our algorithm 

as well as a simulation experiment. Please note that we focus on core aspects here due to length restrictions, 

but more detailed discussions are available in the appendix. 

5.1 Evaluation of Correctness, Completeness, and Termination (E1) 

To evaluate the key properties correctness, completeness, and termination, we rely on mathematical proofs. 

To conduct this evaluation in a systematic manner, each part of our proposed approach for addressing a 
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particular feasible atomic change is evaluated with respect to these three properties. In the following, we give 

an overview over the essential points that substantiate our argumentation. 

(E1.1) Correctness: It has to be shown that only feasible paths are contained in an adapted process graph. To 

confirm correctness, we proved that conditions i. to iii. of Definition 5 hold for each path contained in 

process graphs adapted by means of our approach. 

(E1.2) Completeness: It has to be shown that each path, which is feasible, is contained in the adapted process 

graph. To this end, we distinguished and proved two cases. For each feasible path which consists of actions 

and belief states from the original process graph, we showed that it is a (shortened) path from the original 

process graph, remains unchanged and is retained in complete by our approach. In case of a feasible path 

which includes actions or belief states not present in the original process graph, we showed that it is created 

by conducting planning steps starting from each (changed) belief state. The first and second case were 

proven to be complete as the approaches that constructed the original process graph as well as the 

aforementioned planning steps were proven to be complete.  

(E1.3) Termination: Each part of our presented approach to adapt a process graph to one particular feasible 

atomic change mainly consists of two procedures. The first procedure consists of checking applicability 

criteria or goal state criteria within the original process graph, which has a finite number of actions and belief 

states. The second procedure consists of conducting planning steps, which terminates as there is a finite 

number of distinct belief states which are reachable from any given belief state. Hence, both procedures were 

proved and confirmed to terminate, thus the presented approach terminates. 

5.2 Evaluation of Technical Feasibility (E2) 

We implemented our approach in a software prototype. An existing Java implementation of a planning 

technique [cf. Bertoli et al. 2006; Heinrich and Schön 2015] for nondeterministic belief state-transition 

systems able to construct process graphs (cf. Definition 5) served as a basis. The existing implementation 

allows to specify planning problems by means of XML files. We added the functionality to also specify 

needs for change via XML files. In particular, using a pair of XML files (one file specifying the initial 

regular planning problem and another file specifying needs for change), both a process graph and one to 

possibly many subsequent feasible atomic changes (cf. Table 2) can be specified. We further integrated the 

presented approach (cf. Sections 4.1 to 4.3) in the already implemented planning algorithm. Persons other 

than the programmers validated the source code via structured walkthroughs. Moreover, the validity of this 

extended prototype was ensured by carrying out structured tests using the JUnit framework. This supports 

the technical feasibility (E2) of our approach. Further, a pseudocode of our approach was created and is 

provided at https://epub.uni-regensburg.de/43489/1/Adaption_Online_Material.pdf. 

5.3 Evaluation of Operational Feasibility (E3) 

In order to evaluate whether the proposed approach is able to adapt process models to needs for change in 

advance (contribution (C1)) and is operationally feasible, we conducted a field experiment by applying our 

approach to a manufacturing process of a European electrical engineering company. This process had been 

subject to several complex needs for change in recent history. The initial process graph (before any 

adaptation occurred) as well as the needs for change (six major changes in the course of approx. 24 months) 

were derived from several interviews with the manager and staff. Please note that, while the needs for 

change occurred in the past, our approach still adapted to needs for change in advance in this setting because 

the initial process graph and the needs for change were used as input. The actually planned process models 

after addressing the needs for change (i.e., the adaptations in the real world) just served for comparing our 

adaptation with the real-world reference. To assess the operational feasibility of our approach, we analyzed 

the following three questions necessary for a valid application in this real-world scenario: 
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(E3.1) Is our approach able to adapt the process graph to the needs for change stated by the manager? 

After determining the composition of atomic changes to address each need for change stated by the manager, 

we specified them in terms of the aforementioned XML files. Then the XML files were used to adapt the 

process graph by means of our prototype in the order the changes occurred in reality. All needs for change 

stated by the manager could be represented by means of a composition of atomic changes and subsequently, 

the process graph could be adapted to all needs for change. 

(E3.2) Do the adapted process graphs represent the actually used process models? 

To compare the adapted process graphs with the respective used process models of the company after each 

need for change, we visually simplified the adapted process graphs before presenting them to the staff. In 

detail, we removed the belief states and omitted the preconditions and effects of the actions depicted in the 

graphs so that their layout was similar to UML activity diagrams. We discussed these graphs with the 

manager and employees of the manufacturing department. In particular, for each need for change, we 

elaborated on the differences between the graph before adaptation and the adapted graph in detail. 

Thereafter, we asked the staff whether the adapted graphs represent the process models actually used in the 

company once the according change took place. The staff confirmed this for every case. 

(E3.3) Are the adapted process graphs assessed as correct and complete by the staff? 

In a further discussion with the staff, all paths of the adapted process graphs were assessed to be correct. We 

also asked whether the adapted graphs neglected any feasible paths. Here, the staff validated that the graphs 

contained all paths actually used in the company and that no feasible paths not represented in the adapted 

process graphs were known. While the number of paths to check was high in some cases, most paths just 

contained the same actions in different order, making a manual verification possible. 

To conclude, the operational feasibility (E3) of our approach was supported in this real-world scenario. Our 

approach was able to adapt process models to needs for change in advance in an automated manner (cf. 

(C1)). We did observe that the resulting process graphs are not yet easy to comprehend, but this issue may be 

solved by using approaches to construct control flow patterns based on our adapted process graph [Heinrich 

et al. 2015; Heinrich and Schön 2016; Heinrich et al. 2019]. Yet, to assess (E3), it was sufficient to visually 

simplify the process graphs and discuss the changes of these graphs in detail with the staff. 

5.4 Evaluation of Performance (E4) 

In order to analyze the difference in performance of our approach compared to planning from scratch, we 

conducted an analysis to evaluate its computational complexity (E4.1) and a simulation experiment (E4.2)5. 

(E4.1) Evaluation of computational complexity: As our approach as well as approaches for planning process 

graphs from scratch heavily rely on comparisons rather than on arithmetic operations, we calculated 

complexity in terms of comparisons needed to apply each approach. Thereby, we took the number of belief 

states, actions, belief state variables, as well as goal states into consideration. It was shown that the number 

of comparisons is polynomial when applying our approach in contrast to factorial in the number of actions 

when planning from scratch, which is a considerable improvement. 

(E4.2) Simulation experiment: To conduct this experiment in a systematic manner, we focused on the 

complete set of feasible atomic changes. For our analysis, we used adaptations based upon 12 existing real-

world process graphs of different companies from different application contexts. These process graphs 

consist of 17 to 8,267 actions and 15 to 2,693 belief states. The corresponding belief state variables comprise 

numeric domains as well as discrete domains. We observed that the required runtime for adapting the 

existing process graphs with the prototype is lower than for planning the graphs from scratch for each type of 

                                                           

5 We executed the prototype on a Dell Latitude Notebook with an Intel Core i7-2640M, 2.80 GHz, 8GB RAM running on Windows 8.1 

(Version 6.3.9600) 64 bit and Java 1.8.0 (build 1.8.0.-b132) 64 bit. 
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atomic change. The mean percentage ratio (absolute runtime for adaptation divided by absolute runtime for 

planning from scratch) varies between 3.68% and 10.52%, depending on the type of atomic change. Thus, 

our approach provides significant runtime advantages compared to planning from scratch, even if several 

changes have to be addressed, which was also confirmed with a one-tailed paired t-test (p-value=2.2e-16). 

5.5 Summary of the Evaluation 

To summarize the evaluation results, Table 4 shows the four analyzed evaluation criteria, the way for 

analysis and a brief description of key findings. Please note that more details are available in the appendix. 

Table 4. Overview of Evaluation 

 

6 CONCLUSION, LIMITATIONS AND FUTURE WORK 

In this paper, we presented a novel approach for the automated adaptation of process models that – in 

contrast to existing works – constructs correct and complete process models (cf. contribution (C2)). This 

approach can be used to adapt existing process models to needs for change in advance in an automated 

manner (cf. contribution (C1)). We mathematically verified our approach, showed its technical feasibility by 

means of a prototypical software implementation and its operational feasibility by applying the approach to a 

real-world process in a field experiment. Additionally, we conducted a complexity analysis which shows that 

our approach provides considerable advantages in regard to computational complexity compared to planning 

the process graph from scratch. Moreover, we analyzed the performance of our approach in a simulation 

experiment.  

Our research possesses some limitations, which should be addressed in future work. First, we evaluated the 

operational feasibility of our approach by applying it to a single real-world scenario in an experimental 

setting. Thus, the presented approach should be further evaluated in a broader context. In particular, a larger 

number of field experiments in different industry sectors should be conducted to verify the operational 

feasibility. Second, the runtime of adapting a process model to a (very) large number of changes may be 

slower than planning a process model from scratch. Although we have already provided some insights on 

this topic by means of the simulation experiment presented above, additional work needs to be done. For 

instance, an estimation regarding the expected runtime of adapting a given process model compared to the 

expected runtime of planning it from scratch, based on the needs for change, would be useful. This could 
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provide fruitful insights for deciding whether to use our approach or to plan the process model from scratch, 

given a large number of needs for change. Third, we aim to construct complete adapted graphs (cf. 

contribution (C2)) and thus do not focus on a heuristic approach in this paper. This is of particular interest 

with respect to decision-making. The ability to construct complete adapted process models (including all 

decision alternatives) allows selecting a beneficial feasible path based on Quality-of-Service parameters and 

economic criteria and hence offers valuable decision support. However, the runtime for adapting process 

graphs may additionally be reduced further by means of a heuristic approach in case a process model with all 

feasible paths is not necessary. 
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Appendix A  Evaluation of Operational Feasibility (E3) 
To evaluate the operational feasibility, we conducted a field experiment by applying our approach to a 

manufacturing process of a European electrical engineering company. We interviewed the manager of the 

manufacturing department about a process that was subject to several adaptations in recent history. Based on 

a first interview, the annotations of actions, initial and goal states of the original process (in place before 

these adaptations) could be prepared. In a second meeting, we reviewed them together with the staff to 

validate that their specification was accurate. Thereafter, a detailed process graph, depicting the existing 

process (consisting of 27 actions, 20 belief states and 48 paths; cf. Table A1) could be planned by means of 

our Java implementation. The running example used within this paper is a simplified excerpt of this graph. 

During further meetings, the manager provided us with information about the aforementioned needs for 

change (six major changes in the course of approximately 24 months) to this process that took place in recent 

history. Please note that despite the changes to the processes had occurred in the past, our approach still 

adapted to a need for change in advance in this setting because only the need for change was used as input. 

The actual planned and conducted processes and the resulting changes to the initial process just served for 

comparing our adaptation result with a real-world reference. To assess the operational feasibility of our 

approach, we analyzed the following three questions necessary for a valid application of our approach in this 

real-world scenario: 

(E3.1) Is our approach able to adapt the process graph to the needs for change stated by the manager? 

Based upon the information given by the manager, we were able to determine feasible atomic  

changes and specify them in terms of the aforementioned XML files. Subsequently, we adapted the process 

graph by means of our prototype in the order the changes occurred in reality (cf. Table A1). The first 

adaptation resulted from the demand to consider the situation of prefabricated packaging being in stock (an 

update of the initial state) and led to 15 old and 5 updated belief states in the adapted process graph. 

Thereafter, based on the adapted process graph we addressed the second need for change and so on. Overall, 

with respect to Table 1, the feasible atomic changes “updating the initial state”, “adding an action”, 

“removing an action” and “updating a goal state” were addressed. All needs for change could be represented 

(i.e., decomposed into feasible atomic changes) and addressed. 

(E3.2) Do the adapted process graphs represent the actually conducted processes? 

In order to compare the adapted process graphs with the respective actual processes of the company after 

each change, we scheduled a further meeting with the company’s staff. After the first adaptation (cf. third 

row in Table A1), we presented the resulting process graph to the staff and discussed the differences with 

them. However, we observed that the staff had some problems comprehending this graph. Therefore, for the 

subsequent adaptations (cf. rows four to eight in Table A1), we visually simplified the adapted process 

graphs so that they became more understandable for the staff. In detail, we removed the belief states from the 

versions presented to the company and omitted the preconditions and effects of the actions depicted in the 

graphs so that their layout was similar to UML activity diagrams. Still, the complete process model was 

presented. Then, we discussed these graphs with the manager and employees of the manufacturing 

department. Particularly, for each need for change (cf. Table A1), we elaborated the differences between the 

graph before adaptation and the adapted graph in detail. Furthermore, we asked the staff whether the adapted 

graphs represent the processes as they were actually conducted in the company once the according change 

took place. The staff confirmed this for every case. 

(E3.3) Are the adapted process graphs assessed as correct and complete by the staff? 

The staff further assessed the paths in the adapted process graphs to be correct. We also asked whether the 

adapted graphs neglected any feasible paths. Here, the staff validated that the graphs contained all paths 

actually used in the company and that no feasible paths not represented in the adapted process graphs were 

known. Please note that while the number of paths to check was high in some cases, most paths just 

contained the same actions in different order, making a manual verification possible. 
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Table A1. Adaptations performed in the case of the Engineering Company 

 

 

Appendix B  Evaluation of Computational Complexity (E4.1) 
In the following, we outline the differences in complexity between the presented adaptation of a process 

graph and planning the adapted process graph from scratch. To this end, we use the notation found in 

Table A2. If necessary, further notation is provided for each adaptation case. 

Table A2. Notation 

k Number of belief states that are planned or otherwise known during planning 

kold Number of belief states in the original process graph 

kunplanned 
Number of belief states which are reachable from the initial state, but not 

planned in the process graph (i.e., they do not lead to a goal state) 

kgoal Number of belief states meeting the goal condition of goal 

n Number of all actions 

nold Number of actions applicable in bsold 

m Number of all belief state variables 

g Number of goal states 

Updating the initial state. Let nold=|app(bsold)| be the number of actions applicable in an old belief state. 

Evaluating the applicability in such a belief state can be done just for the updated belief state tuple. The same 

holds for the application of the transition function. Hence, these two steps require no more than 3*nold 

comparisons using the presented approach versus 3*m*nold comparisons when planning from scratch. Having 

determined the following belief states to each applicable action, the effort of checking whether these states are 

already planned or meeting a goal state condition is the same for both approaches with up to (k+g)*m*nold 

comparisons. Please note that for every belief state which is contained in the original process model the entire 

subgraph is adopted by our adaptation approach which takes (virtually) no effort. In contrast, when planning 

from scratch in a worst case scenario every combination of actions is feasible and thus 𝑛! planning steps are 

required with each planning step consisting of (k+g+3)*m comparisons. 

Adding a goal state. As shown in Section 4.2.1, adding a goal state is addressed in two possible ways. 

Firstly, paths are shortened by checking each belief state of the existing process graph for the goal condition 

of the added goal state. Once this check yields true, removing all following edges and nodes is of insignificant 
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computational cost which leads to a total of kold*m comparisons. Secondly, new feasible paths are planned 

which lead to the added goal state by conducting kunplanned planning steps (each comprising (k+g+4)*m 

comparisons as the number of goal states is increased to g+1). In contrast, planning from scratch requires up 

to n! of such planning steps. The reduction of complexity is even more substantial if all reachable believe states 

have been stored in the course of computing the original process graph. In this scenario, the presented approach 

does not need to execute planning steps. Instead, all reachable states have to be checked regarding the added 

goal state condition which in total requires (kold+kunplanned)*m comparisons. 

Removing a goal state. Let kgoal be the number of belief states, which meet the goal condition of the 

removed goal state goal. The task at hand is to search for new paths to the remaining goal states beginning 

from the belief states meeting the removed goal state condition. Thus, the presented approach reuses and 

modifies the original process graph where necessary by conducting planning from the aforementioned belief 

states. This leads to kgoal*(g-1)*m comparisons and kunplanned planning steps when adapting the process graph 

compared to kold+kunplanned planning steps when planning from scratch. For this feasible atomic change, the 

number of comparisons for each planning step is (k+g+2)*m due to the removal of a goal state. Again, if all 

reachable believe states are accessible, the complexity can be reduced to (kgoal+kunplanned)*(g-1)*m comparisons 

to check all reachable states regarding the remaining goal state conditions. 

Updating a goal state. In the worst possible case, the update of a goal state goal is addressed by the two 

steps above (i.e., adding the updated goal state and thereafter removing the obsolete goal state). With this in 

mind, the computational effort of these two steps can be added and compared to planning the updated process 

graph from scratch leading to kold*m+kgoal*(g-1)*m+kunplanned*(k+g+3)*m comparisons (or 

(kold+kunplanned+(kgoal+kunplanned)*(g-1))*m if all reachable believe states have been stored) versus up to n! 

planning steps with (k+g+3)*m comparisons.  

Adding an action. Again, the presented approach fully makes use of the original process graph and tries 

to plan new paths by applying the added action where possible. Contrarily, planning the original process graph 

from scratch amounts to at least kold planning steps, each containing (k+g+3)*m comparisons. In both 

approaches the applicability of the added action is checked for each state of the original process graph which 

accounts for m*kold comparisons. If applicable, the state transition (2*m comparisons) as well as further 

planning steps ((k+g+3)*m comparisons each) are computed. As the added action can be applicable in 

reachable belief states, which are not contained in the original process graph, the computation of these belief 

states can be skipped when adapting the process graph. Here, only the applicability of the added action is 

determined, resulting in m*kunplanned comparisons opposed to kunplanned planning steps with (k+g+3)*m*n 

comparisons. 

Removing an action. The presented approach identifies and deletes all paths that contain the removed 

action, which has no significant computational complexity. However, as seen above, planning the adapted 

graph from scratch requires up to n!  planning steps. 

Updating an action. Updating the effects of an action does not affect its applicability. Instead, each 

following belief state has to be updated regarding the updated belief state tuple, which requires 2 comparisons. 

Afterwards, each updated state is handled in the same way as an updated initial state. Hence, we refer to the 

discussion above. When conducting a weakening update of the preconditions, the presented approach proceeds 

is similar to adding an action. Additionally, belief states, which follow the updated action in the original 

process graph, might be updated and treated as above. Analogously, a strengthening update of the 

preconditions leads to the removal of each path containing the updated action if it is not applicable. Otherwise, 

the following belief state is updated and handled accordingly.  

 

Overall, the complexity analysis shows that our approach provides considerable advantages regarding 

computational complexity compared to planning process graphs from scratch. 

 

Please note that further material (e.g., a pseudocode of the approach) was created and is provided at 

https://epub.uni-regensburg.de/43489/1/Adaption_Online_Material.pdf. 
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Abstract: 

Recommender systems strive to guide users, especially in the field of e-commerce, to their individually best 

choice when a large number of alternatives is available. In general, literature suggests that the quality of data 

which a recommender system is based on may have important impact on recommendation quality. In this paper, 

we focus on the data quality dimension completeness of item content data (i.e., features of items and their feature 

values) and investigate its impact on the prediction accuracy of recommender systems. In particular, we examine 

the increase in completeness per item, per user and per feature as moderators for this impact. To this end, we 

present a theoretical model based on the literature and derive ten hypotheses. We test these hypotheses on two 

real-world data sets, one from two leading web portals for restaurant reviews and another one from a movie 

review portal. The results strongly support that, in general, the prediction accuracy is positively influenced by 

increased completeness. However, the results also reveal, contrary to existing literature, that among others 
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increasing completeness by adding features which differ significantly from already existing features (i.e., a high 

diversity) does not positively influence the prediction accuracy of recommender systems. 

Introduction 

Recommender systems strive to guide users to their individually best choice when a large number of alternatives 

is available. Due to a broad variety of interesting problem settings for scholars and a plethora of practical 

applications, recommender systems continue to be a topic widely discussed in literature (Adomavicius and 

Tuzhilin 2005; Bobadilla et al. 2013; Karatzoglou and Hidasi 2017). For example, in recent years, many of these 

practical applications have been in the field of e-commerce and electronic markets (Li and Karahanna 2015; Lu 

et al. 2015; Ricci et al. 2011). Thereby, recommender systems “have become one of the most powerful and 

popular tools” (Ricci et al. 2011), mainly because of the large amount of available data about items (e.g., songs 

or movies). Here, usually, a choice amongst an abundance of items needs to be made, which has inspired 

providers such as Netflix or Spotify to develop elaborate recommender systems (Bell et al. 2007; Gomez-Uribe 

and Hunt 2016; Song et al. 2013). Similarly, recommender systems can assist users in their choice of which 

restaurant to visit or in which hotel to stay (Levi et al. 2012; Vargas-Govea et al. 2011). In this context, several 

works suggest that the quality of the determined recommendations depends on the quality of the data which a 

recommender system is based on (Adomavicius and Zhang 2012; Felfernig et al. 2007; Konstan and Riedl 2012; 

Picault et al. 2011; Sar Shalom et al. 2015). As discussed by Jannach et al. (2016), these works mainly 

investigate the data quality of rating data (e.g., how to achieve the most accurate completion of the user-item 

matrix with rating predictions) and therefore, propose to leverage additional user data such as the user’s context, 

the user’s browsing history or the user’s social graph. In contrast to these articles mainly discussing data quality 

of user or rating data (cf. Section “Background”), this paper focuses on data quality of item content data, which 

means, features of items such as Genre or Actors of movies and their feature values. 

In general, data quality constitutes a multidimensional construct (Pipino et al. 2002; Wand and Wang 1996; 

Wang et al. 1995) comprising several dimensions such as correctness, completeness and currency of data (Batini 

and Scannapieco 2016; Heinrich et al. 2018b; Lee et al. 2002; Redman 1996). Some existing works investigate 

and assess the impact of data quality and its dimensions in decision making (Feldman et al. 2018; Heinrich and 

Hristova 2016). As recommender systems are an important category of decision support systems, especially in 

electronic markets, we aim to examine the impact of item content data and their quality on the determined 

recommendations. Here, capturing a more complete view of this item content data (i.e. more available features 
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and feature values) is of particular relevance (Adomavicius and Tuzhilin 2005; Pazzani and Billsus 2007; Picault 

et al. 2011). After all, “some representations capture only certain aspects of the content, but there are many 

others that would influence a user’s experience” (Lops et al. 2011). Hence, in this paper, we focus on the data 

quality dimension completeness. 

Batini et al. (2009) summarize that completeness can be understood as the amount to which an available data 

view includes data describing the corresponding set of considered real-world objects (cf., e.g., also Ballou and 

Pazer 1985; Redman 1996). Following this definition, we aim to investigate the impact of completeness on 

recommendation quality, with completeness being the amount of available features and their feature values 

describing the set of items. For instance, the movie feature Genre has multiple feasible feature values such as 

Comedy, Drama, Thriller and so forth, while the restaurant feature Cuisine has multiple feasible feature values 

such as Italian, American or Mexican. Providers covering such domains typically assign such feature values to 

items in order to describe and emphasize their (special) characteristics and thus, allow a more complete view on 

these items. Moreover, to assess the impact of completeness on recommendation quality, we examine the 

prediction accuracy, which is by far the most discussed quality measure in recommender systems literature 

(Shani and Gunawardana 2011). In this paper, prediction accuracy is assessed by the familiar evaluation 

measures Root Mean Squared Error (RMSE), Precision, Recall and F1-measure enabling a broad but also 

differentiated analysis of the results. To the best of our knowledge, no existing work analyzes the impact of the 

amount of available features or feature values (completeness of item content data) on prediction accuracy. Thus, 

we focus on the following two research questions: 

RQa: Does the amount of available item features influence the prediction accuracy of recommender systems? 

RQb: Does the amount of filled up missing item feature values influence the prediction accuracy of 

recommender systems? 

We address these research questions by formulating ten hypotheses based on a theoretical model derived from 

the literature. Further, we test the statistical significance of these hypotheses by means of both a t-test and a 

moderated regression analysis concerning the impact of the amount of available item features and their feature 

values on prediction accuracy. The results show that completeness of the item content data generally has a 

significant positive impact on prediction accuracy. However, the results also reveal some findings which are 

contrary to statements in existing literature (Mitra et al. 2002; Tabakhi and Moradi 2015) stating that adding 
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features with low diversity to a data set has less positive impact on prediction accuracy than adding features with 

high diversity. 

Further, this research is also interesting for practitioners. For instance, the rapid development in e-commerce 

implies a swiftly increasing number of heavily competing web portals in electronic markets. Thus, increasing 

prediction accuracy by additional features and feature values may lead to competitive advantages for a portal. 

Furthermore, portals nowadays have their own individual data sets, which usually vary in their features and 

feature values for items, even for portals of the same domain (e.g., restaurants as items). Extending a data set 

with additional item content data from another data set (e.g., in case of a meta search portal) can be highly 

valuable for a recommender system as the two data sets may offer a differing and, when combined, more 

complete view of the items at hand. While portals offering a meta view exist (e.g., trivago.com compiles pricing 

data from various hotel portals), these portals usually simply juxtapose the data and do not use it to provide 

recommendations based on additional features and feature values. Analyzing the impact of increased 

completeness of item content data on prediction accuracy may reveal substantial unused potential in this context. 

The remainder of the paper is organized as follows: In the next section, we discuss related work regarding data 

quality in the context of recommender systems, especially in terms of the dimension completeness, and outline 

the theoretical model which is used to substantiate the hypotheses presented in the following section. Thereafter, 

we discuss the used evaluation measures and testing methodology. In the evaluation section, we statistically test 

the significance of our hypotheses based on two different real-world data sets. Afterwards, we analyze and 

discuss the results and give some further practical implications. Finally, we summarize our work and point out 

limitations as well as directions for future research. 

Background and Theoretical Model 

This section consists of two subsections covering the literature background and the theoretical model for our 

research. 

Background 

In this subsection, we firstly analyze existing works related to our research questions. Thereafter, we identify the 

research gap which is addressed in this paper. Following the guidelines of standard approaches to prepare the 

related work (e.g., Levy and Ellis 2006), we performed a literature search on the databases ACM Digital Library, 
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AIS Electronic Library, IEEE Xplore, ScienceDirect and Springer as well as the proceedings of the European 

and International Conference on Information Systems, the ACM Conference on Recommender Systems and the 

International Conference on Information Quality. The resulting papers were examined based on title, abstract 

and keywords, leading to thirteen remaining papers. We performed an additional forward and backward search 

on these papers, leading to a total of twenty-seven relevant papers. These papers were analyzed in detail and 

could be organized within three categories A, B and C. Works of category A discuss data quality issues in the 

context of recommender systems, whereas works of category B present recommender systems which deal with a 

data set extended by using web data sources. Works of category C investigate the impact of data characteristics 

such as the entropy of the distribution of rating data on recommendation quality. In the following, we discuss the 

relevant papers of each category. 

The eight works in category A explicitly recognize the importance of data quality for recommender systems 

from a general perspective (Amatriain et al. 2009; Berkovsky et al. 2012; Burke and Ramezani 2011; Konstan 

and Riedl 2012; Lathia et al. 2009; Levi et al. 2012; Pessemier et al. 2010; Sar Shalom et al. 2015), including 

several approaches that deal with data quality issues. For instance, as data sparsity and inaccuracy have been 

identified to influence recommendation quality, Lathia et al. (2009) suggest to choose data sources for the 

application of a recommender system user-dependently. Sar Shalom et al. (2015) tackle sparsity and redundancy 

issues by deleting or omitting certain users or items while Pessemier et al. (2010) analyze consumption data such 

as ratings in regard to currency. Further, Levi et al. (2012) use text mining on user reviews from various sources 

to alleviate the cold start problem of new users by assigning them to so-called context groups.  

The four works in category B (implicitly) investigate completeness in recommender systems (Abel et al. 2013; 

Bostandjiev et al. 2012; Kayaalp et al. 2009; Ozsoy et al. 2015). More precisely, these works propose to use data 

from additional web sources to gain an extended data set and to increase recommendation quality in this way. 

Abel et al. (2013) study user profiles based on aggregated data sets from the social web and show that 

recommendation quality is improved by user profiles extended through several cross-system user-modelling 

strategies. Ozsoy et al. (2015) argue that recommendations can be improved by consolidating user data from 

multiple sources. In their experiments, they show that using multiple user features from several social networks 

produces an enhanced perspective of user behavior and preferences, leading to improved recommendations. 

Kayaalp et al. (2009) present an event recommender system for users of a social network. This system collects 

heterogeneous event data from various web pages to achieve an extended data set and proposes event 

recommendations on this basis. A further approach is proposed by Bostandjiev et al. (2012). They suggest to use 
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multiple data sources such as Twitter, Facebook and Wikipedia to apply an individual recommender system on 

each data source. Afterwards, the recommendation results are combined aiming to improve recommendation 

quality. 

The fifteen works in category C examine the impact of data characteristics (so-called meta-features) on 

recommendation quality. In particular, these works investigate the impact of data characteristics of rating data 

(e.g., Adomavicius and Zhang 2016; Griffith et al. 2012; Matuszyk and Spiliopoulou 2014), content data (Fortes 

et al. 2017) and other data such as binary purchase data (Geuens et al. 2018), social network graph data (Olteanu 

et al. 2014) or folksonomy data (Doerfel et al. 2016) on different performance measures of recommender 

systems. For instance, Cunha et al. (2016), Ekstrand and Riedl (2012) and Huang and Zeng (2005) aim to select 

the best recommender algorithm depending on data characteristics such as the entropy of ratings. Furthermore, 

Adomavicius and Zhang (2012), Basaran et al. (2017) and Grčar et al. (2006) analyze the recommendation 

quality based on rating data specific meta-features such as the user-item ratio. As meta-features usually provide 

valuable information, for instance, Sergis and Sampson (2016) and Zapata et al. (2015) enhance hybrid 

recommender systems by including the meta-features directly as input to the recommender algorithm.  

Given this discussion, none of the works above investigates the impact of completeness of item content data on 

recommendation quality. The works in category A focus on data quality issues in recommender systems, 

analyzing the impact of dimensions such as accuracy and currency on recommendation quality. We extend this 

category of works by contributing investigations for the impact of completeness on recommendation quality. The 

works in category B focus on completeness aspects in the context of recommender systems. Abel et al. (2013) 

and Ozsoy et al. (2015) aim to improve recommendation quality by using more complete user data. Kayaalp et 

al. (2009) and Bostandjiev et al. (2012) use multiple sources for data concerning items in the context of 

recommender systems. Here, Kayaalp et al. (2009) focus on the technical challenges arising from the integration 

of heterogeneous event data types for recommender systems and do not discuss the impact of completeness of 

item content data on recommendation quality. Bostandjiev et al. (2012) apply different recommender systems on 

each data source separately. Their resulting recommendation is the aggregation of the recommendations based on 

each single data source. Therefore, works in category B do not aim at an explanatory analysis or refer to a 

theoretical model to study whether recommendation quality is influenced by adding features and feature values. 

The works in category C focus on the impact of data characteristics on recommendation quality. While the 

majority of works study impact of data characteristics (meta-features) of rating data, only Fortes et al. (2017) 

investigate data characteristics in relation to item content data. They enhance the recommender system by 
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including these data characteristics directly in the recommender algorithm as they aim for a predictive analysis. 

In contrast to the discussed works, which either focus on the consideration of rating data characteristics (e.g., 

entropy of rating distribution) or generate recommendations in a predictive analysis, we extend this category of 

works in two ways. Firstly, we explicitly investigate the impact of completeness of item content data on 

prediction accuracy. Secondly, we conduct an explanatory analysis based on causal hypotheses and a theoretical 

model, which strongly differs from predictive analytics (Shmueli and Koppius 2011). Both aspects have 

important implications in practice as the actual relevance of increasing the amount of available features and 

feature values for prediction accuracy is examined. 

Theoretical Model 

This subsection presents a theoretical model constituting a basis for the hypotheses discussed in the subsequent 

section. Research in the field of data quality shows an increasing tendency to study the impact of data quality of 

data views and data values (independent variable) on different evaluation criteria of decision support systems 

such as decision quality or data mining outcome (dependent variable) (e.g., Bharati and Chaudhury 2004; Blake 

and Mangiameli 2011; Feldman et al. 2018; Ge 2009; Woodall et al. 2015). More precisely, Blake and 

Mangiameli (2011) analyze the impact of the data quality dimensions accuracy, completeness, consistency and 

currency on data mining results in order to support decision-making. Woodall et al. (2015) investigate the impact 

of completeness on classification outcomes used for supporting users in their decision process. Bharati and 

Chaudhury (2004) examine the effects of accuracy, completeness and currency on the ability of an online 

analytical processing system to sustain decision-making. Ge (2009) focuses on accuracy, completeness and 

consistency and their impact on decision quality. Feldman et al. (2018) propose an analytical framework to 

investigate the impact of incomplete data sets on a binary classifier that serves for decision support. 

The focus of these papers is to investigate in which way and to what extent the quality of data views and data 

values, especially the dimension completeness, influences evaluation criteria such as data mining outcome of 

particular decision support systems. Because recommender systems are a relevant category of decision support 

systems, especially in electronic markets, assisting users that face decision-making problems (Porcel and 

Herrera-Viedma 2010; Power et al. 2015), we derive the theoretical model from these works to examine the 

impact of completeness of item content data on prediction accuracy of recommender systems. Figure 1 presents 

this theoretical model. 
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Figure 1.  Theoretical Model 

In the context of decision support systems, completeness is a frequently investigated dimension of data quality 

(Blake and Mangiameli 2011; Feldman et al. 2018; Ge 2009; Woodall et al. 2015). These works refer to 

completeness as the amount of available data views and data values. We take up this idea in the theoretical 

model and consider completeness by the amount of features and their feature values (cf. left side of Figure 1). As 

discussed above, features such as Cuisine can have multiple feasible feature values such as Italian, American or 

Mexican, which are assigned to items in order to describe and underline their characteristics enabling a more 

complete view on these items. Therefore, we focus on such features and their feature values when analyzing 

completeness. Similar to Bharati and Chaudhury (2004) and Ge (2009), the presented theoretical model in 

Figure 1 indicates a direct relation between data quality and evaluation criteria of decision support systems. In 

particular, the theoretical model suggests this relation between completeness of item content data and prediction 

accuracy of recommender systems (cf. right side of Figure 1). This model constitutes the foundation for the 

following hypotheses and is customized by different moderator variables to allow for a detailed analysis. 

Hypotheses 

Based on the theoretical model, we present ten hypotheses to address our research questions. Each hypothesis 

examines the impact of completeness of item content data on prediction accuracy from a different angle. 

Figure 2 at the end of this section shows an overview of all hypotheses. 

Content-based and hybrid recommender systems, two major categories of recommender systems (Ning et al. 

2015), operate on item content data to propose items to users that they are likely to be interested in (Lops et al. 

2011). For this kind of data, increased completeness means that more features and/or more feature values are 

assigned to items (cf. Section “Theoretical Model”). Thus, increased completeness in this sense can be achieved 

in two ways: First, by adding features and their feature values to the feature set. For instance, a feature Actors 

can be added to the feature set for the movie domain. Second, by filling up missing feature values. For example, 
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an already available feature Parking Information stating the parking options of a restaurant may have missing 

values for some restaurants which can be filled up. This can be done in various ways, for example by surveys, 

analyses or imputation (cf. Section “Description and Preparation of Data Sets”). Hence, all following hypotheses 

address both ways of increasing completeness in correspondence with our research questions RQa und RQb. 

Hypotheses labelled “a” focus on completeness increased by adding features and their feature values, whereas 

hypotheses labelled “b” focus on completeness increased only by filling up missing feature values. For both 

types of hypotheses, we test whether an increase in prediction accuracy can be observed.  

This discussion leads to the following first two hypotheses: 

H1a: Adding features and their feature values leads to higher prediction accuracy. 

H1b: Filling up missing feature values leads to higher prediction accuracy. 

Hypothesis H1a pursues the idea that the preferences of users can be analyzed in more detail when more item 

features and their feature values are available and suggests that the prediction accuracy (assessed by RMSE, 

Precision, Recall and F1-measure; cf. Section “Assessing Prediction Accuracy”) is thus higher. Hypothesis H1b 

follows the expectation that recommendations are more accurate when missing values of item features are filled 

up. 

Depending on the analysis of Hypotheses H1a/b, it is further interesting whether the extent of increased 

completeness measured per item, user or feature influences the extent of increased prediction accuracy. 

Regarding items and users, this can be described more precisely as follows: Does the increase in the amount of 

additional features and feature values (type “a”) or the increase in the amount of filled up feature values (type 

“b”) positively moderate the impact of completeness on prediction accuracy for an item or a user? 

Therefore, it is meaningful to examine moderator effects regarding users and items on the relationship between 

completeness and prediction accuracy. This discussion leads to further hypotheses, which consider the increase 

in the amount of additional features and feature values, respectively, the increase in the amount of filled up 

feature values, per item or per user. Beginning with items, we examine the following hypotheses:  

H2a: The increase in the amount of additional features and their feature values for an item constitutes a 

positive moderator on the impact of completeness on prediction accuracy. 

H2b: The increase in the amount of filled up feature values for an item constitutes a positive moderator 

on the impact of completeness on prediction accuracy. 
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Analogously, we formulate the hypotheses regarding the increase in completeness for users as follows: 

H3a: The increase in the amount of additional features and their feature values regarding a user 

constitutes a positive moderator on the impact of completeness on prediction accuracy. 

H3b: The increase in the amount of filled up feature values regarding a user constitutes a positive 

moderator on the impact of completeness on prediction accuracy. 

Similar to items and users, it appears reasonable that the extent of increased completeness per feature also 

influences the extent of increase in prediction accuracy. Consequently, the following hypotheses examine the 

moderator effect regarding features on the relationship between completeness and prediction accuracy.  

At first, we focus on a higher amount of values of added or filled up features, respectively, which leads to the 

following two hypotheses:  

H4a: The increase in the amount of feature values for an additional feature constitutes a positive 

moderator on the impact of completeness on prediction accuracy.  

H4b: The increase in the amount of feature values for a filled up feature constitutes a positive 

moderator on the impact of completeness on prediction accuracy.  

Finally, we focus on increased completeness through higher diversity of added or filled up features. Additional 

features may have similar feature value assignments for items as already existing features. In particular, adding a 

feature, which has exactly the same feature values for items as an existing feature, may not influence the 

prediction accuracy at all, since such a feature does not add any further diversity to the item content data (Mitra 

et al. 2002; Tabakhi and Moradi 2015). In contrast, adding features that provide a high diversity to the item 

content data enhance the recommender system’s ability to differentiate items and users and thus may lead to a 

high increase in prediction accuracy. Therefore, we consider the following hypotheses expecting a moderator 

effect when adding or filling up features depending on their diversity: 

H5a: The diversity for an additional feature constitutes a positive moderator on the impact of 

completeness on prediction accuracy.  

H5b: The diversity for a filled up feature constitutes a positive moderator on the impact of 

completeness on prediction accuracy.  

Figure 2 customizes the theoretical model (cf. Figure 1) by incorporating moderator variables and the stated 

hypotheses. In general, it shows the expected impact of the data quality dimension completeness on the 
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prediction accuracy as stated by Hypotheses H1a/b. Additionally, it illustrates the hypotheses examining a 

moderating effect for the increase in completeness per item (Hypotheses H2a/b), per user (Hypotheses H3a/b) 

and per feature (Hypotheses H4a/b, H5a/b). 

 

Figure 2.  Overview for Hypotheses H1-H5 

Methodology 

In this section, we introduce the models used to test Hypotheses H1-H5. To do so and to assess prediction 

accuracy as the dependent variable, we first discuss selected measures which allow differentiated analyses and 

interpretations regarding the impact on prediction accuracy. Thereafter, we describe the testing methodology for 

Hypotheses H1a/b as well as the regression models for testing Hypotheses H2-H5. 

Assessing Prediction Accuracy 

To enable a detailed and careful analysis of the results of the Hypotheses H1-H5, we assessed prediction 

accuracy by means of different measures from literature, namely RMSE, Precision, Recall and F1-measure 

(Gunawardana and Shani 2015). RMSE as shown in Equation (1) is one of the most popular measures for 

assessing prediction accuracy (Gunawardana and Shani 2015) and is defined by the term 

𝑅𝑀𝑆𝐸 =  √
1

|𝑇|
∙ ∑ (𝑟̂𝑢𝑖 − 𝑟𝑢𝑖)

2

(𝑢,𝑖)∈𝑇

, (1) 

where 𝑇 is a test set of user-item pairs (𝑢, 𝑖) for which the ratings 𝑟̂𝑢𝑖 are predicted by the recommender system 

and the actual ratings 𝑟𝑢𝑖 are known. RMSE received special attention by the Netflix Prize Challenge in 2006 

(Koren 2009). Its main characteristic is that higher errors (i.e., the difference between predicted and actual 

rating) are weighted stronger through its quadratic structure than lower errors. Further, usually the predicted 
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ratings 𝑟̂𝑢𝑖 are continuous (real-valued) and the actual ratings 𝑟𝑢𝑖 are discrete (and ordered). Hence, minor RMSE 

value changes may not result in a different mapping (by rounding) of the continuous predicted rating 𝑟̂𝑢𝑖 to a 

discrete star rating 𝑑𝑟̂𝑢𝑖 ∈ {1, … ,5}. This means that the mapping to a discrete star rating may not change, even 

with an improved RMSE value. Therefore, it is also necessary to assess whether the mapping of continuous 

predicted ratings 𝑟̂𝑢𝑖 to discrete star ratings 𝑑𝑟̂𝑢𝑖 changes or improves with the increase in completeness and the 

expected increase in prediction accuracy. To evaluate this, Precision, Recall, and F1-measure are the most 

important measures. These measures assess whether or not the predicted rating level 𝑑𝑟̂𝑢𝑖 exactly coincides with 

the actual true rating level 𝑟𝑢𝑖 for each user-item pair (𝑢, 𝑖) (Aggarwal 2014). Precision and Recall are calculated 

as the average of the Precision and Recall values for each star rating level 𝑘 ∈ {1,2,3,4,5}, which are given by 

the following terms. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑘 =
𝑇𝑃𝑘

𝑇𝑃𝑘 + 𝐹𝑃𝑘

 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙𝑘 =
𝑇𝑃𝑘

𝑇𝑃𝑘 + 𝐹𝑁𝑘

 (3) 

Here, 𝑇𝑃𝑘  is the number of user-item pairs (𝑢, 𝑖) with 𝑟𝑢𝑖 = 𝑘 and 𝑑𝑟̂𝑢𝑖 = 𝑘 (“true positives”), 𝐹𝑃𝑘 as shown in 

Equation (2) is the number of user-item pairs (𝑢, 𝑖) with 𝑟𝑢𝑖 ≠ 𝑘 and 𝑑𝑟̂𝑢𝑖 = 𝑘 (“false positives”), and 𝐹𝑁𝑘 as 

shown in Equation (3) is the number of user-item pairs (𝑢, 𝑖) with 𝑟𝑢𝑖 = 𝑘 and 𝑑𝑟̂𝑢𝑖 ≠ 𝑘 (“false negatives”). F1-

measure as shown in Equation (4) is then given by the harmonic mean of Precision and Recall 

𝐹1 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 . (4) 

The main difference in interpretation of these measures is that the Precision, Recall and F1-measure focus on 

correct or incorrect mappings of predicted and actual star ratings while ignoring the (real-valued) error size, 

which is in the focus of RMSE. 

Model for Hypotheses H1a/b 

Each of the Hypotheses H1a and H1b focuses on a comparison of the prediction accuracy of two item content 

data sets, one data set without increased completeness and the other data set with increased completeness (cf. 

Figure 3). In both cases, we initially do not consider any moderator variable. To test the significance of both 

hypotheses, we used the paired Student’s t-test, a broadly applied test in the evaluation of recommender systems 

to compare the results of two different settings, while in both settings the considered set of user ratings remains 
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the same (Shani and Gunawardana 2011). More precisely, the t-test was used to compare each of the measures 

RMSE, Precision, Recall and the F1-measure (and thus the prediction accuracy) based on the data set with 

increased completeness (i.e., when adding features and their feature values or when filling up missing feature 

values) and based on the data set without increased completeness. 

 

Figure 3.  Testing Hypotheses H1a/b 

Model for Hypotheses H2-H5 

The Hypotheses H2-H5 analyze whether the increase in completeness per item, user or feature moderates the 

impact of completeness on the increase in prediction accuracy caused by adding features and their feature values 

(hypotheses of type “a”) or by filling up missing feature values (hypotheses of type “b”). This means that the 

tests of the Hypotheses H2-H5 are organized in a similar way. Therefore, we describe the general structure for 

all of these tests in the following. 

To test moderator effects on the impact of completeness on increased prediction accuracy, we chose moderated 

regression analysis (cf., e.g., Cohen et al. 2003; Dawson 2014; Hayes 2013; Helm and Mark 2012) as it is a 

widespread statistical tool to test whether the relationship between two variables is dependent on a third variable 

(the moderator). The underlying regression model is represented by the equation 

𝑦 = 𝑏0 + 𝑏1 ∙ 𝑥 + 𝑏2 ∙ 𝑧 + 𝑏3 ∙ 𝑥 ∙ 𝑧. (5) 

Here, 𝑦 is the dependent or endogenous variable (criterion), 𝑥 is the independent or exogenous variable 

(predictor) and 𝑧 is the moderator variable. Regarding Hypotheses H2-H5, the endogenous variable 𝑦 constitutes 

the (expected) increase in prediction accuracy measured by RMSE, Precision, Recall and F1-measure while the 

exogenous variable 𝑥 indicates whether the data set with increased completeness or the data set without 
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increased completeness is used. The moderator variable 𝑧 constitutes the increase in completeness. More 

precisely, for H2a, H3a and H4a, the variable 𝑧 represents the increase in additional features and feature values 

and for H2b, H3b and H4b, the variable 𝑧 represents the increase in filled up feature values. Similar, for H5a, the 

variable 𝑧 represents the diversity of added features, and for H5b, the variable 𝑧 represents the diversity of filled 

up features. 

Besides the common interpretation of the coefficient 𝑏0 as well as the coefficients 𝑏1 and 𝑏2 (first order effects 

of the regression model), the product term 𝑥 ∙ 𝑧 and its coefficient 𝑏3 are of special interest. This term represents 

the interaction (moderation) of two variables. More precisely, the coefficient 𝑏3 estimates how much the slope of 

𝑥 changes as 𝑧 changes. This represents how much the impact of increased completeness on prediction accuracy 

is influenced by the (different) values of the moderator variable. Therefore, a hypothesis proposing a moderator 

effect can be supported, if there is evidence that 𝑏3 is different from zero with a certain level of significance. 

In case of a moderator effect, the strength of this effect can be assessed by Cohen’s 𝑓2. Here, the coefficient of 

determination regarding the regression model depicted in Equation (5) is compared to the coefficient of 

determination of the regression model without the interaction term, which means, 

𝑦 = 𝑏0 + 𝑏1 ∙ 𝑥 + 𝑏2 ∙ 𝑧. (6) 

Denoting the coefficient of determination 𝑅2 according to each Equation (5) and (6) (i.e., 𝑅1
2 and 𝑅2

2), Cohen’s 

𝑓2 is given by the term 

𝑓2 =
𝑅1

2 − 𝑅2
2

1 − 𝑅1
2 . (7) 

Cohen’s 𝑓2 measures the relative increase in the explained variance of 𝑦 when adding the interaction term to 

Equation (6) as shown in Equation (5). In Cohen (1988) the values 0.02, 0.15 and 0.35 are suggested for 𝑓2 to 

indicate small, medium or large moderator effect sizes, which is critically discussed in scientific literature 

(Aguinis et al. 2005; Gignac and Szodorai 2016; Helm and Mark 2012). For instance, Aguinis et al. (2005) 

conducted a review of 261 articles published in several journals (maintaining high methodological standards) in 

order to analyze the size of moderating effects. They found that the mean of Cohen’s 𝑓2 was about 0.009 (with a 

standard deviation of 0.025), and the median about 0.002 with a positively skewed distribution (skewness = 

6.52). This indicates that – regarding the suggested values of Cohen (1988) – a medium or strong moderator 

effect can be rarely attained. In their discussion, they encourage researchers to “plan future research designs 
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based on smaller (and more realistic) targeted effect sizes” (Aguinis et al. 2005) as long as the observed effect 

has a meaningful impact and interpretation for science and practice. 

Evaluation 

In this section, we outline the test procedure and results of our empirical evaluation. Initially, we describe both 

used real-world data sets. Afterwards, we introduce the recommender system which was applied to these data 

sets and outline in detail how we tested each hypothesis. We conclude the section by presenting the results of 

these tests. 

Description and Preparation of Data Sets 

For testing our hypotheses, we prepared two real-world data sets. While the first data set contains a large number 

of user-generated ratings about restaurants and was retrieved from two leading advertising web portals, the 

second data set is based on the non-commercial movielens data set containing approximately one million ratings 

(Harper and Konstan 2015). In both data sets, the ratings are assessments of items by users and hence, each 

rating corresponds to exactly one user and one item. Further, the rating values are given on an ordinal, five-tier 

scale of stars, ranging from 1 star to 5 stars. 

Restaurant Data Set 

In the first data set, one portal (Portal 1) focuses on local businesses such as bars or restaurants and provided 

over 100 million ratings by 2018. The second portal (Portal 2) specializes on travel opportunities and businesses 

such as restaurants providing over 400 million ratings by 2018. Since each web portal provided a vast amount of 

data, we focused on an excerpt and chose rating data of restaurants from the area of New York City, USA, 

because the high number of restaurants in this area allows for testing each hypothesis on a sufficiently high 

number of items, users or features, respectively. This led to a data set with more than 2.2 million ratings 

provided by over 550,000 users on more than 18,500 restaurants from Portal 1 and more than 720,000 ratings 

from about 375,000 users for more than 8,600 restaurants from Portal 2. Table 1 describes the restaurant data set. 

 Portal 1 Portal 2 

# of Users 556,462 374,960 

# of Restaurants 18,507 8,631 

# of Ratings 2,252,224 721,416 

Table 1. Description of the Restaurant Data Set 
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Both web portals provide features such as Cuisine with multiple feasible feature values such as Italian, American 

or Mexican. In both portals, these feature values are assigned to an item. Other features of restaurants are Special 

Diets with feature values such as Vegetarian, Vegan or Gluten-free and Type of Establishment with feature 

values such as Café, Bistro or Bar. With this in mind, the knowledge about feature value assignments is 

especially relevant for each item in this data set. In the case that a feature value is unknown, we indicated the 

missing feature value by the value N/A (not available). 

From Portal 1 we retrieved an item content data set with 13 different features, denoted by P1, while Portal 2 

provided an item content data set with 12 different features, denoted by P2. As only Portal 1 yielded features 

containing missing values, we split up P1 into an item content data set P1.1, containing only the seven features 

without missing values, and an item content data set P1.2, containing only the six features with missing values. 

More precisely, 44% of all possible 425,661 feature values for the six features of P1.2 were not available for the 

18,507 restaurants of Portal 1. Table 2 illustrates the features and feature values per portal. 

 Portal 1 Portal 2 

Item Content Data Set P1 P2 

P1.1 P1.2 

# of Features 7 6 12 

# of Missing Feature Values 0 (0%) 189,164 (44%) 0 (0%) 

Table 2. Features and Feature Values provided by the two Web Portals of the Restaurant Data Set 

Data sets for hypotheses of type “a” 

To prepare the data set for testing the hypotheses of type “a”, we focused on the features from P1.1 from Portal 1 

and P2 from Portal 2 that did not contain any missing data. This was important in order to carefully separate 

hypotheses of type “a” and of type “b”. To obtain the joint feature set for a restaurant from the item content data 

sets P1.1 and P2, it was necessary to match restaurants between both portals. We thus conducted record linkage, 

which is the task of identifying records that refer to the same entity across different data sources (Christen 2012). 

To do so, we used a common rule-based classification model. The model was built using manually labelled 

training data and evaluated by quality measures. The classification resulted in 5,367 restaurants matching across 

the two portals with a false discovery rate below 1% on manually labelled test data. This means that less than 1% 

of these restaurants were incorrectly classified as matching. We exclusively focused on such matching 

restaurants to test the hypotheses of type “a” because these restaurants had added features compared to the 

features in each single portal. Furthermore, for each portal, we considered users with more than 30 ratings in 

order to only evaluate users with a substantial number of ratings (Sarwar et al. 2002). To increase completeness, 
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features from Portal 2 were added to the feature set of Portal 1 and vice versa. This resulted in two cases used for 

testing the hypotheses of type “a”: The data for the first case originated from Portal 1, consisted of 5,367 items 

with 367,182 ratings of 8,138 users and was evaluated using the item content data sets P1.1 as baseline and P2 as 

set of additional features and their feature values. The data for the second case originated from Portal 2, 

comprised the same 5,367 items with 20,659 ratings of 505 users and was evaluated using the item content data 

sets P2 as baseline and P1.1 as set of additional features (cf. Table 3). 

Data sets for hypotheses of type “b” 

To prepare data for testing the hypotheses of type “b”, we focused on the first portal, as the second portal did not 

provide any features with missing values. In this case, to fill up missing feature values in the item content data 

set P1.2 containing six features, we used the common nearest neighbor imputation technique (Enders 2010). 

Similar to above, this imputation was evaluated by means of training and test data as well as quality measures. 

Missing values were imputed with a mean absolute error of only 0.299 for the test data. Again, we considered 

users with more than 30 ratings. This led to the data for testing the hypotheses of type “b” consisting of 18,507 

restaurants with 731,395 ratings of 10,556 users, which was evaluated comparing the item content data sets P1.2 

as baseline (consisting of 236,497 feature values) and P1.2’ as set of baseline features with filled up feature 

values (consisting of 425,661 feature values including the 189,164 filled up feature values) (cf. Table 3). 

 Hypotheses of Type “a” 

originating from Portal 1 

Hypotheses of Type “a” 

originating from Portal 2 

Hypotheses of Type “b” 

originating from Portal 1 

Item Content Data 

Set 

P1.1 

(Baseline) 

P1.1&P2 

(Baseline & 
add. features) 

P2 

(Baseline) 

P1.1&P2 

(Baseline & 
add. features) 

P1.2 

(Baseline) 

P1.2’ 

(Baseline & 

filled up feature 
values) 

# of Features/ 

# of Feature Values 

7 19 12 19  

236,497 

 

425,661 

# of Items 5,367 5,367 18,507 

# of Ratings 367,182 20,659 731,395 

# of Users 8,138 505 10,556 

Table 3. Description of the Data Bases for Evaluating Hypotheses H1a/b-H5a/b on the Restaurant Data Set 

Movie Data Set 

The second data set focuses on movies and originates from the research lab grouplens, which provides data sets 

with up to 20 million ratings from the non-commercial web portal movielens by 2016. Since the movielens data 

sets have been updated since 1998, new features and feature values have been added in new versions. To enable 

an evaluation based on a larger amount of ratings, we consider the data set from 2003 with only one feature and 
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its most recent version from 2016 with five additional features and their feature values. The old version (OldV) 

of the movielens data set from 2003 contains over one million ratings provided by over 6,000 users on 

approximately 3,900 movies, while the new version (NewV) consists of over 20 million ratings from about 

140,000 users for more than 27,000 movies. Table 4 describes the movie data set. 

 OldV NewV 

# of Users 6,040 138,493 

# of Movies 3,883 27,278 

# of Ratings 1,000,209 20,000,263 

Table 4. Description of the Movie Data Set 

Similar to the restaurant data set, both versions of the movielens data set provide the feature Genre with multiple 

feasible feature values such as Comedy, Drama or Thriller, while the new version provides additional features 

and their feature values such as Actors and Country of Origin each with according feature values. For example, 

the additional feature Actors in the version NewV indicates the top billed actors of the movie cast. Both versions 

do not yield features containing missing values, which means that only hypotheses of type “a” could be tested on 

the movie data set. Table 5 illustrates the features and feature values per version. 

Item Content Data Set OldV NewV 

# of Features 1 6 

# of Missing Feature Values 0 (0%) 0 (0%) 

Table 5. Features and Feature Values provided by the two Versions of the Movie Data Set 

Data set for hypotheses of type “a” 

Since the movie data set consists of an old and a new version, it is clear that the baseline item content data set is 

given by the old version and the item content data set with increased completeness is given by the union of both 

versions. Similar to the restaurant data set, the joint feature set for a movie was obtained by matching movies 

between both versions. As the movielens identifiers of the movies did not change between both versions (except 

from 24 movies, which were removed), record linkage was easy to conduct. Furthermore, the 6,040 users in both 

versions had at least 20 ratings, enabling a substantial number of ratings for the evaluation. Since 24 movies and 

their corresponding 2,175 ratings had been removed in the new version NewV, this resulted in content data sets 

consisting of 3,859 items with 998,034 ratings of 6,040 users and was evaluated using the item content data sets 

OldV as baseline and NewV as set of additional features and their feature values (cf. Table 6). 
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 Hypotheses of Type “a” 

originating from the old version of the movielens data set 

Item Content Data Set OldV 

(Baseline) 

OldV&NewV 

(Baseline & add. features) 

# of Features 1 6 

# of Items 3,859 

# of Ratings 998,034 

# of Users 6,040 

Table 6. Description of the Data Bases for Evaluating Hypotheses H1a-H5a on the Movie Data Set 

 

Used Recommender System 

For our evaluation, we used the hybrid recommender system approach Content-Boosted Matrix Factorization 

(CBMF) as presented by Forbes and Zhu (2011) and Nguyen and Zhu (2013). Matrix factorization approaches 

became very popular by the contest on the Netflix Grand Prize, which started 2006 and ended 2009 (Koren et al. 

2009; Koren 2009). They are now state-of-the-art models in the research of recommender systems (Kim et al. 

2016; Ning et al. 2017; Symeonidis 2016). CBMF is able to utilize both non-content data (ratings) and, in 

particular, content data (features and feature values of items). Like all matrix factorization models, CBMF 

models are learned by optimization and therefore, preliminary steps such as feature weighting or feature 

selection are not necessary for CBMF (Koren et al. 2009; Nguyen and Zhu 2013). 

CBMF learns a 𝑑-dimensional vector of latent factors 𝑝𝑢 ∈ ℝ𝑑 for each user 𝑢 and a 𝑑-dimensional vector of 

latent factors 𝑎𝑓 ∈ ℝ𝑑 for each feature 𝑓, such that the actual rating 𝑟𝑢𝑖 for a user-item pair (𝑢, 𝑖) is 

approximated by the predicted star rating 𝑟̂𝑢𝑖 = 𝑝𝑢
𝑇𝑞𝑖, with 𝑞𝑖 = ∑ 𝑎𝑓𝑓∈𝐹𝑖

 and 𝐹𝑖 being the set of features that are 

assigned to item 𝑖. In our evaluation, we used the default configuration for CBMF as described, for instance, by 

Nguyen and Zhu (2013). Excepting this default configuration concerns the regularization penalty factor 𝜆, which 

has to be adjusted depending on the data set (Koren et al. 2009). Thus, to determine this factor we conducted 

cross-validation tests as described by Koren et al. (2009). For instance, the value 𝜆 = 10 × 10−6 (cf. Figure 4) 

yielded the best results on test data from Portal 1 regarding the RMSE. All other parameter configurations were 

adopted from Nguyen and Zhu (2013). 
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Figure 4.  RMSE on the Test Data Depending on the Regularization Penalty Factor 𝛌 

Test Procedure and Results 

For our evaluation, we split ratings into 50% training data for learning the CBMF model and 50% test data for 

assessing the prediction accuracy. On the one hand, dividing the data in half at random allowed to obtain a large 

test set (cf. also Nguyen and Zhu 2013), which is important for meaningful results when testing hypotheses. On 

the other hand, because of the large real-world data sets, 50% training data allowed us to learn the CBMF model.  

After that, we utilized the recommender system for each pair of item content data sets (with and without 

increased completeness) to predict ratings and assess the corresponding prediction accuracy. The increase in 

prediction accuracy assessed separately by Precision, Recall and F1-measure was determined by subtracting the 

prediction accuracy based on the baseline content from the prediction accuracy based on the content with 

increased completeness. As lower RMSE values indicate more accurate predictions, the negative difference was 

used in this case, accordingly. 

A requirement for evaluating Hypotheses H1a/b using Student’s t-test is that sample groups should be normally 

distributed. Because of the large sample size in our evaluation, this requirement is obviously met (Boneau 1960). 

For evaluating moderator effects in Hypotheses H2-H5, we examined whether the selection of the linear 

regression model is appropriate or whether non-linear, for instance, quadratic regression models should be 

preferred (i.e., a curvilinear moderator effect is expected). Therefore, to test for potential non-linear moderator 

effects, we compared the fitness of the quadratic (non-linear) model and the linear model relying on the 

frequently discussed and used Bayesian Information Criterion (BIC) for model selection (cf. Schwarz 1978), for 

which smaller BIC values indicate the preferred model. These tests yielded almost the same BIC values for both 

models. For instance, for the first Hypothesis H2a the BIC value for the linear model was -5,464 and for the 

quadratic model -5,446 (e.g., regarding the measure Precision) and for the last Hypothesis H5b the BIC value for 
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the linear model was -155 and for the quadratic model -148. Since the quadratic model did not or hardly improve 

the BIC values, the linear model was used because of its lower complexity, as suggested by literature (Cohen et 

al. 2003; MacCallum and Mar 1995).  

The moderator variable for Hypotheses H2a/b was operationalized by the number of added or filled up feature 

value assignments per item (cf. Blake and Mangiameli 2011) relative to the number of feature value assignments 

per item in the baseline content data set. For Hypotheses H3a/b, the mean of the aforementioned 

operationalization across all rated items of a user was used as the moderator variable. In a similar way, the 

moderator variable for Hypothesis H4a was operationalized by the number of added feature value assignments 

for a feature relative to the number of feature value assignments in the baseline content data set. Hypothesis H4b 

was operationalized by the number of filled up feature value assignment for a feature relative to the number of 

feature value assignments for this feature in the baseline data set. The moderator for Hypotheses H5a/b was 

assessed by the mean cosine distance between the added/filled up features and the baseline features (Mitra et al. 

2002; Tabakhi and Moradi 2015). Summing up the above, each operationalization of the moderator variables 

shares a similar concept as it was determined as the increase in completeness relative to the baseline content. 

Furthermore, we used the two standard levels of significance 0.01 (indicated by ‘**’) and 0.05 (indicated by ‘*’) 

for the tests of all hypotheses (e.g., Shani and Gunawardana 2011). 

In the following, we outline the evaluation results. In particular, we present the impact on prediction accuracy for 

all tests, which means, the values for each measure (RMSE, Precision, Recall and F1-measure), their relative 

increase in prediction accuracy and the significance of the t-values in case of H1a/b and the significance of the 

regression coefficients together with the effect sizes in case of H2-H5. Table 7 shows the results of our 

evaluation for the first two hypotheses: Hypotheses H1a and H1b can be supported with positive t-values and 

statistical significance by p-values below 0.01. This means that both adding features and their feature values as 

well as filling up missing feature values lead to significantly higher prediction accuracy as indicated by each of 

the evaluation measures in Table 7. 
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Hypothesis 

(Origin of 
Rating Data) 

Compared 

Data Sets 

Prediction 

Accuracy 
(RMSE/Precision/ 

Recall/F1) 

(Without Increased 
Completeness) 

Prediction 

Accuracy 
(RMSE/Precision/ 

Recall/F1) 

(Increased 
Completeness) 

Relative Increase 

in Prediction 

Accuracy 
(RMSE/Precision/ 

Recall/F1) 

Corresponding 

t-Values 

(*:p-value<0.05; 
**:p-value<0.01) 

Hypothesis 

can be 

supported 

H1a 

(Portal 1) 

P1.1 vs. 

P1.1&P2 

1.57/0.216/ 

0.218/0.217 

1.18/0.246/ 

0.231/0.238 

25%/14%/ 

6%/10% 

164**/63**/ 

63**/63** 

Yes 

(by all) 

H1a 

(Portal 2) 

P2    vs. 

P1.1&P2 
1.29/0.236/ 

0.235/0.235 

1.20/0.249/ 

0.246/0.247 

7%/6%/ 

5%/5% 

17**/5**/ 

5**/5** 

Yes 

(by all) 

H1a 

(movielens) 

OldV vs. 

OldV&NewV 

1.67/0.226/ 

0.228/0.227 

0.95/0.443/ 

0.315/0.368 

43%/96%/ 

38%/62% 

413**/185**/ 

185**/185** 

Yes 

(by all) 

H1b 

(Portal 1) 

P1.2  vs. 

P1.2’ 

1.60/0.227/ 

0.221/0.224 

1.04/0.332/ 

0.225/0.268 

35%/46%/ 

2%/20% 

269**/112**/ 

112**/112** 

Yes 

(by all) 

Table 7. Results for Hypotheses H1a/b 

The results of the hypotheses with regard to items and users are given in Table 8: Hypotheses H2a and H2b can 

also be supported with statistical significance by p-values below 0.01. This means that for items both the amount 

of additional features and their feature values and the amount of filled up feature values are positive moderators. 

In other words, items that obtain a stronger increase in completeness can then be recommended at a significant 

higher level of accuracy than before (cf. Table 8). For Hypotheses H3a and H3b, focusing on users instead of 

items, the test results were as follows: Hypothesis H3a in the case of Portal 1 and movielens as well as 

Hypothesis H3b can be supported with statistical significance by p-values below 0.01 (except for the case of the 

measure Precision for H3b, where the p-value was between 0.01 and 0.05). The test of Hypothesis H3a in the 

case of Portal 2 yielded a p-value below 0.01 only for the measure RMSE, but p-values above 0.05 for the 

measures Precision, Recall and F1-measure. Hence, Hypothesis H3a cannot be supported for all measures in the 

case of Portal 2. Except from that, Hypothesis H3 can be supported in the case of Portal 1 and movielens with 

statistical significance at the level 0.05. Therefore, it can be concluded that both the amount of additional 

features and their feature values and the amount of filled up feature values each measured per user are also 

positive moderators of the impact of completeness on prediction accuracy assessed by RMSE and, except H3a 

(Portal 2), on prediction accuracy assessed by Precision, Recall and F1-measure. This means that users, whose 

rated items obtain a stronger increase in completeness, benefit the most and that recommendations for these users 

are significantly more accurate than before. 
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Hypothesis 

(Origin of 
Rating Data) 

Compared 

Data Sets 

Interaction Coefficients 𝒃𝟑 

of Moderated Regression 

Model with Dependent 

Variable  

RMSE/Precision/ 

Recall/F1 
(*:p-value<0.05; 
**:p-value<0.01) 

Cohen’s 𝒇𝟐 of Moderated 

Regression Model with 

Dependent Variable 

RMSE/Precision/ 

Recall/F1 

Hypothesis can 

be supported 

H2a 

(Portal 1) 

P1.1 vs. 

P1.1&P2 

0.06**/0.02**/ 

0.01**/0.01** 

0.024/0.014/ 

0.002/0.008 

Yes 

(by all) 

H2a 

(Portal 2) 

P2    vs. 

P1.1&P2 

0.12**/0.02**/ 

0.02**/0.02** 

0.042/0.001/ 

0.001/0.001 

Yes 

(by all) 

H2a 

(movielens) 

OldV vs. 

OldV& NewV 

0.03**/0.01**/ 

0.001**/0.004** 

0.032/0.015/ 

0.001/0.011 

Yes 

(by all) 

H2b 

(Portal 1) 

P1.2 vs. P1.2’ 0.24**/0.03**/ 

0.02**/0.02** 

0.436/0.019/ 

0.009/0.015 

Yes 

(by all) 

H3a 

(Portal 1) 

P1.1 vs. 

P1.1&P2 

0.08**/0.02**/ 

0.01**/0.01** 

0.013/0.002/ 

0.001/0.001 

Yes 

(by all) 

H3a 

(Portal 2) 

P2    vs. 

P1.1&P2 

0.18**/-0.01/ 

0.00/-0.01 

0.015/-/ 

-/- 

Only for RMSE 

measure 

H3a 

(movielens) 

OldV vs. 

OldV& NewV 

0.02**/0.004**/ 

0.004**/0.004** 

0.018/0.003/ 

0.003/0.005 

Yes 

(by all) 

H3b 

(Portal 1) 

P1.2 vs. P1.2’ 0.39**/0.01*/ 

0.02**/0.01** 

0.094/0.0003/ 

0.001/0.001 

Yes 

(by all) 

Table 8. Results for Hypotheses H2a/b and H3a/b 

The results of Hypotheses H4a/b and H5a/b are given in Table 9. Hypothesis H4a can be supported with 

statistical significance by p-values below 0.01, whereas Hypothesis H4b cannot be supported indicated by 

negative coefficients 𝑏3. In other words, only the amount of additional features and their feature values is a 

positive moderator of the impact on prediction accuracy (H4a), but not the amount of filled up feature values 

(H4b). Hypotheses H5a/b cannot be supported as indicated by negative coefficients or by p-values above 0.05. 

This suggests that the diversity for an additional feature or for a filled up feature is not a positive moderator. 
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Hypothesis 

(Origin of 
Rating Data) 

Compared 

Data Sets 

Interaction Coefficients 𝒃𝟑 

of Moderated Regression 

Model with Dependent 

Variable  

RMSE/Precision/ 

Recall/F1 
(*:p-value<0.05; 
**:p-value<0.01) 

Cohen’s 𝒇𝟐 of Moderated 

Regression Model with 

Dependent Variable 

RMSE/Precision/ 

Recall/F1 

Hypothesis can 

be supported 

H4a 

(Portal 1) 

P1.1 vs. 

P1.1&P2 

0.40**/0.02**/ 

0.02**/0.02** 

1.221/0.611/ 

0.628/0.645 

Yes 

(by all) 

H4a 

(Portal 2) 

P2    vs. 

P1.1&P2 

0.27**/0.09**/ 

0.08**/0.09** 

0.363/0.236/ 

0.162/0.198 

Yes 

(by all) 

H4a 

(movielens) 

OldV vs. 

OldV&NewV 

0.70**/0.10**/ 

0.04**/0.07** 

1.657/0.665/ 

0.233/0.575 

Yes 

(by all) 

H4b 

(Portal 1) 

P1.2 vs. P1.2’ -0.01/0.00/ 

0.00/0.00 

-/-/ 

-/- 

No 

(by all) 

H5a 

(Portal 1) 

P1.1 vs. 

P1.1&P2 

-1.94**/-0.11**/ 

-0.10**/-0.11** 

0.487/0.297/ 

0.367/0.338 

No 

(by all) 

H5a 

(Portal 2) 

P2    vs. 

P1.1&P2 

-0.02**/-0.01**/ 

-0.01**/-0.01** 

0.040/0.051/ 

0.038/0.044 

No 

(by all) 

H5a 

(movielens) 

OldV vs. 

OldV&NewV 

-0.76**/-0.12**/ 

-0.07**/-0.09** 

0.352/0.280/ 

0.280/0.367 

No 

(by all) 

H5b 

(Portal 1) 

P1.2 vs. P1.2’ -0.43*/-0.05/ 

0.00/-0.02 

0.155/-/ 

-/- 

No 

(by all) 

Table 9. Results for Hypotheses H4a/b and H5a/b 

Discussion and Implications 

In general, the results support the theoretical model serving as foundation of the tested hypotheses, which means, 

the completeness of item content data has a significant positive impact on the prediction accuracy of 

recommendations. More precisely, adding features and their feature values (Hypothesis H1a) or filling up 

missing feature values (Hypothesis H1b) leads to higher prediction accuracy. Besides this general finding, we 

also examined moderator effects on the impact of completeness on prediction accuracy (Hypotheses H2-H5). 

Thereby, the results reveal some interesting findings. While the increase in completeness per item and per user 

are positive moderators of the impact of completeness on prediction accuracy (Hypotheses H2a/b and H3a/b, 

except for Hypothesis H3a and Portal 2, which will be discussed below), the same cannot always be examined 

for the increase in completeness per feature. In particular, adding features with a high amount of additional 

feature values leads to a higher increase in prediction accuracy (Hypothesis H4a). However, filling up missing 

feature values with a high amount of additional feature values does not lead to a higher increase in prediction 

accuracy (Hypothesis H4b). In addition, neither adding features (Hypothesis H5a) nor filling up missing values 
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of features (Hypothesis 5b) with a high diversity leads to a higher increase in prediction accuracy, which 

constitutes a further interesting finding. In the following, we discuss each result in detail. 

Both Hypotheses H1a and H1b are supported as indicated by t-values with positive sign and with p-values below 

0.01. This means, as illustrated in Table 7, both adding features and their feature values as well as filling up 

missing feature values led to a considerable increase in prediction accuracy. After increasing completeness, the 

RMSE was between 7% and 43% lower than the RMSE before increasing completeness (corresponding to 

absolute decreases of RMSE between 0.09 and 0.72). Precision was between 6% and 96% higher, Recall was 

between 2% and 38% higher and F1-measure was between 5% and 62% higher. By a detailed consideration of 

the results for Hypotheses H1a/b, two interesting observations can be made. First, the relative increase in 

prediction accuracy is lower for H1a in the case of Portal 2 compared to all other cases of H1a. This may be due 

to the fact that the additional features only constitute less than 40% of all features of the item content data set 

with increased completeness in case of Portal 2 (7 of 19 features). In the other cases of H1a, the additional 

features constitute at minimum 60% of the features of the data set with increased completeness (12 of 19 features 

or 5 of 6 features). Second, the increase in prediction accuracy measured by RMSE and Precision is in almost all 

cases (considerably) higher than measured by Recall and F1-measure. In contrast to the discrete nature of the 

measures Precision, Recall and the F1-measure, the higher increase in prediction accuracy measured by RMSE 

may be reasoned by the fact that RMSE uses the predicted ratings as determined by the recommender system 

(i.e., as a continuous variable). Therefore, the errors between predicted and actual ratings are assessed by an 

interval-scaled difference. To analyze the high increases in Precision, we examined the results of H1a 

(movielens) in more detail, which shows the highest increase of Precision (+96%). Here, we found that, on the 

one hand, the decreases in the number of incorrect predictions (i.e., false positives) was the largest for the rating 

levels 1 star (-96%), 2 stars (-76%) and 5 stars (-60%). On the other hand, the largest increases in correct 

predictions (true positives) was achieved for the ratings levels 3 stars (+31%) and 4 stars (+207%). This means 

that by increasing completeness the used recommender system was less likely to incorrectly predict “extreme” 

ratings (i.e., very high or very low ratings) while mostly improving the correct prediction of “mainstream” 

ratings (the mean overall rating is 3.6). Hence, the Precision of most classes achieved a much higher increase 

than the Recall or F1-measure. In total, the results of Hypotheses H1a/b show that recommendations based on 

item content data sets with increased completeness are more accurate, which is valuable for achieving a high 

user satisfaction (Koren et al. 2009; Ricci et al. 2015). At this point, we want to emphasize that the increase in 

prediction accuracy is provided only by increasing data quality and not by enhancing the recommender 
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algorithm. Nowadays, the aim of numerous works in the research field of recommender systems is to develop 

very sophisticated recommender algorithms in order to increase prediction accuracy (partly to a small extent). 

One seminal example is the winning solution of the Netflix Grand Prize, which decreased the RMSE by 10% 

through a very elaborate and complex enhancement and combination of multiple recommender algorithms 

(Koren 2009). Instead, our results show that devoting more importance to maintaining high data quality for 

recommender systems is also highly promising and may inspire further research. 

For Hypotheses H2-H5 we focus on the coefficients 𝑏3 regarding the moderated regression (cf. Equation (5)) as 

well as the corresponding effect sizes indicated by Cohen’s 𝑓2 (cf. Equation (7)). Here, in general, the absolute 

values of the coefficients 𝑏3 are consistently higher when evaluating the RMSE compared to the other measures. 

This is due to the higher values for the RMSE as seen in Table 7, where the values for RMSE range from 0.95 to 

1.67 while Precision, Recall and F1-measure take values between 0.216 and 0.443. Considering the results for 

Hypothesis H2b, for instance, the coefficient for the RMSE signifies that the RMSE based on increased 

completeness is lowered by 0.24 when the moderator variable is increased by one. In the same setting, the 

Precision would increase by only 0.03. 

The evaluation results support Hypotheses H2a/b. As illustrated in Table 8, all coefficients 𝑏3 of our evaluation 

were positive (ranging from 0.001 to 0.24) and significant (p-value<0.01). This finding shows that the amount of 

additional features and their feature values and the amount of filled up feature values per item has a significant 

moderator effect. The effect size indicated by Cohen’s 𝑓2 ranges from 0.001 to 0.436 (cf. Section “Model for 

Hypotheses H2-H5” for the interpretation of Cohen’s 𝑓2). By a detailed consideration of the results for 

Hypotheses H2a/b, three observations can be made. First, the evaluation measure RMSE showed the largest 

effect sizes. This is in accordance with the finding discussed above that prediction accuracy measured by RMSE 

shows the highest increase in general due to its continuous nature. Second, the effect sizes for Precision, Recall 

and F1-measure, especially for H2a (Portal 2), are small. This may be reasoned by similar arguments as the first 

observation and by the fact, that the additional features only constitute less than 40% of all features of the item 

content data set, as discussed above for H1a (Portal 2). Third, the effect size for Hypothesis H2b is relatively 

high. An analysis of the data indicated that items, which have many missing feature values, receive highly 

incorrect rating predictions based on the data set without increased completeness (i.e., the baseline prediction 

accuracy is low). Therefore, these items benefit considerably from increased completeness in terms of prediction 

accuracy. The findings above should encourage web portals and business owners to increase and maintain the 

completeness of item content data. In addition, the results of Hypotheses H2a/b can be used to balance the cost 
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and benefit of data quality improvement measures, a topic discussed in recent literature (Heinrich et al. 2018a). 

For instance, only items (e.g., products offered by a web portal) with a higher profit margin can be extended with 

additional content in a selective manner, avoiding a potentially expensive large-scale extension of the whole data 

set. This opens up an effective option to manage the item content data in an affordable manner, which can be a 

crucial factor for web portals. 

Hypotheses H3a/b can be also supported except in the case of Portal 2 regarding the measures Precision, Recall 

and the F1-measure. In all other cases of H3a/b, our evaluation yields significant coefficients 𝑏3 ranging from 

0.004 to 0.39. This means that the amount of additional features and their feature values and the amount of filled 

up feature values per user show moderator effects. The effect size indicated by Cohen’s 𝑓2 ranges from 0.0003 

to 0.094. By a detailed consideration of the results for Hypotheses H3a/b, two interesting observations can be 

made. First, similarly to the discussions above, RMSE shows the largest effect sizes. Second, in the case of H3a 

(Portal 2) the p-values of the coefficient 𝑏3 were above the significance level of 0.05 for the measures Precision, 

Recall and F1-measure. This may be reasoned by the lower additional item content (7 of 19 features) as well as 

the lower number of users (505 users) in this particular evaluation. Thus, according to the results of H3 users 

with a stronger increase in the amount of additional features and their feature values or in the amount of filled up 

feature values are suggested to have a significantly higher increase in prediction accuracy. This means that web 

portals – similar to the discussion above – can manage and increase the prediction accuracy for specific users 

(e.g., users with low versus high sales volumes) by extending the content of items, which have been rated by 

these users or which may be interesting and recommended for them in the future. In addition, another promising 

option would be to give providers as well as users, which mainly rate items with a lower number of available 

features, an incentive to provide additional data for these items. In return, the user community would benefit in 

this way from more appropriate item recommendations. 

The results of Hypotheses H4a/b and H5a/b indicate that the amount and diversity of additional item content 

does in general not moderate the increase in prediction accuracy as intuition might suggest. Although 

Hypothesis H4a can be supported by our evaluation with relatively high moderator effects indicated by Cohen’s 

𝑓2 ranging from 0.162 to 1.657 and with positive significant coefficients 𝑏3 (ranging from 0.02 to 0.70), 

Hypothesis H4b cannot be supported. This means that portals aiming to extend item content data should 

primarily focus on (selected) additional features with a high amount of feature values, but filling up features with 

a high amount of additional feature values does not lead to a higher increase in prediction accuracy in general. At 

first sight, this result is counterintuitive, as one would have expected that more filled up feature values would 
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lead to a higher increase in prediction accuracy. A reason why filling up individual features with a high amount 

of missing values does not result in a higher increase in prediction accuracy – indicated by p-values above 0.05 

of the coefficients 𝑏3 for all four evaluation measures – could be that the additional content was inferred by a 

deficient imputation method. However, this can be rebutted as a significant increase in prediction accuracy was 

achieved in H1b, which would be also caused by the inferred feature values and thus by the chosen imputation 

technique. Instead, it is necessary to consider the importance of features in this context. For example, the feature 

Special Needs with values such as Dog Allowed and Good For Dancing has more missing feature values (i.e., 

less available feature values) than the feature Parking Information with values such as Bike Parking and Private 

Parking Lot. Therefore, filling up missing values for Special Needs leads to a higher increase in completeness 

compared to Parking Information. However, as transportation (e.g., by bike, car or subway) is an important 

aspect for restaurant visitors in New York City, features such as Parking Information seem to be more important 

for the majority of users (and thus, may be better maintained by those users) than features such as Special Needs. 

In our evaluation, this importance is indicated by a higher increase in prediction accuracy when filling up feature 

values, for instance, for the feature Parking Information compared to filling up the feature Special Needs. This 

shows that the result of H4b may be caused by important features having potentially less missing data values in 

the baseline data set. The results regarding Hypothesis H4a can be reasoned in a similar way. Compared to all 

other hypotheses, effect sizes regarding Hypothesis H4a are the largest. Here, an analysis of the data of H4a 

(Portal 1) shows that adding features with a high amount of feature value assignments such as Special Services 

yield a high increase in prediction accuracy. This is reasonable, since the feature Special Services has the feature 

values Cheap Eats, Delivery and Take Out and therefore, Special Services seems to constitute an important 

feature for the user ratings for restaurants in general. This further indicates that important features for users are 

those features with a high amount of available feature value assignments with regard to Hypothesis H4a. 

Therefore, it is reasonable, that the effect sizes for the moderator in H4a are the largest. Overall, the results do 

not indicate that the amount of additional feature values by itself is a positive moderator, but a high amount of 

available feature value assignments in a data set may be an indicator for the importance of features and its impact 

on prediction accuracy (cf. H4a). 

Hypotheses H5a/b cannot be supported as indicated by coefficients 𝑏3 with negative sign or with p-values above 

the 0.05 level of significance. This means that a higher diversity of added or filled up features does not yield a 

higher increase in prediction accuracy. In general, adding a feature with exactly the same feature value 

assignments as an existing feature to the data set should not yield any increase in prediction accuracy, as stated 
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by the literature (Mitra et al. 2002; Tabakhi and Moradi 2015). Hence, the increase in prediction accuracy caused 

by adding features to a data set is expected to decrease with the similarity of these additional features to the 

existing features. Therefore, we would have anticipated that adding and filling up features with a high diversity 

would enable the recommender system to differentiate items in more details, thus leading to more accurate 

recommendations to users. However, an analysis shows that even features with a high diversity can be of low 

importance to users and thus, result in a low increase in prediction accuracy. For example, the additional feature 

Production Company with feature values such as Paramount Pictures or Twentieth Century Fox brings high 

diversity to the baseline feature Genre, as indicated by a mean cosine distance of 0.96 between the features 

Production Company and Genre. Nevertheless, adding only this feature has low impact on the increase in 

prediction accuracy (e.g., the RMSE decreased only by 0.002). This seems reasonable, as production companies 

produce diverse movies with different actors, directors and of different genres and therefore, the feature 

Production Company is usually of low importance for the majority of users. This underlines that features exist 

which have diverse feature value assignments, but their importance is low for users. Contrary to works such as 

(Mitra et al. 2002; Tabakhi and Moradi 2015), which propose to sort out features with high similarity (i.e., low 

diversity), this shows that the diversity or similarity of features may only be a subordinate factor for the impact 

of completeness on the prediction accuracy. In total, the increase in completeness by the amount of additional 

feature values (H4) as well as by the diversity of added/filled up features (H5) does not constitute a positive 

moderator of the impact of completeness on prediction accuracy. 

Based on these findings and the above discussion, the contribution of our work to the existing body of 

knowledge can be outlined. Blake and Mangiameli (2011), Feldman et al. (2018) and Woodall et al. (2015) 

proposed and substantiated that completeness – in the sense of the amount of available feature values – has a 

significant impact on evaluation criteria such as decision quality of specific considered decision support systems. 

Complementary to these works, our results show that not only a higher amount of available feature values, but 

also adding new features to the feature set can have a significant impact on evaluation criteria of decision 

support systems and in particular recommender systems. Furthermore, so far, the impact of data quality was 

validated for different evaluation criteria. The works of Bharati and Chaudhury (2004) and Ge (2009) supported 

the impact on the evaluation criteria decision-making satisfaction and decision quality. Blake and Mangiameli 

(2011), Feldman et al. (2018) and Woodall et al. (2015) demonstrated the impact on data mining outcome. 

Supplementing these findings, our work is the first to analyze the impact of data quality – in particular 

completeness – on the evaluation criterion prediction accuracy. Moreover, our results show that the impact of 
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data quality can be significantly influenced by moderators. While our findings support the so far not examined 

statement that the impact on prediction accuracy is moderated by the increase in completeness per item and per 

user, they show that the amount of additional feature values is not a positive moderator in this regard. Moreover, 

our findings do not support the intuitive concept that the diversity of features is a positive moderator of the 

impact of completeness on prediction accuracy.  

Following this discussion, notable implications can be concluded for applications in practice. Expanding the 

discussion above, it is crucial for business owners to provide a large(r) number of features for their businesses 

and to check whether additional important features are available. The resulting increase in completeness leads to 

more accurate recommendations of these businesses, which better fit the users’ preferences. Similarly, the 

acquisition of additional data is highly advantageous for web portals. It allows improved recommendations and 

enhances the efficacy of the web portal. Moreover, our findings should encourage meta portals, which already 

make use of data from different web sources, to further collect additional features and feature values and, in this 

way, to provide high quality recommendations. Currently, many meta portals (such as trivago.com) mainly focus 

on the integration of user ratings and reviews from different sources and mostly ignore the impact of an extended 

item content data set. By recommending items based on data with increased completeness, meta portals can 

exploit a much higher potential of making high quality product recommendations for customers. In case of 

limitations in acquiring additional features or feature values, it is important to focus on important additional 

features, which may be indicated by a high amount of available feature values. In contrast, a high diversity of 

additional features is not required. 

Conclusions, Limitations and Directions for Future Work 

We investigate the impact of the data quality dimension completeness of item content data on prediction 

accuracy. Based on a theoretical model derived from literature, hypotheses are formulated and substantiated. 

These hypotheses focus on the impact of adding features and filling up missing feature values on the prediction 

accuracy of recommendations, which was assessed by the measures RMSE, Precision, Recall and the F1-

measure. The hypotheses are evaluated on two real-world data sets, one from the domain of restaurants and 

another one from the domain of movies. Our results yield that rating predictions are significantly more accurate 

when more features and feature values are available. Moreover, this impact of completeness on the increase in 

prediction accuracy is moderated by the amount of additional features and their feature values or the amount of 

filled up feature values per items and per users. In contrast, this statement does not hold for features. While 
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adding features with a high amount of feature values leads to a higher increase in prediction accuracy, filling up 

a high amount of feature values or adding features to the existing content with a high diversity does not lead to a 

higher increase in prediction accuracy. Here, our results suggest that the importance of features to users is an 

essential factor for the increase in prediction accuracy. Our findings are not only valuable from a scientific 

perspective but also in practice for business owners as well as for web portals and meta portals. 

Our work also has some limitations, which could be starting points for future research. In this paper, we 

increased completeness by adding features from other web portals as well as by imputing missing feature values. 

Nevertheless, other approaches to increase completeness are possible. For example, a feature set could be 

extended with features based on user-generated item tags as proposed by Zhang et al. (2010). Similarly, feature 

values could be filled up by analyzing additional textual data using text mining to extract non-available feature 

values (Ghani et al. 2006). Another limitation are the costs of data preparation and computation caused by 

adding features and their feature values or by filling up missing feature values. In our evaluation settings, the 

necessary additional time and costs are reasonable: For example, the computation time of CBMF for training and 

evaluating the model for Hypothesis H1a (Portal 1) was raised from 285 seconds to 488 seconds for all 

users/items, for Hypothesis H1a (Portal 2) from 10 seconds to 24 seconds. However, these costs might indeed be 

relevant for applications with a vast amount of additional item content data. Furthermore, it would be highly 

interesting to test the impact of other data quality dimensions such as currency on recommendation quality. 

Additionally, in this paper we focus on different metrics for prediction accuracy as the most important quality 

measures for recommender systems (Shani and Gunawardana 2011). However, as the goals of a recommender 

system can be very diverse (e.g., introducing customers to the full product spectrum) further metrics can be of 

particular interest for other application scenarios (Jannach et al. 2016). Thus, further research on the impact of 

data quality assessed by other quality measures such as coverage, serendipity or scalability (Herlocker et al. 

2004; Shani and Gunawardana 2011) would also be relevant. Finally, in the future, tests similar to ours could 

also be conducted using data sets from further domains, such as recommendations for music songs.  
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Abstract 

The rapid development of e-commerce has led to a swiftly increasing number of competing providers in 

electronic markets, which maintain their own, individual data describing the offered items. Recommender 

systems are popular and powerful tools relying on this data to guide users to their individually best item 

choice. Literature suggests that data quality of item content data has substantial influence on recommendation 

quality. Thereby, the dimension completeness is expected to be particularly important. Herein resides a 

considerable chance to improve recommendation quality by increasing completeness via extending an item 

content data set with an additional data set of the same domain. This paper therefore proposes a procedure 

for such a systematic data extension and analyzes effects of the procedure regarding items, content and users 

based on real-world data sets from four leading web portals. The evaluation results suggest that the proposed 

procedure is indeed effective in enabling improved recommendation quality. 
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1 Introduction 

In line with the emergence and proliferation of the internet, e-commerce has developed into a major disruptor 

for retail business. Indeed, in 2020, retail e-commerce sales worldwide are estimated to hit $4.2 trillion, with 

its share of global retail reaching 16.1% and rising further to 22% in 2023 (Statista 2019). This rapid 

development of e-commerce has implied a swiftly increasing number of competing providers in electronic 

markets (e.g., Amazon and Walmart in general retail, Booking.com and HRS in hotel bookings, Yelp and 

TripAdvisor in restaurant bookings). Providers – even of the same domain – maintain their own, individual 

data sets containing information regarding the offered items (e.g., products or services), which usually vary 

in their attributes (content) to describe even the same items. For instance, Booking.com provides detailed data 

on location score and furniture of hotels, which is not offered by HRS. This data as well as the recommender 

systems commonly present on such e-commerce platforms aim at guiding users to their individually best item 

choice, improving user stickiness and increasing platform revenue (Zhou 2020). Such supporting systems are 

mandatory as customers regularly need to make a choice between a plethora of items (e.g., songs, movies, 

restaurants, hotels) on e-commerce platforms (Kamis et al. 2010; Levi et al. 2012; Richthammer and Pernul 

2018; Tang et al. 2017; Vargas-Govea et al. 2011). It is thus hardly surprising that recommender systems in 

particular have been established as one of the most powerful and popular tools in the field of e-commerce in 

recent years (Ricci et al. 2015a; Scholz et al. 2017; Smith and Linden 2017). 

As recommender systems are data-driven tools, the quality of the data which a recommender system is based 

on is assessed to be one of the issues recommender systems research is strongly involved with (Bunnell et al. 

2019) and may have substantial influence on the resulting recommendations (Picault et al. 2011; Sar Shalom 

et al. 2015). Here, data quality is a multidimensional construct comprising several dimensions such as 

accuracy, completeness and currency of data (Batini and Scannapieco 2016; Pipino et al. 2002; Wand and 

Wang 1996), with each dimension providing a distinct view on data quality (e.g., Heinrich et al. 2018). For 

recommender systems examining the item content data (attributes and attribute values of items), achieving a 

more complete view on these items seems to be especially important (Adomavicius and Tuzhilin 2005; 

Picault et al. 2011), as “some representations capture only certain aspects of the content, but there are many 

others that would influence a user’s experience” (Picault et al. 2011). This means that the data quality 

dimension completeness is of particular relevance for recommender systems. 

Herein resides a considerable chance to improve recommendation quality by increasing completeness via 

extending an item content data set (e.g., from an e-commerce platform such as TripAdvisor) with additional 

attributes and attribute values from another data set in the same domain (e.g., from an e-commerce platform 

such as Yelp). This opportunity is particularly promising for search portals offering a meta view by compiling 

information from various platforms (e.g., trivago.com), which currently simply juxtapose the data and do not 

use an extended data set for the application of a recommender system. Yet, how to systematically achieve 

more complete item content data sets and realize the expected advantages for recommender systems is left 

unanswered in existing research. Thus, the paper at hand investigates the following research question: 

 

How can an item content data set be systematically extended with respect to the data quality dimension 

completeness, aiming to improve recommendation quality? 

 

As recommender systems are an important category of decision support systems (Power et al. 2015), this 

research is in line with recent works which have revealed a significant impact of data quality dimensions, 

especially completeness, on data-driven decision support systems (e.g., Feldman et al. 2018; Heinrich et al. 

2019; Woodall et al. 2015).  

The remainder of the paper is organized as follows. In the next section, the general and theoretical background 

as well as the related work are discussed. Thereafter, a procedure for the systematic extension of an item 

content data set with attributes and attribute values from another item content data set is presented, providing 

the basis for determining recommendations. In the fourth section, the proposed procedure is evaluated in two 

e-commerce real-world scenarios and resulting effects on recommendation quality are analyzed. The final 

section summarizes the work and discusses limitations as well as directions for future research. 
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2 Foundation 

This section first discusses the positioning of recommender systems in the field of decision support systems 

in e-commerce as general background of our research. The second part of this section presents a theoretical 

model regarding the relationship between data quality and decision support systems – especially 

recommender systems – based on a discussion of existing literature. The third part of the section discusses 

related work and identifies the research gap addressed by this paper. 

2.1 General Background 

Recommender systems have become a highly relevant category of decision support systems (Power et al. 

2015). In particular, in e-commerce, recommender systems are often necessary as users regularly need to 

make decisions for purchase, consumption or utilization of items (e.g., songs, movies, restaurants or hotels) 

from a plethora of possible alternatives available in information systems (IS) on e-commerce platforms 

(Kamis et al. 2010; Levi et al. 2012; Richthammer and Pernul 2018; Tang et al. 2017; Vargas-Govea et al. 

2011). 

More precisely, the high number of items together with the high number of users on e-commerce platforms 

lead to the problem of information overload, which is widely discussed by many researchers in the past 

decades and thus, constitutes a major subject of IS research in fields such as e-commerce (Lu et al. 2015) or 

management of business organizations (Edmunds and Morris 2000). In particular, information overload 

denotes the phenomenon regarding an individual’s ability to appropriately cope with solving problems (e.g., 

making a choice) when more information is available than the individual can assimilate (Edmunds and Morris 

2000). This is, users often do not have the skills and experience to adequately evaluate the large number of 

available alternatives for making their choice (Ricci et al. 2015b; Scholz et al. 2017). The resulting problem 

leaves users of e-commerce IS unable to make effective decisions due to this large volume of information 

(e.g., items) to which users are exposed to (Hasan et al. 2018; Lu et al. 2015; Richthammer and Pernul 2018; 

Scholz et al. 2017). In order to address the problem of information overload, the literature suggests for IS 

providers in e-commerce to incorporate decision support systems, in particular recommender systems, to 

assist users in their decision-making (Bunnell et al. 2019; Karimova 2016; Lu et al. 2015). Therefore, 

recommender systems aim at individually preselecting smaller sets of relevant items for each single user (i.e., 

information filtering; cf. Lu et al. 2015) to allow for good decision-making in a personalized and comfortable 

way avoiding to overwhelm the user (Manca et al. 2018). 

Here, recommender systems are especially suitable to tackle the information overload problem, since they 

constitute data-driven systems, which enables them to individually support each user’s decision-making in 

an automated manner (Bunnell et al. 2019; Karumur et al. 2018; Lu et al. 2015). A variety of IS research 

aims to tackle the information overload problem in the field of e-commerce by developing different 

approaches for recommender systems (e.g., Content-Based Filtering; cf. Aggarwal 2016; Jannach et al. 2012; 

Ricci et al. 2015a). In particular, recommender systems process different types of data (e.g., user rating data 

or item content data) in order to derive the individual users’ preferences, which are stored in a user profile, 

based on data such as users’ historical evaluations of other items (cf. Peska and Vojtas 2015; Ricci et al. 

2015a). To enable recommendations of high precision, the matching of the user profile against item profiles 

(i.e., the content data of an item) or against other user profiles is highly relevant (Ricci et al. 2015a). This 

further emphasizes the key role of data (e.g., item content data) for recommender systems to enable 

individualized decision support for a large number of users in e-commerce settings (e.g., during shopping 

experiences on e-commerce websites; cf. Heinrich et al. 2019; Kamis et al. 2010).  

In e-commerce, recommender systems not only assist users and make their experience on e-commerce 

platforms more comfortable, but they also create business value for the IS providers (Bunnell et al. 2019). 

By integrating recommender systems into a wide variety of e-commerce activities such as browsing, 

purchasing, rating or reviewing items, the resulting diversity of generated data (e.g., item content data, user 

rating data or click-stream data) can be used for modeling of user profiles and thus support certain marketing 

activities such as cross-selling, advertising or product promotion (Karimova 2016; Lu et al. 2015). It is thus 

hardly surprising that in recent years, recommender systems as data-driven tools have emerged to be among 
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the most frequently applied decision support systems in the field of IS in e-commerce (Ricci et al. 2015a; 

Scholz et al. 2017; Smith and Linden 2017). 

As recommender systems support user choices mainly on the basis of data, it seems promising to investigate 

how the data quality (e.g., completeness of item content data) influences the quality of recommender systems 

in the field of e-commerce. 

2.2 Theoretical Background 

The systematic procedure presented in this paper aims to contribute to further research investigating the 

relationship between data quality and (data-driven) decision support systems. At first glance, it might seem 

natural and obvious to suggest that more data always has a positive influence on decision support (especially 

when provided by a system). However, research in different areas shows that more data does not always lead 

to better results of decision support systems in general (e.g., when selecting features based on which a 

decision is obtained; cf. Mladenić and Grobelnik 2003; Vanaja and Mukherjee 2019), as different data sets 

(e.g., with more or fewer attributes) may lead to varying results of decision support. Thus, the impact of the 

data quality of data values on different evaluation criteria of decision support systems such as decision quality 

or data mining outcome has been studied in existing literature (e.g., Bharati and Chaudhury 2004; Blake and 

Mangiameli 2011; Feldman et al. 2018; Ge 2009; Heinrich et al. 2019; Woodall et al. 2015). Yet, this research 

neither focuses on how to systematically achieve more complete item content data sets nor on how to define 

a well-founded procedure, but instead tries to explain the relationship between data quality and evaluation 

criteria of decision support systems. In this regard, such explanatory models are the theoretical background 

in data quality research which we aim to support by our work. Thus, this background is briefly discussed in 

the following. 

Bharati and Chaudhury (2004) assess the effects of the data quality dimensions accuracy, completeness and 

currency on the ability of an online analytical processing system to sustain decision-making. Ge (2009) 

discusses accuracy, completeness and consistency and their impact on decision quality. Blake and 

Mangiameli (2011) assess the impact of accuracy, completeness, consistency and currency on data mining 

results in order to support decision-making in companies. Woodall et al. (2015) analyze the impact of 

completeness on classification outcomes used for supporting users in their decision process. Feldman et al. 

(2018) propose an analytical framework to investigate the effects of incomplete data sets on a binary classifier 

that serves for decision support. Heinrich et al. (2019) examine the impact of the amount of available 

attributes and attribute values on the prediction accuracy of recommender systems. 

Summing up, the focus of these papers is to investigate in which way and to what extent improving the quality 

of data values, especially the dimension completeness, leads to an improvement in evaluation criteria of 

particular decision support systems. A relevant and widely used category of decision support systems which 

assists users facing decision-making problems are recommender systems (Porcel and Herrera-Viedma 2010; 

Power et al. 2015). Based on this and in line with Heinrich et al. (2019), we refer to the theoretical model for 

describing the relationship between data quality and decision support systems, presented in Fig. 1. 

 

Fig. 1 Theoretical Model (according to Heinrich et al. 2019) 
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The theoretical model in Fig. 1 indicates a direct relationship between data quality and decision support 

systems. In particular, the theoretical model suggests this relationship between completeness of item content 

data (attributes and attribute values) and recommendation quality of recommender systems. With this model 

as theoretical background, the procedure presented in this paper proposes how to systematically extend items 

in an item content data set with attributes and attribute values of the same items from a second item content 

data set in order to gain a more complete view on the considered real-world entities (e.g., movies or 

restaurants). Thus, this systematic procedure forms the basis for an even more precise and well-founded 

investigation of the impact of completeness on the recommendation quality of data-driven decision support 

systems (especially recommender systems) in the future.1 In particular, it enables theoretical relationships 

(i.e., similar to Fig. 1) for different data sets to be analyzed in a transparent and comprehensible manner. 

Furthermore, this procedure can serve as an already evaluated template for future procedures in order to 

support the investigation of further data quality dimensions (e.g., consistency) in other data-driven decision 

support systems. 

2.3 Related Work and Research Gap 

In this section, we present approaches dealing with data extension in the context of recommender systems 

and analyze relevant works discussing data quality aspects related to recommender systems.2 Thereafter, we 

summarize existing contributions and identify the research gap addressed by this paper. 

To prepare the related work, we followed the guidelines of standard approaches (e.g., Levy and Ellis 2006). 

In particular, we performed a literature search on the databases ACM Digital Library, AIS Electronic Library, 

IEEE Xplore, ScienceDirect and Springer as well as the proceedings of the European and International 

Conference on Information Systems, the International Conference on Information Quality and the ACM 

Conference on Recommender Systems. Subsequently, we examined whether these works represent relevant 

approaches for our research by reading title, keywords, abstract and summary and also conducted a forward 

and backward search in order to find further relevant works. After analyzing the resulting papers in detail, 

eighteen articles were deemed relevant. These papers could be organized within two separate categories, with 

each category containing nine works. 

(1): The first category of works copes with some kind of data extension in the context of recommender 

systems. For these works, the effect on decision quality and in particular recommendation quality is vital 

(“fitness for use”). This is a crucial difference to general approaches for data extension (e.g., in the context 

of data warehouses), where the effect on decision quality is often unclear or difficult to assess. Although all 

papers of the first category consider data extension and its effect on recommendation quality, none of the 

approaches describes the systematic extension of an item content data set with additional data from the same 

domain in the form of a procedure in the context of recommender systems, which is the contribution of our 

research. Moreover, the approaches differ in the kind of extended data (1A), the entities extended with data 

(1B) and in the usage of different methods for data extension (1C). 

(1A): Several recent articles focus on the extension of data with data from a distinct area, for example, data 

from different domains such as music and film (cross-domain data sets; Abel et al. 2013; Ntoutsi and 

Stefanidis 2016; Ozsoy et al. 2016), context information such as time and location (multi-dimensional data 

sets; Abel et al. 2013; Kayaalp et al. 2009) or data from different social and semantic web sources such as 

Wikipedia, Facebook and Twitter (heterogeneous data sets; Abel et al. 2013; Bostandjiev et al. 2012; Chang 

et al. 2018; Kayaalp et al. 2009; Ozsoy et al. 2016). These approaches examine whether the diversity of data 

types leads to improved recommendation quality but do not systematically extend item content data with 

additional data from the same domain. 

(1B): Other works in literature analyze user profiles from different social networks (Abel et al. 2013; Li et 

al. 2018; Ozsoy et al. 2016; Raad et al. 2010). The matching user profiles are merged across different 

                                                        
1 In this regard, an implementation of the procedure is available on GitHub (GitHub 2020). 

2 Some approaches for data extension with regard to completeness (e.g., cf. Naumann et al. 2004; Bleiholder and Naumann 2008; Scannapieco and Batini 

2004) mainly deal with technical issues (e.g., wrapper architecture, database architecture) or model-oriented aspects (e.g., schema mapping, operators, join 

approaches), which are not within the scope of this work. 
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networks to produce a positive effect on recommendation quality. However, these works do not focus on 

item content data at all. 

(1C): Finally, some recent works focus on the extension of item or user data from multiple data sources in 

the context of recommender systems (Abel et al. 2013; Bostandjiev et al. 2012; Bouadjenek et al. 2018; 

Ozsoy et al. 2016). These approaches rely on tools such as BlogCatalog, Google Social Graph API, Google 

Search API or OpenID, which provide information for the matching of users or items. However, these works 

do not focus on describing the systematic extension of an item content data set and instead use external, non-

transparent methods for data extension, which severely limits their applicability in other scenarios. 

(2): The second category of works explicitly recognizes the importance of data quality for recommender 

systems (Amatriain et al. 2009; Basaran et al. 2017; Berkovsky et al. 2012; Burke and Ramezani 2011; 

Heinrich et al. 2019). In particular, Heinrich et al. (2019) examine the impact of the number of available 

attributes and attribute values on prediction accuracy of recommender systems by testing hypotheses but do 

not provide a procedure for extending an item content data set with additional attributes and attribute values. 

Further approaches give rise to concepts that deal with data quality issues in the context of recommender 

systems. For instance, data sources used by a recommender system can be chosen user-dependently as data 

sparsity and inaccuracy have been identified to impact recommendation quality (Lathia et al. 2009). Sar 

Shalom et al. (2015) tackle sparsity and redundancy issues by deleting or omitting certain users or items 

while Pessemier et al. (2010) analyze consumption data such as ratings in regard to currency. Further, Levi 

et al. (2012) use text mining on user reviews from various sources to alleviate the cold start problem of new 

users by assigning them to so called context groups.  

In summary, none of these works provides a systematic procedure for the extension of a data set with item 

content data of another data set from the same domain. The works in category (1A) focus on the extension 

with data from a different area, but they do not target on data representing the same items, which is a decisive 

characteristic of our research. The works in category (1B) do not focus on item content data but instead 

analyze user profiles from various social networks. In contrast to this, we provide a procedure for the 

matching and extension of item content data. The works in category (1C) use existing tools for data extension, 

especially for user data. Such an extension is non-transparent, highly dependent on these tools as well as the 

application scenario and does not allow to support the analysis of theoretical relationships (cf. Fig. 1) between 

different data sets in a verifiable and comprehensible manner. Additionally, no explicit procedure for 

extending an item content data set with additional attributes and attribute values in detail is given. The works 

of the second category analyze the impact of data quality on recommender systems. However, only Heinrich 

et al. (2019) analyze effects of a more complete view on items by data set extension. Yet, this work does not 

aim to provide a procedure for the extension of item content data in the context of recommender systems. In 

contrast, the authors present an explanatory analysis based on hypotheses testing. To conclude, none of these 

approaches presents a systematic procedure for the extension of a data set with item content data of another 

data set from the same domain. 

3 A Procedure for Extending an Item Content Data Set 

In this section, we propose a procedure for the systematic extension of a data set in the context of 

recommender systems, aiming to improve the quality of the resulting recommendations. We discuss and 

substantiate in detail how to extend a data set DS1 containing items and item attributes from a certain domain 

(e.g., movies, restaurants or hotels) by using a data set DS2 containing items and item attributes from the 

same domain.3 In particular, items in DS1 are extended with attributes and attribute values of the same items 

from DS2. This means that in a first step duplicates have to be detected before in a second step, the data sets 

can be actually integrated into one data set.  

The exact elaboration of these two steps in the context of recommender systems addresses our research 

question and thus represents the contribution of this paper. In a subsequent step, the resulting data set 

extension can be evaluated by determining recommendations based on the extended data set and assessing 

                                                        
3 If more than two data sets are available, the procedure can be applied iteratively. 
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the resulting recommendation quality. Since different existing content-based or hybrid recommender systems 

can be used for this step, it is not a core element of the procedure. The procedure is illustrated in Fig. 2 and 

described in the following. 

 

Fig. 2 Procedure to Extend an Item Content Data Set in the Context of Recommender Systems 

3.1 Duplicate Detection in the Context of Recommender Systems 

An item in a data set DS1 usually has different attributes and attribute values compared to its corresponding 

duplicate item in a data set DS2 (e.g., because the portals have heterogeneous data policies), making duplicate 

detection in the context of recommender systems a non-trivial task. Here, duplicate detection is a binary 

classification of item pairs (one item from DS1 and one item from DS2) with the two classes duplicate and 

non-duplicate. Due to a potentially large number of items per data set, duplicate detection should be carried 

out in a widely automated manner. To assist this task, literature proposes similarity measure functions (SMFs; 

e.g., the Jaro-Winkler function; Winkler 1990) to determine the similarity of key attributes (e.g., “Name” and 

“Geolocation” of a restaurant) between items from DS1 and DS2, with high similarity values indicating 

possible duplicates. We propose the following four Tasks 1.1-1.4 to configure and perform duplicate 

detection, acknowledging peculiarities in the context of recommender systems (cf. Fig. 3). 
 

 

Fig. 3 The Step Duplicate Detection in Detail 

In Task 1.1, the data for duplicate detection is standardized and prepared. This is necessary because different 

portals often specify varying values for (key) attributes (e.g., due to heterogeneous data policies). 

Furthermore, as the data is usually decentrally generated by many different users, these users often enter 

attribute values on their very own interpretation, leading to data quality problems in e-commerce platforms. 

These issues make duplicate detection for recommender systems data sets highly complex. For example, one 

and the same US phone number could be entered as “+1-212-283-1100” in one data set and as “(212) 283-

1100” in the other data set. Here, it is clear that a standardization of both phone numbers to “area code: 212, 

phone number: 2831100” helps determining that these numbers refer to the same phone connection in an 

automated manner. The standardization of the key attributes can be conducted by utilizing specific parsing 

tools which standardize the values of the key attributes (e.g., the python package “phonenumbers” for the 

key attribute “Phone”). After standardization, the values for all key attributes of both data sets DS1 and DS2 

are stored in a common standard format. Nevertheless, even after standardization, duplicate items in DS1 and 

DS2 may differ in key value attributes caused by varying entered values (e.g., “283-100” instead of “283-

1100”). Subsequent to standardization, item pairs are prepared for binary classification in the next task. Here, 

each item from DS1 in combination with each item from DS2 is considered as an item pair. It is clear that 

most of these pairs are non-duplicates. Therefore, it is beneficial to discard the item pairs which are obvious 
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non-duplicates (e.g., restaurants with a GPS distance larger than 1,000 meters), which is referred to as 

blocking in literature (Steorts et al. 2014). 

Task 1.2 comprises the binary classification of item pairs as duplicates or non-duplicates. In many contexts, 

this classification can be performed rather easily in a supervised manner. However, in the context of 

recommender systems, generally, no substantial amount of labeled training data (i.e., item pairs labelled as 

(non-)duplicates) is available for a supervised classification. Therefore, it is crucial to perform item pair 

classification in an unsupervised manner, not requiring any labeled training data (cf., e.g., Jurek et al. 2017). 

In the following, we describe the basic ideas of such an algorithm and emphasize the crucial peculiarities of 

the algorithm in the context of recommender systems. The algorithm starts with an initialization, followed 

by the proper classification and ends with all item pairs being classified as duplicate or non-duplicate. 

The initialization consists of the selection of SMFs that are used for the classification. For each key attribute 

available in both data sets DS1 and DS2, adequate SMFs have to be specified. The choice of SMFs primarily 

depends on the data type of the respective key attribute. In particular, for key attributes containing string 

values and key attributes containing numerical values, different SMFs have to be used (e.g., the haversine 

SMF for GPS data values and the Jaro-Winkler SMF for string data values; cf. Table 1). Here, it is important 

to not only select one SMF per key attribute, but to select multiple SMFs with different characteristics, since 

the compared values of the key attributes may also exhibit varying deviations and specifications. For string 

attribute values with different suffixes (e.g., a restaurant is represented by “Fluffy’s New York” in DS1 and 

by “Fluffy’s Café & Pizzeria” in DS2), a SMF that focuses on the initial characters of a string such as the 

Jaro-Winkler SMF is appropriate. Further, for string attribute values with typographical errors (e.g., a 

restaurant is represented by “Fulffy’s” in DS1 and by “Fluffys” in DS2), a SMF addressing this special 

deviation such as the Levenshtein SMF is suitable. Therefore, it is important to utilize multiple SMFs for 

item pair classification to cope with the challenges of highly diverse data values in the context of 

recommender systems. To further elaborate on the specification of SMFs for item pair classification, we give 

a broader discussion of selected SMFs with different characteristics in Table 1 based on Christen (2012) and 

state their properties and examples in the context of recommender systems. 

The proper classification is then conducted via an unsupervised ensemble self-learning algorithm, which 

improves results compared to just using the values of SMFs for classification (Jurek et al. 2017). This self-

learning algorithm starts with training a certain binary classifier. The training is conducted on a small set of 

training data, which consists of the item pairs with the highest similarity values (implicitly labeled as 

duplicates) and item pairs with the lowest similarity values (implicitly labeled as non-duplicates) and thus 

does not need to be labeled manually. This binary classifier is then used to predict the classes of all other 

item pairs. The item pairs classified with a high certainty are then added to the training data. Subsequently, 

the binary classifier is trained again and the steps are gradually repeated until all item pairs are classified as 

either duplicates or non-duplicates by this certain binary classifier. To further increase the robustness of the 

classification result, multiple such binary classifiers are used with the described self-learning method and the 

obtained results are then aggregated to obtain the final stable result of the item pair classification. 
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Table 1. Selected Similarity Measure Functions and their Application in the Context of Recommender 

Systems 

Similarity measure functions Properties Examples in the context  

of recommender systems 

Levenshtein 

The Levenshtein SMF is based on the 

minimum number of edit operations of 

single characters necessary to 

transform a string 𝑠1 into a string 𝑠2. 

• Appropriate for misspellings/ 

typographical errors 

• Inappropriate for truncated/ 

shortened strings and divergent 

pre-/suffixes 

• Complexity: 𝑂(|𝑠1| ∗ |𝑠2|) 

Typographical error in 

the attribute “Restaurant 

Name”: “Fulffy’s” vs. 

“Fluffys”.  

Jaro 

The Jaro SMF is based on the number 

of agreeing characters 𝑐 contained in 

the strings 𝑠1 and 𝑠2 within half the 

length of the longer string, and the 

number of transpositions 𝑡 in the set of 

common substrings. 

• Appropriate for misspellings/ 

typographical errors 

• Inappropriate for long divergent 

pre-/suffixes 

• Complexity: 𝑂(|𝑠1| + |𝑠2|) 

 

Misspelling in the 

attribute “Restaurant 

Name”: “Fluffy’s Café” 

vs. “Flufy’s Café”. 

Jaro-Winkler 

The Jaro-Winkler SMF extends the 

Jaro SMF, putting more emphasis on 

the beginning of the strings. 

• Appropriate for 

misspellings/typographical 

errors and divergent suffixes 

• Inappropriate for long divergent 

prefixes 

• Complexity: 𝑂(|𝑠1| + |𝑠2|) 

Divergent suffixes of the 

attribute “Restaurant 

Name”: “Fluffy’s New 

York” vs. “Fluffy’s Café 

& Pizzeria”. 

Haversine 

This SMF is based on the haversine 

formula, which measures the distance 

between two locations on earth. 

• Appropriate for geographical 

coordinates given in 

latitude/longitude 

“40.711, -73.966” vs. 

“40.710, -73.965”. 

 

In Task 1.3, it is necessary to resolve multi-linkages of duplicates resulting from Task 1.2. This problem may 

arise as an item from DS1 can be contained in more than one item pair classified as a duplicate. Thus, this 

item from DS1 is linked to more than one item from DS2. Similarly, an item from DS2 can be linked to more 

than one item from DS1. As the matched items will be proposed to users in the recommendation step, it is 

important to resolve these multi-linkages of items to avoid redundant and multiple recommendations of 

individual items. To resolve the multi-linkages, the prediction scores of the ensemble classifier from Task 

1.2 are used. Considering an item from DS1 linked to multiple items from DS2, only the linkage with the 

highest prediction score is retained and all other linkages are discarded. Analogously, only one linkage is 

kept when an item from DS2 is linked to multiple items from DS1. In this way, the n-to-n reference of items 

from DS1 and DS2 is firstly reduced to 1-to-n references and then to 1-to-1 references. 

Step 1 concludes with the validation of the results of the duplicate detection in Task 1.4, which is necessary 

to assess the quality of the duplicate detection. This quality plays an important role in the context of 

recommender systems, as false duplicates would result in erroneous data integrations in the next step of the 

procedure, and thereby, to negative effects on item recommendations. On the other hand, false negatives 

would result in feasible data integrations not being carried out, thus reducing the benefit of the procedure. 

Therefore, a small excerpt of item pairs, serving as test data, needs to be labeled as duplicates or non-

duplicates for validation purposes. Here, a random selection of item pairs to be labeled would result in the 

vast majority of these item pairs being labeled as non-duplicates, since most item pairs are indeed non-

duplicates. Therefore, it is important to take the calculated values of the SMFs into account and to also label 

item pairs which are more likely to be a real duplicate. Building on this labeled test data, the number of 

correct classifications (i.e., “true positives” and “true negatives”) and the number of errors (i.e., “false 
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positives” and “false negatives”) can be determined. Based on these numbers, evaluation metrics such as 

precision, recall and F1-measure can be assessed. If these evaluation metrics report unsatisfactory results, the 

classification errors may be analyzed and tackled. The evaluation metrics thus enable to ensure a high quality 

of the conducted duplicate detection and to provide data suitable for the next step of the procedure, which 

concludes Task 1.4 and thus Step 1. 

3.2 Data Integration in the Context of Recommender Systems 

In Step 2 of the procedure, attributes and attribute values of DS1 and DS2 are integrated to obtain the 

envisioned more complete view on items. In particular, matching attributes (i.e., attributes of DS2 also 

existing in DS1) and additional attributes (i.e., attributes only existing in DS2) have to be identified and the 

items’ attribute values have to be extended. To perform this integration in the context of recommender 

systems, we propose the following three Tasks 2.1-2.3 (cf. Fig. 4). 
 

 

Fig. 4 The Step Data Integration in Detail 

The goal of Task 2.1 is to identify matching attributes. To do so, the attributes of DS2 have to be compared 

to the attributes of DS1. The automated identification of matching attributes can prove to be non-trivial in 

the context of recommender systems because different portals often use varying names for the same attribute 

(e.g., “Artist” and “Performer”) due to heterogeneous data policies. An incorrect matching of attributes can 

lead to items being assigned wrong data and thus have a direct detrimental impact on recommendation 

quality. As this task is of relatively low complexity for humans, the identification may be performed in a 

manual manner (e.g., the manual matching of 143 attributes in DS1 to 251 attributes in DS2 in the application 

scenario regarding restaurants of our evaluation took approximately one hour and exhibited almost perfect 

inter-coder reliability). In contrast, an automated identification (e.g., using WordNet) may be error-prone, as 

it is difficult for an algorithm to directly identify attributes such as “Artist” and “Performer” as matching 

attributes. Furthermore, an automated identification requires a subsequent manual verification by humans, 

which is also time-consuming. Overall, an automated identification should only be performed when the 

number of attributes is extremely high, rendering a manual identification ineffective. In any case, all attributes 

of DS2 not matched to an attribute of DS1 are identified as additional attributes. 

In Task 2.2, the item content data is extended for each item in DS1. More precisely, the item content data 

subsequently consists of the attributes of DS1 and the additional attributes of DS2. Additional attributes allow 

a more complete view on the considered item and may improve recommendation quality. In particular, 

additional attribute values can have enormous leverage for users with many item reviews in the context of 

recommender systems, since a large number of affected rated items can be described in more detail with the 

additional content. Depending on the recommender system used or under trade-off considerations, it may be 

helpful to limit the number of the additional attributes considered for data extension. To identify a subset of 

additional attributes for which a strong improvement of recommendation quality is expected (e.g., attributes 

with very many missing values may hardly impact recommendation quality), several options are possible 

(e.g., the use of an attribute selection algorithm; cf. Chandrashekar and Sahin 2014; Molina et al. 2002). 

These options are discussed in more detail in Section 4.3. After selecting the additional attributes, for each 

item in DS1 for which a duplicate in DS2 was identified and for each additional attribute chosen, the 

respective attribute values of the duplicate are inserted into the item content data.  

After Task 2.2, some attribute values of items in the extended data set may still be missing because they are 

not provided by either data set (e.g., the values of the attribute “Genres” are not given for all items in the 
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movie domain). These missing values have to be addressed in Task 2.3, since many recommender systems 

cannot operate on missing attribute values. Moreover, missing attribute values may be detrimental to 

recommendation quality. Therefore, a further extension of item content data is enabled by imputation 

methods. More precisely, missing attribute values can be inferred via imputation based on non-missing 

attribute values in the extended data set. Here, the presented procedure provides an advantage compared to 

imputing values based on just DS1 as the attribute values from both data sets DS1 and DS2 are available and 

can be used as basis for the imputation. Table 2 discusses selected imputation methods and their relevance in 

the context of recommender systems based on Enders (2010). In addition to these imputation methods, it is 

also feasible to impute values in a user-specific way which is more flexible than assigning fixed values for 

the missing values in the extended data set. In this case, the missing values of all items rated by a user can be 

handled by an imputation method from Table 2 (e.g., Arithmetic Mean Imputation) to capture the user’s 

preferences more accurately when generating her/his user profile. 

Table 2. Selected Methods for Handling Missing Values and their Application in the Context of 

Recommender Systems 

Imputation methods Properties 
Examples in the context of recommender 

systems 

Arithmetic Mean Imputation 

(AMI) 

Missing attribute values are 

replaced with the mean attribute 

value of all items, where the 

values for this attribute are not 

missing. 

• AMI is convenient to 

implement 

• AMI attenuates 

standard deviation and 

variance 

Each missing value of the attribute 

“Runtime” is replaced with the mean 

value of “Runtime” (as an indicator) 

over all movies that do have a value for 

“Runtime”. 

Regression Imputation (RI) 

Missing values are replaced with 

predicted scores from regression 

equations. The regression 

equations are estimated by 

analyzing the extended data set. 

• RI is complicated to 

implement 

• RI attenuates standard 

deviation and variance 

(but less than AMI) 

For two hotel attributes “Price” (𝑃𝑖) and 

“Service” (𝑆𝑖), there are only missing 

values for “Service”. A regression 

equation 𝑆̂𝑖 = 𝛽̂0 + 𝛽̂1(𝑃𝑖) for the 

attribute “Service”, depending on the 

attribute “Price”, is estimated by 

analyzing the hotels with given values 

for “Service”. The missing values 𝑆𝑖 of 

“Service” are replaced by 𝑆̂𝑖. 

Hot Deck Imputation (HDI) 

Missing attribute values of an 

item are replaced with the 

corresponding values of the most 

similar item. 

• HDI is convenient to 

implement 

• HDI attenuates 

standard deviation and 

variance (but less than 

AMI) 

The movie “The Dark Knight” is the 

most similar movie to “The Dark Knight 

Rises”, as both movies belong to the 

batman trilogy of the director 

“Christopher Nolan”. The value of “The 

Dark Knight” for the attribute “Genres” 

is “Action” and thus, the missing value 

of “The Dark Knight Rises” for 

“Genres” is inferred with the value 

“Action”. 

3.3 Subsequent Step: Recommendation Determination 

Subsequent to duplicate detection and data integration, recommendations for users on e-commerce platforms 

can be inferred by applying a recommender system based on the extended data set and evaluating the resulting 

recommendations. This step is also necessary to analyze the effects of data set extension on recommendation 

quality. As our approach is tailored to data sets containing item content data in addition to rating data, it is 

feasible to apply both content-based as well as hybrid recommender systems that leverage both data types 
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(Ricci et al. 2015b). Handling item content data is very important in e-commerce settings, because the 

recommender system can map the potentially extensive needs of customers more accurately due to the more 

precise description of the items (e.g., proposal of tailored products based on product preferences). Therefore, 

for this subsequent step of our procedure, we suggest to apply the state-of-the-art hybrid recommender system 

approach Content-Boosted Matrix Factorization (CBMF; cf. Forbes and Zhu 2011), which utilizes both rating 

data and, in particular, item content data and is thus more comprehensive than collaborative filtering 

recommender systems. Matrix factorization approaches have become very popular through the Netflix 

contest, which started in 2006 and ended in 2009 (Koren 2009; Koren et al. 2009), and now constitute state-

of-the-art recommender systems (Kim et al. 2016; Ning et al. 2017). As a matrix factorization approach, 

CBMF learns a model by optimizing a loss function based on training data and therefore, preliminary steps 

such as attribute weighting or attribute selection are not necessary for CBMF (Koren 2009; Nguyen and Zhu 

2013). 

The basic idea of matrix factorization recommender systems is to decompose the rating matrix 𝑅 (users as 

rows; items as columns) into two low-rank matrices 𝑃 (representing users) and 𝑄 (representing items), with 

𝑃𝑄 ≈ 𝑅. Then, the idea of CBMF is to further decompose the matrix 𝑄 into a low-rank matrix 𝐴 and the 

matrix 𝐹 , with 𝐴𝐹𝑇 = 𝑄  and 𝐹  containing the attribute vectors of items (items as rows; attributes as 

columns). Hence, the overall idea is that the rating matrix 𝑅 can be approximated by 𝑅 ≈ 𝑃𝐴𝐹𝑇 . In particular, 

CBMF learns a 𝑛-dimensional vector of latent factors 𝑝𝑢 ∈ ℝ𝑛 for each user 𝑢 and a 𝑛-dimensional vector 

of latent factors 𝑎𝑓 ∈ ℝ𝑛  for each attribute 𝑓, such that the actual rating 𝑟𝑢𝑖  for a user-item pair (𝑢, 𝑖) is 

approximated by the predicted star rating 𝑟̂𝑢𝑖 = 𝑝𝑢
𝑇𝑞𝑖, with 𝑞𝑖 = ∑ 𝑎𝑓𝑓∈𝐹𝑖

 and 𝐹𝑖 being the set of attributes 

that are assigned to the item 𝑖. Finally, to evaluate the effects of the data set extension on recommendation 

quality, the rating data is split into training data for learning the parameters of the CBMF model (𝑝𝑢 and 𝑎𝑓) 

and test data to assess the recommendation quality via quality measures such as Root-Mean-Square-Error 

(RMSE; cf. Shani and Gunawardana 2011). 

4 Evaluating the Procedure in Real-world Scenarios 

In this section, we evaluate the proposed procedure in two real-world e-commerce scenarios. First, the 

reasons for selecting these scenarios are discussed and the used data sets are described. Thereafter, the 

evaluation of the procedure with respect to these data sets is outlined. Finally, important effects of the data 

set extension regarding items, content and users on recommendation quality are presented. 

4.1 Selection and Description of the Real-world Scenarios 

We evaluated the procedure in two real-world e-commerce scenarios regarding the domains of restaurants 

and movies. While these domains are frequent subjects of IS research in e-commerce (Chang and Jung 2017; 

Nguyen et al. 2018; Wei et al. 2013; Yan et al. 2015), both domains exhibit versatile facets and different 

challenges for a procedure for data set extension. Thereby, analyzing these two domains allows for a broader 

evaluation of the proposed procedure in e-commerce application scenarios.  

First, we selected the domain of restaurants because this domain is very challenging regarding duplicate 

detection (i.e., Step 1 of the procedure, e.g., the resolution of multi-linkages of duplicates (Task 1.3)) in the 

context of recommender systems. In comparison to other domains (e.g., the domain of movies as second 

scenario) there are items with the same name being found in the immediate vicinity (i.e., in the case of 

restaurant chains such as McDonald’s or Subway), which makes this domain especially challenging. For the 

real-world scenario in the domain of restaurants, we prepared data sets of two leading advertising web portals 

which provide crowd-sourced ratings about businesses (e.g., restaurants). The first portal (Portal R1) focuses 

on travel opportunities and businesses such as restaurants and provided over 650 million ratings whereas the 

second portal (Portal R2) specializes on local businesses such as bars or restaurants and provided over 150 

million ratings by 2020. These portals were chosen because an initial check revealed that, while both portals 

contain data about an overlapping set of real-world entities, they offer an interestingly different view (i.e., 

different attributes) on these entities. In particular, we selected the area of New York City (USA) as both 

portals provided a large number of items, users and ratings for this area. In this way, the evaluation of the 
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procedure and the analysis regarding its effects on recommendation quality could be performed on a 

sufficiently large data basis. Here, the data from Portal R1 consists of more than 8,900 items representing 

restaurants in the area of New York City, rated by over 380,000 users with approximately 850,000 ratings. 

The data from Portal R2 consists of over 18,500 items representing restaurants in the same area, rated by 

more than 580,000 users with around 2.4 million ratings. Each item of Portal R1 is described by the key 

attributes “Name”, “Postal Code”, “Geolocation”, “Address”, “Phone” and “District”, category attributes 

such as “Italian Cuisine” or “Pizza”, and business information attributes such as “Parking Available” or 

“Waiter Service”. In Portal R2, items are described by key attributes equaling those in Portal R1 as well as 

(partly different) category attributes and business information attributes. The data from Portal R1 contains 

around 3,000 missing values for one attribute whereas the data from Portal R2 contains more than 190,000 

missing values for 26 attributes. In our evaluation, we extended the data from Portal R1 with the data from 

Portal R2 (i.e., the data from Portal R1 served as DSR1 and the data from Portal R2 served as DSR2). Table 3 

describes the restaurant data sets. 

Table 3. Description of the Restaurant Data Sets 

 Portal R1 (DSR1) Portal R2 (DSR2) 

# of items (restaurants) 8,909 18,507 

# of users 386,958 583,815 

# of ratings 855,357 2,396,643 

# of key attributes 6 6 

# of further attributes (category attributes 

and business information attributes) 
143 251 

# of possible attribute values 1,247,260 4,589,736 

# of missing values 3,253 (0.26%) 190,789 (4.16%) 

 

In addition, we selected the domain of movies because this domain exhibits further but different challenges 

regarding item content data extension in the context of recommender systems. In comparison to the restaurant 

domain, the detection of duplicates and in particular the resolution of multi-linkages of duplicates is less 

challenging in the movie domain, since different movies have usually different titles (as key attribute) due to 

copyright standards. Nevertheless, Step 1 of the procedure is still favorable for movies in order to detect non-

trivial movie duplicates in case the movie titles do not exactly match, as key attributes can (slightly) vary 

between different portals in some cases (e.g., the movie titles “Mission: Impossible – Ghost Protocol” and 

“Mission: Impossible – Ghost Protocol (2011)” represent the same item). Moreover, an initial check revealed 

that the amount of missing values in the data sets of both movie web portals (Portal M1 and Portal M2) is 

very high compared to other domains (e.g., restaurants). This means that Step 2 of the procedure including 

the task of handling missing values is even more important for the real-world scenario in the movie domain. 

Hence, we prepared data sets of two leading web portals which provide crowd-sourced ratings about movies. 

Here, the data from Portal M1 consists of approximately 29,000 movie items, rated by over 425,000 users 

with nearly 530,000 ratings. The data from Portal M2 consists of over 12,500 movie items, rated by 

approximately 230,000 users with nearly 410,000 ratings. Each item of Portal M1 is described by the key 

attribute “Title” and further attributes such as “Brand”. In Portal M2, items are described by the same key 

attribute as in Portal M1 as well as by further attributes such as “Cast” and “Language”. The data from 

Portal M1 contains over 245,000 missing values for all attributes whereas the data from Portal M2 contains 

more than 1 million missing values for all attributes. In our evaluation, we extended the data from Portal M1 

with the data from Portal M2 (i.e., the data from Portal M1 served as DSM1 and the data from Portal M2 

served as DSM2). Table 4 describes the movie data sets. 
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Table 4. Description of the Movie Data Sets 

 Portal M1 (DSM1) Portal M2 (DSM2) 

# of items (movies) 28,973 12,842 

# of users 428,519 230,151 

# of ratings 528,777 409,935 

# of key attributes 1 1 

# of further attributes 13 103 

# of possible attribute values 376,649 1,322,726 

# of missing values 247,341 (65.67%) 1,082,387 (81.83%) 

4.2 Evaluation of the Procedure 

In this section, we discuss the evaluation of the procedure for extending data sets with item content data in 

the restaurant and movie domain and present the evaluation results for each step for both domains. 

4.2.1 Evaluation of Step 1 – Duplicate Detection 

In the following, we outline the evaluation of the duplicate detection step. More precisely, the goal of this 

section is to assess the evaluation metrics precision, recall and F1-measure of duplicate detection. Therefore, 

we first discuss how we conducted and validated the tasks of this step and then present the evaluation results.  

Since this step is more challenging for restaurants, we especially focus on this domain. 

To begin with, in Task 1.1, the key attribute values (cf. Table 5) of DSR1 and DSR2 were standardized due to 

inconsistent values caused by heterogeneous data policies among restaurant portals. For example, the postal 

code in DSR1 was given in the format “ZIP+4” (containing the standard five-digit postal code with four 

additional digits for postal delivery, e.g., “10019-2132”) and in DSR2 in the format “ZIP” (containing the 

standard five-digit postal code, e.g., “10019”). Hence, “Postal Code” was restricted to only the standard five-

digit postal code “ZIP” (e.g., “10019”) to achieve standardized key attribute values. In the data preparation 

subtask, pairs of restaurants which were more than 1,000 meters apart from each other based on the key 

attribute “Geolocation” were removed, due to these restaurant pairs being obvious non-duplicates. This led 

to a total of 11,492 item pairs, constituting the data for the next task “Item Pair Classification”. Task 1.2 was 

initialized by selecting adequate SMFs for all key attributes, following the argumentations given in Section 

3. For example, the SMFs “Jaro-Winkler” and “Levenshtein” were proved as useful for the key attributes 

“Name” and “Address” and the SMF “Haversine” was beneficial for “Geolocation” (Kamath et al. 2013). 

These key attributes were selected as no natural unique IDs for the restaurants were available across DSR1 

and DSR2. The duplicate detection then yielded at first 6,226 pairs classified as duplicates and 5,266 item 

pairs classified as non-duplicates. In Task 1.3, multi-linkages of items were resolved. For example, the 

restaurant “Sushi You” in DSR1 was contained in two item pairs classified as duplicates (with the restaurant 

“Sushi You” from DSR2 in the first pair and with the restaurant “Sushi Ko” from DSR2 in the second pair). 

Here, the prediction score of the first pair was higher than the score of the second one and therefore, only the 

first pair was retained. After resolving such multi-linkages, the number of duplicate item pairs decreased to 

5,919. With regard to Task 1.4, 500 item pairs (250 items presumed to be duplicates and 250 items presumed 

to be non-duplicates) were selected to validate our duplicate detection step. Thereby, the item pairs were 

examined by a web-based search which involved 1) visiting the homepages of the restaurants, 2) searching 

the restaurants via Google Maps and 3) using Google Street View to check the identity of restaurants. This 

method was necessary to reliably determine actual duplicates and non-duplicates as some non-duplicate item 

pairs were hard to identify. For example, the restaurants “Murray’s Cheese Shop” in DSR1 located at “254 

Bleecker St” in “West Village” and “Murray’s Cheese Bar” in DSR2 at “264 Bleecker St” in “West Village”, 

which seem to be very similar at first sight, turned out to be non-duplicates after the examination. The 
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validation of the duplicate detection yielded a precision of 95.9% (i.e., 235 of 245 classified duplicates were 

real duplicates; 240 of 255 classified non-duplicates were real non-duplicates), a recall of 94.0% (i.e., 235 of 

250 real duplicates were classified as duplicates; 240 of 250 real non-duplicates were classified as non-

duplicates) and a F1-measure of 94.9%, demonstrating a very high quality. Summing up, the first step of the 

procedure yielded 5,919 duplicate restaurant item pairs of high quality constituting the basis for Step 2 of the 

procedure. 

Table 5. Key Attributes of both Restaurant Portals 

Key 

attributes 
Data type 

Example key attribute values from both portals for a 

duplicate 

Name String 
“9 Ten Restaurant” (in DSR1), 

“9 10 Restaurant” (in DSR2) 

Postal Code Number 
“10019-2132” (in DSR1), 

“10019” (in DSR2) 

Geolocation 
Geographic coordinates 

(latitude and longitude) 

“N 40.76591° / W -73.97979°” (in DSR1), 

“N 40.7659964050293° / W -73.9797178100586°” (in DSR2) 

Address String 
“910 Seventh Avenue” (in DSR1), 

“910 7th Av” (in DSR2) 

Phone Number 
“+1 917-639-3366” (in DSR1), 

“(917) 639 3666” (in DSR2) 

District String 
“Midtown” (in DSR1), 

“Midtown West” (in DSR2) 

 

Next, we briefly outline the first step of the procedure for the movie domain. As described before, the 

duplicate detection step for the movie domain is in general less challenging than for the restaurant domain 

due to copyright standards. However, titles of movie duplicates do not always exactly match, since different 

movie portals have heterogeneous data policies (e.g., the movie titles “Mission: Impossible – Ghost Protocol” 

and “Mission: Impossible – Ghost Protocol (2011)” represent the same item). Hence, standardization of the 

key attribute “Title” in both data sets DSM1 and DSM2 is necessary (e.g., removing the year of the movie’s 

release). Thereafter, many duplicates can be detected directly by matching the standardized “Title” of movies 

in a large part of the cases (cf. Section 4.1). Similar as for restaurants, pairs of movies which were obvious 

non-duplicates (based on similarities of the key attribute “Title”) were removed during blocking leading to 

10,160 item pairs as result of Task 1.1. Since DSM1 also contained items going beyond regular 

cinematographic movies (e.g., other film material such as “The Theory of Evolution: A History of 

Controversy”), item pairs could only be identified for the mentioned 10,160 items in DSM1. In Task 1.2, 

SMFs such as “Jaro-Winkler” and “Levenshtein” were used for the key attribute “Title” for conducting item 

pair classification similarly as for restaurants. With no multi-linkages present in the result of Task 1.2 (i.e., 

Task 1.3 could be skipped), 9,438 movie item pairs were detected as duplicates. Similarly, as for restaurants, 

500 item pairs were prepared to validate duplicate detection by a manual web-based search. The validation 

of the duplicate detection for movies in Task 1.4 yielded a precision of 95.1%, a recall of 96.7% and a F1-

measure of 95.9%, demonstrating a very high quality for detecting duplicates. Summing up, the first step of 

the procedure yielded 9,438 duplicate movie item pairs of high quality constituting the basis for Step 2 of the 

procedure. 

4.2.2 Evaluation of Step 2 – Data Integration 

In this section, we outline the evaluation of the data integration step. The goal of this section is to assess how 

the completeness of the item content data could be increased through data integration. Therefore, we first 

establish how we conducted and validated the tasks of Step 2 of the procedure and then present the results of 

the evaluation. Since the number of further attributes in DSM2 (compared to DSM1) and the numbers of missing 

159



 16 

attribute values in DSM1 and DSM2 are very high (cf. Table 4), Step 2 is of particular relevance for the real-

world scenario regarding the movie domain. Nevertheless, Step 2 is also crucial for the real-world scenario 

regarding restaurants, as in this step the actual data set extension is performed. 

Following Task 2.1, as heterogeneous data policies among portals in the restaurant domain had led to 

different names of the same attribute and different levels of granularity used across DSR1 and DSR2, all 

attributes of DSR2 were compared to the attributes of DSR1 to identify matching and additional attributes. 

Thereby, 57 attributes of DSR2 such as “Japanese”, “Pizza” or “Vegan” were identified as matching attributes 

and 194 attributes of DSR2 such as “Attire”, “Karaoke” or “Take Out” were identified as additional attributes 

in a manual check requiring approximately one hour of work, exhibiting almost perfect inter-coder reliability. 

According to Task 2.2, these additional attributes are to be analyzed regarding an extension of DSR1. Here, 

for a first evaluation regarding the effects on recommendation quality, we used all additional attributes for 

the extension of DSR1. Thus, the extended data set contained all attributes of DSR1 and all additional attributes 

of DSR2. Thereafter, the item content data of DSR1 was extended and attribute values of duplicates were 

inserted. Further, we validated Task 2.3, which means, the remaining missing attribute values were imputed 

in a first step. To this end, we evaluated the use of the Hot Deck Imputation method (cf. Table 2), allowing 

the replacement of all missing values and yielding an item content data set without missing values. In total, 

the evaluation shows that the completeness of the item content data of DSR1 can be increased by integrating 

194 additional attributes from DSR2 and by imputation of 3,253 values in DSR1 and 190,789 values in DSR2. 

This emphasizes the superior data quality of the resulting extended data set compared to the basis data set 

DSR1 regarding the dimension completeness. 

In the case of the movie data sets, all 103 attributes of DSM2 such as “Genres”, “Cast” or “Language” were 

identified as additional attributes in Task 2.1. In Task 2.2, for a first evaluation regarding the effects on 

recommendation quality, we used all additional attributes of DSM2 for the extension of DSM1 similar to the 

case of restaurants. Thus, the attributes and values were inserted for the identified duplicates and thus, the 

extended data set contained all attributes of DSM1 and all attributes of DSM2. In Task 2.3, the remaining 

missing attribute values were imputed by means of the Hot Deck Imputation method (cf. Table 2) yielding 

an item content data set without missing values. In total, the evaluation shows that the completeness of the 

item content data of DSM1 can be increased by integrating 103 additional attributes from DSM2 and by 

imputation of 247,341 values in DSM1 and 1,082,387 values in DSM2. Therefore, the resulting extended data 

set shows strongly increased data quality compared to the basis data set DSM1 regarding the dimension 

completeness. 

4.2.3 Evaluation of Subsequent Step – Recommendation Determination 

Finally, we discuss the evaluation of the recommendation determination based on the extended data sets with 

increased completeness regarding both domains. After the data set extension in the first two steps of the 

procedure, the recommendations based on the extended data sets could be computed. As indicated in 

Section 3, we validated whether the hybrid recommender system approach CBMF (Forbes and Zhu 2011; 

Nguyen and Zhu 2013) can be utilized. We followed Nguyen and Zhu (2013) in regard to the default 

configuration for CBMF, with the only exception being the regularization penalty factor 𝜆, which has to be 

adjusted depending on the data set at hand (Koren et al. 2009). To this end, we compared the results of cross-

validation tests of different values for 𝜆 as described by Koren et al. (2009). In these tests, the value 𝜆 =

10−5 yielded the best results in terms of RMSE. After the execution of CBMF, the recommendations were 

evaluated by the following standard technique (cf., e.g., Shani and Gunawardana 2011). The ratings of DSR1 

and DSM1 were randomly split into a training set (67% of ratings) to learn the parameters of the CBMF model 

(𝑝𝑢 and 𝑎𝑓, cf. Section 3) and a test set (33% of ratings) for assessing recommendation quality. We quantified 

recommendation quality by the RMSE between the real ratings and the predicted ratings of the CBMF in the 

test set. To assess the recommendation quality based on the extended data sets compared to just data sets 

DSR1 or DSM1, respectively, the training of the CBMF parameters and the assessment of recommendation 

quality were validated on either the item content data of the extended data set or just on the item content data 

of DSR1 or DSM1. Here, in both cases (extended data set compared to the basis data set) the train-test-split 

remained the same such that a meaningful comparison of both cases was possible for both domains. The 
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recommendation determination could be applied in each case without restrictions and yielded 

recommendations for each user. In particular, our procedure was able to successfully navigate numerous 

challenges in this context (cf. Table 6), which are common when trying to extend an item content data set 

with respect to the data quality dimension completeness. This successful validation of the determined 

recommendations concludes the evaluation of the proposed procedure in both real-world scenarios. 

Table 6. Challenges in the Context of Recommender Systems 

Topics Challenges in the context of recommender systems References to 

procedure step / task 

Data / Content 

• Decentral data capturing by many different users 

results in data quality problems requiring 

standardization 

• Heterogeneous data policies among portals lead to 

different characteristics of the data across data sets, 

also requiring standardization 

• Item content data is a central decisive factor for e-

commerce business models and respective 

recommender systems 

1.1 Data 

Standardization and 

Preparation 

Key Attributes and 

Item Pair 

Classification 

• Labeled training data is missing in the context of 

recommender systems for a supervised item pair 

classification 

• No natural unique IDs are available for items (e.g. 

restaurants) 

• Values of key attributes are entered in a decentral 

way and depend on the users’ own interpretation 

leading to highly diverse data values 

• Items with the same name referring to the same 

organization (e.g., “McDonald’s”) and items with 

similar names referring to different organizations 

(e.g., “Sushi You” vs. “Sushi Ko”) in the restaurant 

domain are potentially in close proximity in urban 

areas; however, they have to be distinguished as 

separate items 

1.2 Item Pair 

Classification 

Matching Attributes 

• Heterogeneous data policies among portals lead to 

different names of the same attribute (e.g., “Bar” 

vs. “Pub”) 

• Portals potentially use different levels of granularity 

when describing the attributes (e.g., “Asian 

Cuisine” vs. “Japanese Cuisine”) 

2.1 Identification of 

Attributes 

Additional Attributes 

• Attributes and their values (e.g., eight times more 

attributes after data set extension in the movie 

domain) directly affect the quality of the 

recommender system and the resulting 

recommendations 

2.2 Extension of 

Item Data 

Missing Values 

• Many recommender system techniques cannot 

handle missing values (e.g., 75% missing attribute 

values had to be imputed in the movie domain) 

2.3 Handling 

Missing Values 

4.3 Effects on Recommendation Quality 

In addition to the evaluation of the procedure itself in Section 4.2, we observed and examined effects of our 

procedure on recommendation quality in both e-commerce real-world scenarios. These effects can serve as 
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a starting point for further investigations of the impact of completeness on the recommendation quality based 

on our procedure (cf. Section 2.2). In particular, besides evaluating the general impact of increased 

completeness on recommendation quality when applying the proposed procedure (Effect 1), we also 

investigated effects in detail on the results of the procedure from the three major dimensions related to 

(content-based and hybrid) recommendations in e-commerce (Heinrich et al. 2019): Items (Effect 2), content 

in form of attributes (Effect 3) and attribute values (Effect 4), and users (Effect 5). An overview of the results 

regarding these effects for both the restaurant and the movie domain is given in Table 7. 

Effect 1. Extending the basis data set (DSR1 and DSM1, respectively) by applying the proposed procedure 

improved recommendation quality considerably. 

Scenario regarding restaurants: Indeed, the more complete view on restaurants provided by the extended 

data set led to an improvement in recommendation quality of 13.2% (the RMSE achieved for the extended 

data set is 0.89, while the RMSE for just DSR1 is 1.02). The more complete view and its effect can be 

illustrated by an example considering the user “Michelle”, who had submitted 43 ratings overall. This user 

had, in reality, rated the restaurant “ShunLee” with a score of 4 stars. The rating of this restaurant as estimated 

by CBMF based on just DSR1 was 1 star, which means that there was a huge discrepancy between the real 

and the estimated rating. In the extended data set, the item vector of “ShunLee” was extended by all additional 

attributes and attribute values of its duplicate in DSR2 as described above. This extension led to a large 

improvement, as CBMF based on the extended data set determined a rating of 3 stars, which is much closer 

to the real rating of the user. Overall, the recommendations for “Michelle” based on the extended data set 

and based on just DSR1 resulted in RMSEs of 0.56 and 3.78, respectively. This example further illustrates the 

(considerable) improvement of recommendation quality. 

Scenario regarding movies: Compared to the restaurant domain, the overall effect of the procedure in the 

movie domain is even stronger, as the extension of DSM1 led to an improvement in recommendation quality 

of 24.6%. However, the baseline RMSE of 3.15 based on just DSM1 is inferior for the movie domain compared 

to the restaurant domain with a baseline RMSE of 1.02, which means, improving a higher baseline RMSE is 

comparatively easier. This puts the high improvement in recommendation quality in perspective. Besides 

this, individual analyses of users regarding improvements in recommendation quality can be performed 

analogously to the description above for restaurants. 

Effect 2. A sophisticated duplicate detection as proposed by our procedure yielded a high improvement in 

recommendation quality. 

Scenario regarding restaurants: In order to investigate the importance of duplicate detection (cf. Section 3.1) 

on the resulting recommendation quality, we further instantiated and evaluated the procedure with an 

alternative rule-based duplicate detection algorithm (cf. Christen 2012). To evaluate this alternative 

algorithm, we performed Task 1.1, Task 1.3 and Task 1.4 in the same way, but for Task 1.2, we chose the 

following decision-rule aiming for a simple but transparent classification of item pairs (𝐴, 𝐵):  

If 𝑗𝑎𝑟𝑜_𝑤𝑖𝑛𝑘𝑙𝑒𝑟_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑛𝑎𝑚𝑒(𝐴, 𝐵) > 𝑇1  and ℎ𝑎𝑣𝑒𝑟𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑔𝑒𝑜𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛  (𝐴, 𝐵) > 𝑇2  then 

item 𝐵 is classified as a duplicate of item 𝐴 else item 𝐵 is not classified as a duplicate of item 𝐴. 

We evaluated different threshold configurations for 𝑇1 and 𝑇2 resulting in the best validation results for the 

thresholds 𝑇1 = 0.9 and 𝑇2 = 0.909 (corresponding to a distance of 100 meters), which were used for the 

rule-based item pair classification. As the rule-based duplicate detection was rather restrictive with judging 

pairs of items to be a duplicate, the fewer pairs of items identified as duplicates by the rule-based duplicate 

detection were almost all correctly classified, resulting in a high precision of 96.8% (compared to 95.9% 

precision of the sophisticated duplicate detection). However, the rule-based duplicate detection mainly just 

identified the rather obvious duplicates, leading to this high precision but a quite low recall. More precisely, 

it was only able to identify 72.8% of duplicates as indicated by the recall (compared to 94.0% recall of the 

sophisticated duplicate detection). Thus, the rule-based duplicate detection also exhibited an overall lower 

F1-measure of 83.1% compared to 94.9% for the sophisticated duplicate detection, demonstrating the higher 

quality of the sophisticated duplicate detection. The assessed improvement in recommendation quality when 

conducting the remainder of the procedure using this duplicate detection with lower quality was only 9.8% 

(compared to 13.2% improvement for the sophisticated duplicate detection with higher quality assessed on 
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the same test set of ratings as in Effect 1). These results show that the sophisticated duplicate detection 

algorithm proposed by our procedure led to a significantly higher improvement in recommendation quality. 

Scenario regarding movies: Similarly, as for restaurants, we instantiated and evaluated a rule-based duplicate 

detection algorithm in the movie domain yielding 85.3% for F1-measure (compared to 95.9% for the 

sophisticated duplicate detection). Nevertheless, even the procedure with the rule-based duplicate detection 

yields an improvement in recommendation quality by 23.9%, which is smaller than the improvement based 

on the sophisticated duplicate detection, which is 24.6%. 

Effect 3. The extension of the basis data set (DSR1 and DSM1, respectively) with further attributes (of DSR2 

and DSM2, respectively) generally supported the increase in recommendation quality, with the extent of 

improvement depending on the attribute set used for the extension. 

Scenario regarding restaurants: To analyze and separate the effect of additional attributes for extension in 

Task 2.2, we split all additional attributes from DSR2 into two equally sized groups based on the absolute 

number of available values per attribute. First, we extended DSR1 with the set of additional attributes from 

DSR2 with a low number of available attribute values (Set 1), leading to an improvement in recommendation 

quality of just 0.1%. Second, the extension of DSR1 with the set of additional attributes with a high number 

of available attribute values (Set 2) achieved an improvement of 12.6%. In comparison, the extension of DSR1 

with all additional attributes of DSR2 (Set 3) led to an improvement of 12.7%.4 These results show that while 

the extension with additional attributes generally contributed to an improvement of recommendation quality, 

the extent of improvement depended on the number of available attribute values of the additional attributes. 

Thus, these results indicate that the increase in recommendation quality could mainly be traced back to 

attributes with a high number of available attribute values. Moreover, we investigated the extension of DSR1 

with all attributes of DSR2 (Set 4; i.e., additional attributes and matching attributes from DSR2) in order to 

further analyze this effect. This means, we omitted the identification of matching attributes (cf. Task 2.1) and 

extended DSR1 with all attributes of DSR2 (i.e., additional and matching attributes). Although another 57 

(matching) attributes were added compared to the extension with only additional attributes, the improvement 

of recommendation quality decreased slightly by 0.1% to 12.6%. This finding based on our chosen real-world 

scenario supports that more data (i.e., more attributes and attribute values) does not always lead to better 

results of decision support systems and, in particular, recommender systems (cf. Section 2.2). Therefore, the 

additional and more complete data provided by the matching attributes did not yield any added value, which 

is in line with works such as Bleiholder and Naumann (2008). In our application context, the matching of 

attributes led to just a slight improvement of the recommendation quality (0.1%), however, there may be 

application areas in which the matching of attributes contributes even more to an improvement of the 

recommendation quality and therefore Task 2.1 of the procedure is essential. 

Since both adding attributes and identifying matching attributes may cause effort, it would be interesting to 

further investigate how to choose an adequate balance between these efforts and the resulting benefits of 

improved recommendation quality. For instance, when the efforts for adding attributes are low, all additional 

attributes can be selected for extension. Otherwise, a limitation to a smaller set of (additional) attributes (e.g., 

attributes with a high number of available attribute values) may be reasonable to reduce high efforts while 

simultaneously accomplishing a similarly high improvement of recommendation quality.  

Scenario regarding movies: As for restaurants, we analyzed four sets of additional attributes (Set 1-4) from 

DSM2 regarding an improvement in recommendation quality. Since the scenario regarding movies did not 

yield matching attributes, all attributes of DSM2 constituted additional attributes and thus, the attribute sets 

Set 3 and Set 4 were identical. Here, the results regarding this effect for movies further underline the findings 

identified for restaurants as the improvement of 1.7% in recommendation quality for Set 1 was small 

compared to high improvements of 17.4% for the Sets 2-4. That is, the increase in recommendation quality 

could mainly be traced back to attributes with a high number of available attribute values. 

Effect 4. More attribute values (i.e., less missing values) resulted in increased recommendation quality.  

                                                        
4 The difference between the improvement of 12.7% in Effect 3 and the improvement of 13.2% in Effect 1 can be attributed to the fact that imputation of 

missing values is omitted in Effect 3. 
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Scenario regarding restaurants: In addition to the analysis of the set of attributes, we also investigated effects 

of item content data with respect to (missing) attribute values. We fixed the set of attributes in the extended 

data set and focused on the imputation of missing attribute values (cf. Task 2.3) in order to separate Effect 4. 

We examined three settings with a varying number of (missing) attribute values. In the first setting, we 

imputed all missing values according to Task 2.3, resulting in no missing values in the item content data set 

used. The second setting used the extended data set without imputing missing values. In our real-world 

scenario regarding restaurants, however, only four percent of attribute values were missing, which could limit 

the extent of potential effects of missing attribute values. Therefore, we considered a third setting, in which 

we randomly removed an additional ten percent of attribute values from the extended item content data set 

to examine the effect of missing attribute values more generally in the restaurant domain. This led to a total 

of fourteen percent of missing attribute values in this third setting. We evaluated all three settings regarding 

resulting improvements in recommendation quality (i.e., RMSE based on the extended data set vs. RMSE 

based on just DSR1). The results showed an improvement in recommendation quality of 13.2% for the first 

setting, 12.7% for the second setting and 6.5% for the third setting. 

Scenario regarding movies: In contrast to the scenario regarding restaurants, the movie data sets showed high 

numbers of missing attribute values (cf. Table 4) making this scenario especially promising for analyzing the 

effect of imputing missing values (in Step 2 of the procedure) on recommendation quality in a real-world e-

commerce application scenario. Similarly, as for restaurants, we examined the three settings with a varying 

number of missing attribute values. The results showed an improvement in recommendation quality of 24.6% 

for the first setting (i.e., the extended data set with imputed missing values), 17.4% for the second setting 

(i.e., the extended data set without imputed missing values) and 13.7% for the third setting (i.e., the extended 

data set without imputed missing values and 10% further removed attribute values).  

These results emphasize that recommendation quality benefits significantly from having more attribute 

values and, in particular, from imputing missing values, which constitutes a main task in the proposed 

procedure (cf. Task 2.3). 

Effect 5. Users with a high number of submitted ratings benefitted more from the data set extension than 

users with a low number of submitted ratings. 

Scenario regarding restaurants: For the analysis of this effect, we examined the relation between the number 

of ratings submitted by users and the increase in recommendation quality. To do so, we grouped all users into 

three equally sized groups based on their number of submitted ratings in the training set and examined the 

three groups individually regarding their improvement in recommendation quality. The first group containing 

users with the highest number of ratings (averaging about 29 ratings submitted per user) achieved a RMSE 

improvement of 17.1%. The second group, whose users had on average submitted about 15 ratings, recorded 

a RMSE improvement of 16.3%. Finally, the third group of users, with an average of about 10 ratings 

submitted per user, achieved the lowest improvement of recommendation quality, accomplishing a RMSE 

improvement of 9.9%. 

Scenario regarding movies: Analogous as for restaurants, we grouped the users in the movie scenario into 

three equally sized groups. The first group, whose users had on average submitted about 4 ratings, achieved 

the highest RMSE improvement of 45.4%. The second group, whose users had submitted about 2 ratings on 

average, still recorded a high RMSE improvement of 42.7%. Finally, the third group of users, with an average 

of about 1 rating submitted per user, achieved the lowest improvement of recommendation quality, 

accomplishing a RMSE improvement of only 6.0%. Although the improvement for the third user group is 

small, it is still noteworthy as these users with just 1 submitted rating have only rating data in either the 

training set or the test set. In particular, this means that even users without ratings at all (i.e., without ratings 

in the training set) benefit from extending the item content data set, which is of high relevance for e-

commerce applications, as the case of new users occurs very frequently. 

Overall, these results indicate that the improvement of recommendation quality depended on the number of 

ratings submitted by users, and that users with a higher number of submitted ratings benefitted more. In a 

detailed analysis, we concluded that this effect can be attributed to the fact that users with a higher number 

of submitted ratings mainly rated items for whom more item content was added. Thus, the extended data set 

enabled the recommender system to infer these users’ ratings even more accurately. 
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Table 7. Overview of Improvements in Recommendation Quality for each Effect 

Effects Evaluation configurations 

Relative improvements in 

recommendation quality 

(RMSE) by procedure 

application 

Restaurants Movies 

1 Standard procedure configuration (as outlined in section 4.2) 13.2% 24.6% 

2 Procedure with simplified rule-based duplicate detection 9.8% 23.9% 

3 

Procedure 

without 

imputation 

and … 

additional attributes with low number of 

available attribute values (Set 1) 
0.1% 1.7% 

additional attributes with high number of 

available attribute values (Set 2) 
12.6% 17.4% 

all additional attributes (Set 3) 12.7% 17.4% 

all attributes of DS2 (Set 4) 12.6% 17.4% 

4 

Standard procedure configuration (as outlined in section 4.2) 

(Setting 1) 
13.2% 24.6% 

Procedure without imputation (Setting 2) 12.7% 17.4% 

Procedure without imputation and further removed attribute 

values (Setting 3) 
6.5% 13.7% 

5 

Procedure for users with high rating numbers (Group 1) 17.1% 45.4% 

Procedure for users with moderate rating numbers (Group 2) 16.3% 42.7% 

Procedure for users with low rating numbers (Group 3) 9.9% 6.0% 

5 Conclusion, Limitations and Directions for Future Work 

Researchers have highlighted the relationship between data quality and decision support systems, and in 

particular recommender systems, in the field of IS. Based on a theoretical model, we present a procedure for 

the systematic extension of a data set DS1 with additional item content (attributes and attribute values) from 

another data set DS2 in the same domain. Thereby, the procedure aims to address data quality, especially by 

increasing the completeness of data sets and, in consequence, to improve recommendation quality of 

recommender systems. In a first step, an approach to detect duplicate items across data sets DS1 and DS2 is 

proposed. In a second step, we outline how item content data in DS1 can be extended by integrating the item 

content data of a data set DS2 as well as by imputing missing values. Based on these two steps, the resulting 

extended data set can be used by an arbitrary content-based or hybrid recommender system to determine 

recommendations in a subsequent step. We evaluate the procedure by using two real-world data sets 

regarding restaurants and movies, which constitute commonly analyzed domains in IS research on e-

commerce, and discuss effects on recommendation quality. Here, the results show that the presented 

procedure is indeed capable of improving recommendations considerably by means of item content data 

extension, which is in line with existing research (cf. Heinrich et al. 2019). Furthermore, we investigate 

different effects on the results of the procedure from the three dimensions items, content and users, revealing 

that the procedure was valuable in each investigated case and indicating under which circumstances a 

substantial improvement in recommendation quality was achieved. Complementary to existing research 

proposing general relationships between data quality and decision support systems, this work provides and 

evaluates a tangible procedure which enables to increase data completeness with the aim of improving 

recommendation quality. Moreover, this procedure serves an evaluated template for future procedures to 
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support the investigation of further data quality dimensions (e.g., consistency) for decision support systems 

in various e-commerce applications. 

The rapid proliferation of e-commerce has cemented the tremendous relevance of recommender systems. 

These systems are powerful data-driven decision support systems incorporated in many e-commerce 

platforms guiding users to their individually best item choice among a plethora of alternatives. Thereby, 

recommender systems address the problem of information overload, which constitutes a major subject of IS 

research in the field of e-commerce. While the steady increasing volume of information (e.g., about attributes 

of items) would further aggravate the problem of information overload for users, recommender systems 

actually can somehow invert this effect. In contrast to the limited cognitive capabilities of users, for 

recommender systems as automated data-driven systems, more information (e.g., item content data; i.e., 

attributes and attribute values) is highly useful to individually support the user’s decision-making and thus 

to further reduce the problem of information overload. To do so, increasing the completeness of the data (i.e., 

item content data) a recommender system is based on seems to constitute a promising way, which is studied 

in this paper by proposing a procedure for data set extension. Especially in established e-commerce domains 

(e.g., restaurants and movies), a higher completeness can significantly improve the recommendation quality 

for users (e.g., the selection of restaurants and movies), which in the long run strengthens the relationship 

between providers and users. 

Here, our evaluation encourages IS providers in e-commerce (e.g., online portals) to improve data quality by 

providing a straightforward way to increase completeness without the need of manual tasks such as visiting 

items’ websites or social media pages. Our procedure shows that achieving high data quality is indeed 

beneficial for companies, as the resulting improved recommendations support the various goals and purposes 

of recommender systems such as promoting cross- and up-selling or increasing customer loyalty (Jannach 

and Adomavicius 2016). Moreover, our results open up a way for portals with limited resources to balance 

the efforts and benefits associated to the procedure. For instance, as recommending items based on massively 

extended item content data can prove to be time-consuming, portals may prefer to focus on a subset of users 

or additional attributes based on the evidence found in Section 4. 

However, our work also has some limitations, which could be starting points for future research. First, while 

we focused on completeness as a highly relevant data quality dimension, extensions of data sets in the context 

of recommender systems could also take into account other data quality dimensions such as accuracy or 

currency. Second, we considered the extension of item content data based on additional structured data in 

this paper. Here, it would be promising to leverage modern information extraction approaches, such as aspect 

extraction with language models (e.g., BERT; cf. Xu et al. 2019). Thereby, data sets already used by IS 

providers could be extended by extracted features from unstructured textual data sources (e.g., online 

customer reviews). Moreover, another interesting perspective might be to incorporate the extension of user 

data into the procedure, which could in some cases be realized by, for instance, user linkage based on online 

social network accounts. Finally, the approach could also be applied to further data sets, possibly from other 

domains outside the field of e-commerce, in order to validate and substantiate the resulting effects on 

recommendation quality. 
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8 Conclusion

While each paper is self-contained and closes with its findings and outlook, major findings
of the dissertation as a whole can also be derived. Given a need for processing or analyzing
big data it is worthwhile to explore the use or modification of existing approaches from the
field of AI to meet demands. Developing completely new methods is not always necessary.
This first major finding can be demonstrated in multiple paper:

1. To facilitate the adaptation of process models, the presented approach relies heavily
on existing ways to define a planning domain and generate a plan in the field of
automated planning. Each adaptation case identifies the possible consequences of a
need for change and acts them out in accordance to those principles. As the evaluation
shows, this guarantees the generation of correct and complete process models while
significantly outperforming planning process models from scratch.

2. When evaluating the presented unified model to explain star ratings, BERT, an existing
feature extraction method (Devlin et al., 2019), is used to extract features of the
feature perspectives item aspects, user characteristics and user contexts. Similarly, the
explanatory model (GOPM, cf. Binder et al., 2019) was taken from literature. To
achieve considerably high explanatory power, effort was put into carefully selecting
an input (i.e., the feature perspectives) for existing models. No methodological
contribution was needed.

3. Factorization machines constitute the state-of-the-art in context-aware recommender
systems (Lahlou et al., 2017). The aim of GroupFM is to build upon the flexibility of
this approach and apply it in a group recommendation scenario. By doing so, baseline
approaches can be outperformed in terms of recommendation accuracy.

Each research strand defines and develops new concepts and methods. By carefully
selecting and combining these concepts and methods, new insights can be gained. This
constitutes the second major finding of this dissertation. It is substantiated by the following
examples:

1. The Multiple Pathway Anchoring and Adjustment Model (Cohen & Reed, 2006) from
the field of marketing is used to derive the different feature perspectives contained in
the unified model. Similarly, the Five Factor Model used in psychology to describe
and distinguish human personalty (McCrae & John, 1992) serves as a basis for the
operationalization of user characteristics.

2. In order to apply the presented procedure to systematically extend item content data,
at each step appropriate approaches have to be selected and evaluated. This includes
data standardization approaches, similarity measure functions as well as imputation
methods. Taken together, this procedure can lead to a considerable improvement in
recommendation quality.

With this in mind, future research endeavors might consider creating an overview of
existing approaches within the considered research area as well as neighboring areas. In that
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way, promising concepts and methods might be found that were not previously explored in
certain application scenarios. Furthermore, the possibility to combine different approaches
or transfer the general idea of one concept into another might support researchers to gain
deeper insights or solve existing problems.

Big data is not going away. Technical developments lead to new ways of generating and
gathering data. Therefore, new data-driven application scenarios will arise regularly. It is in
the hands of researchers and practitioners to identify such new applications of big data and
develop suitable approaches, products and services.
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