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ABSTRACT In large MOOC cohorts, the sheer variance and volume of discussion forum posts can make
it difficult for instructors to distinguish nuanced emotion in students, such as engagement levels or stress,
purely from textual data. Sentiment analysis has been used to build student behavioral models to understand
emotion, however, more recent research suggests that separating sentiment and stress into different measures
could improve approaches. Detecting stress in a MOOC corpus is challenging as students may use language
that does not conform to standard definitions, but new techniques like TensiStrength provide more nuanced
measures of stress by considering it as a spectrum. In this work, we introduce an ensemble method that
extracts feature categories of engagement, semantics and sentiment from an AdelaideX student dataset.
Stacked and voting methods are used to compare performance measures on how accurately these features
can predict student grades. The stacked method performed best across all measures, with our Random Forest
baseline further demonstrating that negative sentiment and stress had little impact on academic results.
As a secondary analysis, we explored whether stress among student posts increased in 2020 compared to
2019 due to COVID-19, but found no significant change. Importantly, our model indicates that there may be
a relationship between features, which warrants future research.

15 INDEX TERMS Ensemble method, natural language processing, MOOC, academic performance modeling.

I. INTRODUCTION16

Discussion forums provide a crucial point of contact for17

Massively Online Open Courses (MOOCs), where instructors18

and students communicate about course content, assignment19

queries and general socialisation. However, the large numbers20

of participants and the sheer variance and volume of posts21

can make it difficult for instructors to gain a sense of the22

emotional state of their cohort, which may be important in23

student outcomes. This has motivated studies such as [1]24

and [2] to develop approaches to detect salient features among25

The associate editor coordinating the review of this manuscript and

approving it for publication was Dongxiao Yu .

forum ‘noise’ and provide ways for instructors to identify 26

urgent posts for timely intervention. Many studies have used 27

sentiment analysis to interpret student behavior in MOOC 28

courses through discussion forum posts [3], [4], [5], [6]. 29

While sentiment is useful for understanding opinions, atti- 30

tudes and emotion, more recent studies have sought to dis- 31

tinguish further nuances in features such as stress to develop 32

more holistic models of student behavior. The challenge of 33

detecting sentiment and stress in a MOOC corpus is that 34

language used by students may not always conform to stan- 35

dard meanings. Therefore, detecting stress requires refined 36

methods, as demonstrated by the development of models such 37

as TensiStrength [7]. 38
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FIGURE 1. MOOC student performance modelling by online engagement
analysis.

Students studying through a wholly online mode are likely39

already predisposed to a number of life stressors, such as40

family commitments, full-time work or living in remote or41

isolated regions. The effects of COVID-19 in 2020 on brick42

and mortar tertiary students has been widely reported, par-43

ticularly with its impact on mental health [8], [9], but there44

is still a need to investigate the impact of the pandemic45

on MOOC students. In particular, a comparison between46

pre- and during-COVID behaviors will give insight into47

any behavioral changes resulting from this event, allowing48

researchers to understand how it impacted sentiment and49

stress in online learning modes. Our study uses an innovative50

approach in which we separate sentiment and stress into51

more nuanced representations, perceiving them as a spectrum52

rather than binary values, similar to work by [10].53

In this work, we use 2019 and 2020 data from the54

AdelaideX platform to learn a student behavioral model55

combining features such as engagement and semantics with56

sentiment and stress measures. Our research objective is to57

use these features to predict academic performances using an58

ensemble model, specifically to (1) compare the differences59

in these features between a pre and during-COVID student60

cohort; (2) observe the impact of stress on student academic61

performance between these years; and (3) rank the features in62

terms their overall importance to student outcomes. Figure 163

illustrates the concept of the study, which compares students’64

online engagement prior to and during COVID-19 to gain65

in-depth understanding of features in student behavior that66

impact academic performance. We are motivated by the need67

to refine existing techniques that extract meaningful represen-68

tations of student behavior from textual data. TensiStrength69

has previously been used to analyse short-form social media70

texts, with a specific concentration on stress related to public71

transport [7]. We apply TensiStrength to the MOOC domain72

and test its applicability using student posting data, which 73

may also be subject to event-specific stressors. 74

The work is driven by the following research questions: 75

1) How does stress compare to other discussion forum 76

features such as engagement, semantic and sentiment 77

in determining student academic performance? 78

2) Did stress increase among student cohorts during the 79

pandemic? 80

To achieve this, we use an ensemble method consisting 81

of three machine learning algorithms (Naîve Bayes, Random 82

Forests andDeep Learning), with overall results filtered using 83

stacked and voting methods. TensiStrength is used to extract 84

stress features and provide numeric calculations for sentiment 85

and stress measures. This will provide a more measured 86

understanding of the impact of COVID-19 on online learning. 87

As far as we are aware, this study is one of the first to utilise 88

TensiStrength in the educational space for detecting stress. 89

Our overarching contributions are the following: 90

• A method for distinguishing student engagement, 91

semantics and emotional measures such as sentiment 92

and stress 93

• An approach for ranking these features in terms of their 94

importance on student academic performance 95

• A model of student behavior built on granular feature 96

extraction to give MOOC instructors more insight into 97

the emotional state within student posts 98

• The development of an ensemble model that uses multi- 99

ple algorithms to produce the most accurate results 100

The development of the ensemble model provides a 101

platform-agnostic tool that can assist in identifying posts 102

that require urgent intervention, adding both theoretical and 103

methodological contributions to theMOOC research domain. 104

The paper is structured as follows. After this Introduc- 105

tion, Section II discusses state-of-the-art works related to 106

our study. The research problem and aim are defined in 107

Section III, followed by the research design and technical 108

details presented in Section IV. In Section V, the experiment 109

design and experimental results are reported, with the related 110

discussions presented in Section VI. Finally, Section VII 111

provides the conclusion and discusses future work. 112

II. RELATED WORK 113

Data-mining techniques are well-established in Social Media 114

research for retrieving textual content to model user behav- 115

ior [11], [12], [13], [14], [15]. While sentiment studies have 116

made significant advances into health fields such as mental 117

health (e.g., [16], [17], the application of machine learning 118

techniques to educational settings such as MOOCs is still 119

developing. A study by [18] determined that standard sen- 120

timent analysis methods such as those used in social media 121

research were unsuitable for the MOOC context. Instead, 122

they developed a BERT-based sentiment analyzer that out- 123

performed state-of-the-art social media sentiment predictors 124

with 0.94 accuracy. This demonstrates the need for purposed 125

models. 126
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Previously, sentiment analysis has been used for127

post-course reporting to improve course quality through128

opinion mining [19]. For these methods to have utility129

for real-time monitoring of MOOC forums, more nuanced130

NLP techniques must be employed to build more suitable131

models of student user behavior [3]. A novel classification132

method by [20] explored modified key emotional indicators133

to more accurately determine sentiment among uncommon134

ways of representing words (e.g.,‘‘this is bad’’ versus ‘‘this is135

baaaaad’’). Similarly, research by [21] showed that humour,136

sarcasm, idioms, and irony are often presented as positive137

sentiment when the intended message may be the opposite.138

While studies such as [22] have sought to address emo-139

tional engagement levels in students, there is still ongoing140

research on detecting stress and using it to build emotional141

models from textual data. For example, TensiStrength [7]142

measures stress and relaxation as separate metrics. This143

more distinguished approach may help interpret nuances in144

student posts more accurately, particularly when there are145

uncommon expressions and alternative modes of phrasing146

to denote their feelings about a course. In analysing event-147

based language, [23], [24] note that event-based posts such as148

‘running late’ may be correlated as stressful language, when149

in fact this might just be a neutral statement. In [23], they150

added pre-processing Word Sense Disambiguation (WSD) to151

the TensiStrength tool, which improved accuracy and per-152

formance for defining ambiguous terms in a sentence that153

had emotional meaning opposite to its literal definition. Ten-154

siStrength has previously been applied to detecting stress in155

tweets pertaining to transport and stressful events within com-156

muter experience [25]. The potential value of TensiStrength157

is to underpin tools for timely diagnosis of issues from users,158

highlighted by its direct benefits in industries reliant on cus-159

tomer satisfaction [25]. We can perceive student attitudes160

on MOOC forums in a similar fashion, by using posts as a161

representation of the level of satisfaction a user feels at a162

point in time in the course. Our study presents one of the first163

attempts to use TensiStrength in the educational domain.164

While [26] and [27] indicate that sentiment and emotional165

models complement one another, in the MOOC space stu-166

dents may post under stressful circumstances, meaning sen-167

timent alone may not be sufficient to build models of user168

behavior. Wei et al. [28] used text classification to identify169

features such as confusion and urgency alongside sentiment,170

to enhance insight into real-time behavior and understand171

which students required urgent intervention. Specific events172

or reactions to these events might impact opinions, sentiment173

and mental health states of users [21], [29]. Research by [14]174

measured temporal factors of sentiment changes such as175

post density, frequency, and content-oriented posts, while [4]176

included continuous variables such as message length, pos-177

itive or negative orientation and the number of responses178

to analyse textual behavior across the duration of a course.179

For a more comprehensive model of student behavior, it is180

necessary to incorporate features beyond sentiment. To this181

end, [30] analyzed ‘burstiness’ (posting frequency) at par-182

ticular temporal points in a course, which may be explain183

why students demonstrate particular sentiment or stress at 184

different milestones or times in a semester. 185

In systematic reviews of sentiment analysis in the edu- 186

cation domain, [6] and [31] found that Naïve Bayes and 187

Deep Learning were some of the more common techniques 188

used. Similarly, [4] demonstrate that RandomForest is widely 189

used to analyse forum messages. Therefore, we adopt these 190

three algorithms as baseline classifiers for our experiment 191

design over others. Our work combines prior research into the 192

development of a user behavioral model in theMOOC, taking 193

the COVID-19 pandemic as an overarching event. Numerous 194

reports indicate that this event impacted traditional student 195

cohorts, but there is presently a lack of understanding about 196

its effect on MOOC students. By extracting features such as 197

interaction patterns, common semantic behavior and more 198

nuanced analysis of sentiment and stress, a more holistic 199

model of student behavior in an online context can be deter- 200

mined. 201

III. RESEARCH AIM 202

We posit that student behavior can be represented as a set of 203

behavioral features. These features, denoted by f , are quanti- 204

fied or calculated and make up feature vector sets, denoted by 205

FV , which contain each featureweighting. Equation 1 defines 206

these feature vectors. 207

FV = {〈f1,w1〉, 〈f2,w2〉, . . . , 〈fn,wn〉} (1) 208

Here we use a student’s academic performance, defined as 209

ap, inside MOOCs as a label for these feature sets. We aim to 210

understand and clarify the coefficients within each behavior 211

set and their impact on both the overall behavior model 212

and ap by solving the function f ()̇ defined by Eq. 2. The 213

coefficients α, β, . . . , γ define the impact or importance of 214

each individual feature vector on AP for the model. 215

f ({α × 〈f1,w1〉, β × 〈f2,w2〉, . . . γ × 〈fn,wn〉})→ ap (2) 216

IV. METHODOLOGY 217

Our conceptualmodel is depicted in Figure 2. This framework 218

learns the function in Eq. 2 from a data source (solid-lined 219

boxes) and performs data engineering to synthesise addi- 220

tional values (dashed boxes) to finalise the proposed model. 221

Based on observations on MOOC student data, the model 222

is designed to learn from three types of features categories: 223

engagement, semantics and sentiment, as depicted in the 224

Venn Diagram in Figure 3. The learned model is then trained 225

and validated using machine learning prediction algorithms, 226

which outputs a usable instance of our proposed model. 227

The feature extraction layer is comprised of the feature 228

categories shown in Figure 3. Engagement describes the 229

intensity, or level of interaction, a student has with the discus- 230

sion forum and incorporates measures determined by overall 231

course activity. We choose to use the total number of active 232

days, denoted by ad , recorded per student in a course as our 233

temporal measure. An active day in this context is defined 234

as a day where a student has interacted with course content 235

beyond viewing a page, and is one of the measures that does 236
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FIGURE 2. Conceptual model for constructing a student-behavior model
in MOOCs.

FIGURE 3. Venn diagram of student performance model learned from
engagement, semantics, and sentiment features.

not focus purely on the discussion forum.We use the student’s237

post body text (s) to generate a set of semantic features,238

denoted by SM . An ‘on-topic’ score, ot is created, which239

defines how relevant or valuable a post is to the discussion and240

- by implication - the main topic of the course. ot measures241

the semantic distance between a post and the description of242

the correlating course. For example, a post discussing Hamlet243

TABLE 1. Table of engagement and semantic features.

made in a MOOC about Shakespeare would have a high ot 244

value, while the same post in a Data Science course would 245

have a low value. A summary of engagement and semantic 246

features extracted at this layer is shown in Table 1. 247

Academic Performance, ap, is used both for self-evaluation 248

for students and a label. From the dataset, ap is originally 249

provided as raw floating point number values. For our pur- 250

pose, we convert these to an adapted grade scheme reflecting 251

grade milestones at The University of Adelaide [32]: High 252

Distinction (HD) is between 85% and 100%; Distinction 253

(D) is between 75% and 84%; Credit (C) is Between 65% 254

and 74%; Pass (P) is between 50% and 65%; and Fail (F) is 255

49% and under. 256

In addition to these engagement and semantic measures, 257

we extract a set of sentiment and stress features denoted 258

by sen and str , respectively. These represent measures of 259

sentiment (how positive or negative a person feels about the 260

topic they are discussing) and stress (how stressed a person 261

feels about the topic they are discussing) among student 262

posts. These measures are often used separately in social 263

media environments [21], [33], [34], but rather than repre- 264

senting them as single spectrum values, here these features 265

are made up of a score describing the intensity of either 266

end of relax/stress or positive/negative sentiment spectrums. 267

Using two separate measures rather than a binary spectrum 268

is valuable as it allows for an element of nuance in senti- 269

ment measuring or ‘‘mixed feelings’’ from users. Addition- 270

ally, we believe that the opposite of stress is not necessarily 271

‘relaxation’, but rather a related measure, as not all stress is 272

inherently bad. For example, a student with high stress and 273

positive sentiment scores may be more accurately described 274

as ‘excited’ about something compared to a student with high 275

stress and negative sentiment scores. 276

TensiStrength uses a lexical approach with manually 277

derived lists of terms related to stress and relaxation [7]. 278

The approach looks to rank terms numerically based on their 279

contextual use, for example, as responses toward situations or 280

states. Differentiating between ‘good stress’ and ‘bad stress’ 281

is a valuable addition to our user behavior model. These allow 282

for description of mental state measures and how they impact 283
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TABLE 2. Table of sentiment features extracted.

academic performance as well as the entirety of student284

behavior. These features are summarised in Table 2.285

A. DATASET286

The project dataset is sourced from AdelaideX’s 1 courses on287

the EdX platform. This data is solely the property of The Uni-288

versity of Adelaide and AdelaideX. For our research scope,289

we restrict our selections between 1 January and 30 June290

for the years 2019 and 2020, and use only student-created291

data. During these periods, the same courses were being292

offered either as a new course or as a self-paced archived293

version, so we have similar student cohorts for each year. The294

2020 data captures the peak of the pandemic. We use 2019 to295

initially build the model, and we apply the same methods296

to 2020 data as a means of testing the model on another297

dataset. In this initial dataset, there were 4553 students in298

the 2019 cohort with 6436 posts, while in 2020 there were299

4258 total students with 8394 posts. These figures combine300

both auditing and verified students, which will be separated301

in our model.302

B. FEATURE EXTRACTION303

For our approach, we extract the aforementioned features304

identified from the processed AdelaideX dataset. Some of305

the features are available in data analytics packages, but the306

rest require manual calculation from raw values, or require307

some extra processing. Some parameters are applied to the308

extraction process. Ratio r is calculated with the number of309

active days, ad , and posts, p, for each student as defined in310

Eq. 3. We exclude students who have a value of p < 2 and a311

ratio of r < 0.1 to refine the dataset to active students.312

r = p/ad (3)313

Equation 4 defines the process of calculating a quantifiable314

measure of ot to investigate how valuable each post is to a315

student’s learning journey. This is achieved through function316

1AdelaideX: https://www.edx.org/school/adelaidex

f (s, cd) performing transformations on the student post body 317

text s and the description text of each course cd . 318

s→ f (s, cd)→ ot (4) 319

To construct f (s, cd), we utilise a modification of 320

BERT [35], optimised for NLP transformations on sentences, 321

or Sentence-BERT2 [36]. Normal BERT maps sentences 322

to a vector space, however, has limitations with common 323

similarity measures. Sentence-BERT overcomes this using 324

a Siamese/triplet network architecture, which improves pro- 325

cessing efficiency on big sentences. We use it to convert 326

the post content string (s) and the course description string 327

(cd) sourced from each course’s ‘about’ page into semantic 328

sentence embed values (sv and cdv respectively), while also 329

converting s into a semantically structured data item. The 330

distance value is calculated by comparing the course descrip- 331

tion value with each post and calculate the cosine distance 332

between each using PyTorch’s formula [37] outlined in Eq. 5. 333

The process of creating the variables for the proposed model 334

is outlined in Algorithm 1. 335

similarity =
x1 · x2

max(‖x1‖2 · ‖x2‖2, ε)
(5) 336

Algorithm 1: Calculation of ot for Each Post s Value
Result: ot is calculated for each post in data set
Input: s, cd
for each row in data set do

Encode s to sentence embed value sv;
Encode cd to sentence embed value cdv;
Use cosine similarity formula to calculate distance
between sv and cdv;

end
Output: ot

The semantic distance score typically ranges between 0 337

(not semantically similar to the corpus) and 1 (semantically 338

very similar or the same as the corpus). Negative scores in 339

the context of Sentence-BERT are inferred to indicate posts 340

that not only have very little in common with the overall 341

course topic, but also add little-to-no value to the discussion 342

forum. Posts with semantic similarity scores of ot < 0.02 343

were removed, as were short posts (10 words or less) to filter 344

out the ‘noise’ of introductory or meaningless posts. 345

To calculate sentiment and stress, the ‘BERT-ified’ text 346

content, s, is used. Sentiment scores are calculated using the 347

SentiStrength library [38], which has a proven record for 348

providing insight into a user’s short informal texts [10], [39]. 349

This treats the ‘BERT-ified’ post content string s as the input 350

and returns sentiment feature values which we manually add 351

to our dataset. We calculate stress scores based off of the 352

body text of the post made by the student using the library 353

TensiStrength [7]. This is represented in Eq. 6. 354

s→ f (s)→ [SEN , STR] (6) 355

2Sentence-BERT GitHub repository: https://github.com/UKPLab/
sentence-transformers
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C. MODEL DEVELOPMENT356

Our machine learning objective is to fit a series of numeric357

feature values, defined as x = [fv1, . . . , fvn], where n is equal358

the number of features extracted from a data source making359

up a student-behavior model. In Eq. 7, we run function f (x)360

and output predictions of the academic performance value361

associated with that post and student information.362

x → f (x)→ ap (7)363

The proposed model, denoted as M , combines engage-364

ment, E , semantic, SM , and sentiment, SN , can be formalised365

as follows in Eq. 8, where the features are combined into a366

single-layer data model.367

M = {[E1, . . . ,En], [SM1, . . . , SMn], [SN1, . . . , SNn]} (8)368

We remove elements discovered to have little impact on369

the importance coefficients when fitting the model – if the370

results do not change for other features once another is371

removed, then the element does not impact the rest of the372

model and is excluded. The baseline models we use to val-373

idate our MOOC dataset are: Naíve Bayes (NB), Random374

Forests (RF) and a Deep Learning Artificial Neural Network375

(ANN). As stated in Section II, these classifiers are the most376

commonly used in the educational domain and therefore377

represent standard classification techniques for experimental378

testing [6], [31].379

For our modelling purposes, we use a Gaussian NB imple-380

mentation in our technical model. We use Random Forests381

as a classifier, which implements the Gini index as a means382

of calculating branch splits. The implementation of RF and383

NB algorithms are achieved using Sklearn libraries as illus-384

trated in Algorithm 2. We implement an Artificial Neural385

Network (ANN) for our model using Keras described in386

Algorithm 3.387

Algorithm 2: Creation and Fitting of Machine Learning
Model Using NB or RF Algorithms
Result: Fitted machine learning model is created for

validation
Input:M = 〈E, SM , SN 〉
1. Create label variable for our model of ap of X ;
2. Define set of features for our model from feature sets
E, SM , and SN as Y ;
3. Create training and testing splits for X and Y
Xtrain,Xtest ,Ytrain,Ytest ;
4. Create model mod and initialise with machine
learning algorithm;
5. Fit mod with Xtrain,Xtest ,Ytrain,Ytest ;
Output:Model mod

Finally, we propose a combined algorithm that takes the388

best performing predictions from our previous algorithm389

implementations. The ensemble model uses a combined sam-390

ple of each algorithm defined above, which allows for more391

nuanced results and better performance overall across exper-392

iments, as illustrated in Algorithm 4.393

Algorithm 3: Creation and Fitting of an Artificial Neural
Network Model
Result: Artificial Neural Network model is fitted and

compiled
Input:M = 〈E, SM , SN 〉, k
1. Create initial model as in Algorithm 2;
2. Add visible and hidden layers to mod ;
3. Compile mod with categorical classifier;
4. Initialize compiler with k-fold cross validation;
Output:Model mod

Algorithm 4: Creation and Fitting of a Combined
Machine Learning Model
Result: Ensemble model is fitted and compiled
Input: modNB,modRF ,modANN
1. Create initial models as in Algorithm 2 for NB and RF
algorithms;
2. Create initial ANN model as in Algorithm 3 ;
3. Insert each model in a method that compiles and
validates each one in turn;
4. Compare results from each model and keep best
performing result;
Output:Model modcombined

This combinedmethod follows ensemblemachine learning 394

principles of using stacked and voting methods [40]. A stack- 395

ing method is an aggregate of our models’ predictions, taking 396

the best results for features across our models [41]. This 397

allows the strengths of each model to shine and contribute to 398

our prediction service. Comparatively, the voting method of 399

uses a ‘majority rule’ decision for our predictions not unlike 400

our Random Forests model, but using several models. This 401

generates results using a combined brain of all of our outlined 402

models to make decisions. 403

V. EXPERIMENT RESULTS 404

The aim of our experiment is to determine any significant 405

relationship between student posting behavior on discussion 406

forums and final grade, ap. From this, we can determine if 407

student behavior sets measurable and predictable patterns, 408

that can arrive at a particular grade. We use ap as the label 409

for our data model and the remaining features are for pre- 410

diction. Our testing/training split is 30/70% respectively and 411

we incorporate k-fold cross-validation as described in Algo- 412

rithm 3, where k = 5 to mitigate risk of an unbalanced 413

dataset and investigate performance stability. Experiments 414

were conducted using Python in a Jupyter Notebook environ- 415

ment on a remote university server owned by The Univer- 416

sity of Adelaide. We utilised the Python libraries: PyTorch, 417

Keras and Tensorflow, Sklearn and Sentence-BERT as 418

described in previous sections. Our performance measuring 419

schemes use industry-standard metrics, accuracy, precision, 420

recall and F1, utilising 5-fold cross validation to generate 421

them. 422
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TABLE 3. Resulting data model statistics.

TABLE 4. Significance between cohorts.

A. RESULTS AND ANALYSIS423

From initial experimentation, we observed that whether a424

student had paid or not played the largest role in representing425

their behavior. We decided to split the data along this feature426

(auditing and verified students) to better focus the model427

on behavioral measures. The resulting model statistics are428

shown in Table 3, with average scores used each central429

tendency measure. Average ap is calculated by taking the430

average numeric grade from our data source and fitting it to431

the grading categories.432

We conducted an independent samples t-test to com-433

pare significance between the central tendency measures434

(averages) of each cohort by year. The test was performed435

under the hypothesis that students engaged as consistently in436

2020 as they did in 2019 for (a) auditing students and (b) veri-437

fied students, equally. The resultant p-values are shown in the438

far right column of Table 4.439

From the p-value results in Table 4, we can observe that440

there is significance across several of the measures, with441

p-value < 0.05 for each cohort comparison across ad and442

r . In p and ot , the p-value showed significance among only443

verified cohorts, while p-value > 0.3 for auditing students.444

This indicates that engagement behaviors for the 2020 ver-445

ified cohort was significantly different compared to the446

2019 group, therefore, we can reject the null hypothesis that447

student groups engaged as consistently across all measures448

in 2020 as they did the previous year. For auditing students,449

the largest difference was in active days ad , meaning there450

was a clear drop off in simply accessing the course for the451

2020 group compared to the 2019 students. A key difference452

for verified students was in posting ratio r , which indicates453

that the 2020 group were using the forums far more per454

ad compared to the group in 2019. To understand whether455

personal emotion might have resulted in these key changes,456

we then conducted measures of stress and sentiment on the457

dataset.458

TensiStrength is used to extract stress from the dataset.459

Table 5 shows the values for positive and negative sen and460

TABLE 5. Resulting data model sentiment statistics.

TABLE 6. Naive Bayes algorithm performance results.

TABLE 7. Random Forests algorithm performance results.

TABLE 8. ANN deep learning algorithm performance results.

TABLE 9. Combined voting method of baseline models performance
results.

str , with a slightly greater degree of stress, −str , for verified 461

students in both years. 462

This model data shows a greater number of total posts in 463

2020 compared to 2019. Average ad reduced for all students 464

in 2020, but r increased significantly. Average overall p is 465

similar between 2019 and 2020, with verified student post 466

numbers reducing slightly in 2020. We validate the ap scores 467

using the features through our modelling layer processes, 468

with performance measures for the baseline models outlined 469

in Tables 6, 7 and 8. 470

Results show high performance measures of > 0.8 for all 471

auditing student cohorts, while verified cohorts have mixed 472

results. Random Forests performed the best out of the base- 473

line models, with all performance metrics reaching approx- 474

imately 0.5, save for an F1 score for verified students at 475

0.4651. 476

In Tables 9 and 10, the results of the voting and stacked 477

method results are compared. Looking purely at verified 478

students, the baseline models generally outperformed the 479

ensemblemethod in accuracy, however the votingmethod had 480

higher F1 values with 0.6781 for 2019 verified students and 481

0.502 for 2020 verified students, which were higher perfor- 482

mance than the baseline models and the stacked method. The 483

voting method was able to more accurately return ap values 484

for students. 485

Of the two, the voting method achieved the best per- 486

formance metrics across the board, out-performing most 487
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TABLE 10. Combined stacked method of baseline models performance
results.

FIGURE 4. Feature importance values for 2019 student cohort. Longer
bars indicate a higher importance, with student_post_ratio showing the
highest score and post_stress showing the lowest importance score.

measures found in other algorithms. Our ensemble method488

appears to largely use RF results. Among the baselines,489

RF provided best results for accuracy and precision in verified490

study modes. Naive Bayes appeared to work inconsistently,491

possibly because it assumes independence among features.492

We can take this as an indication that features are not inde-493

pendent, and may effect each other. Thus, the RF predictions494

more closely aligned with actual ap values, with accuracy495

scores > 0.5 for all cohorts.496

Finally, we compare the weighting of important features497

between the two years. Figures 4 and 5 are provided by498

the Random Forests algorithm, demonstrating which features499

had the highest importance for ap among students. These500

describe the importance values calculated by our experi-501

ments, correlating to α, β, . . . , γ in our original research502

definition formalised in Eq. 2. In 2019, r is weighted heavily503

in importance compared to other features, while in 2020 it is504

ranked third. Posting distance, the ot value, is ranked in the505

top two for both years, meaning students posting on topic in506

the forums had significant impact on their overall outcomes.507

It is observed that stress and sentiment have lower overall508

importance for both cohorts, with negative sentiment and509

negative stress ranked the least important features for both510

years. From this, there was relatively little change in stress511

during the pandemic. Engagement features still remained the512

most important indication of how students would perform in513

the course.514

VI. DISCUSSION515

Our overall results demonstrate that of the three categor-516

ical features, engagement had the most effect on student517

academic performance. This is consistent with observations518

in other similar studies. There were marginal differences in519

sentiment and stress scores between the two years - in fact,520

Table 5 demonstrates that 2020 verified students exhibited521

FIGURE 5. Feature importance values for elements in the proposed
model for 2020 student. cohort. Longer bars indicate a higher importance,
with post_distance showing the highest score and sentiment_neg
showing the lowest importance score.

less negative stress in their posts compared to the cohort in the 522

previous year. Positive sentiment and positive stress scores 523

were very similar across all cohorts, with negative sentiment 524

more or less remaining the same. 525

As highlighted in Table 3, in 2020 the active days ad 526

for all students decreased noticeably, while posting ratios r 527

for all students increased substantially. While students were 528

spending less time on the courses, their time on the forums 529

was up on the previous year as they showed more productive 530

behaviors. However, on topic scores ot were more or less 531

the same with previous year averages, so students were not 532

exhibiting more relevant posting behavior in spite of the 533

higher ratios. Results in Table 3 showed that the total number 534

of students in 2020 within our refined dataset was closer to 535

the original number, with 4098 retained against the original 536

number of 4258 after processing. Students from 2019 who 537

‘survived’ the pre-processing were much less compared to 538

their original count, with 2269 compared to 4553, meaning 539

over half were lost through our pre-processing. The impli- 540

cations for our ensemble method is that a greater proportion 541

of 2020 students were engaging in a more meaningful way 542

compared to the 2019 cohort. This might suggest that the 543

pandemic may have given verified students more incentive 544

or time to participate in 2020 than the group from 2019. 545

The differences in physical activity between auditing and 546

verified students was also captured in Table 3. Verified 547

students tended to produce more posts on the forum and have 548

more active days in the courses compared to auditing stu- 549

dents, who were particularly down in overall ad in 2020 from 550

2019. This was particularly evident in Table 4, where there 551

was significant differences in the active days of auditing 552

students between the two years, meaning the 2020 group 553

were comparatively less engaged and clearly impacted by 554

something as a whole. This could indicate the difference 555

in priorities during the pandemic for the 2020 cohort, with 556

auditing students unable to engage with online studies due 557

to life circumstances. Verified students were down in ad in 558

2020 compared to the previous year, however, the activity 559

levels were still significant enough to indicate that verified 560

students were far more invested in their outcomes. Table 4 561
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also showed a significant p-value for all engagement mea-562

sures for verified students, indicating that the 2020 verified563

students were behaving differently compared to the previ-564

ous cohort. While verified students generally are expected565

to participate in a course more by virtue of paying, it was566

clear that there was far more engagement in the 2020 cohort567

as a whole. These students may also have been driven to568

participate more due to unseen factors. As one starting point569

to further understand this change, future work needs to inves-570

tigate when active days ad occurred for each of these cohorts,571

for example, whether students accessed the course more dur-572

ing assessment milestones. This would provide insight into573

what points of a semester verified and auditing students are574

most likely to be active, and when instructors can alter their575

discussion forum communication to account for predicted576

student behavior. This also leads to the first key limitation577

that the 2019 and 2020 cohorts are not the same collective578

of students. While we can compare the engagement between579

these disparate cohorts, it would be useful to compare behav-580

iors across consecutive years using the same student group.581

This would provide more genuine insight and meaning to our582

quantitative results to see if there are significant differences583

in the same group of students as a result of the pandemic.584

There was also significant disparity between average585

grades achieved between verified and auditing cohorts, with586

all auditing cohorts achieving F compared to C or D as587

observed in verified cohorts. Auditing students not managing588

to achieve (or perhaps seeking to achieve) a passing grade589

is constant across both years, suggesting that the underlying590

patterns of these students are constant, which is a consistent591

observation in MOOC cohorts. The unbalanced nature of the592

dataset may contribute to the performance metrics, with 50%593

of grades denoted as F, while more granularity is required594

for passing grades that have a 4-tier spectrum. Additional595

granularity for failing students may improve this model for596

greater insight into sub-cohorts, who are presently not well-597

represented. For example, students who engage with the598

content but never attempt any assessments are grouped with599

students who attempt assessment and fail. These two groups600

are very different and this model may presently be limited by601

not differentiating between them. This may also indicate that602

the model remains useful for uneven year or cohort analyses,603

but this remains a limitation of our approach.604

Another key limitation is that although our metrics demon-605

strate that sentiment and stress do not play a significant606

role in academic performance, these quantitative results give607

little insight into student motivation, which is necessary for608

designing student engagement. Our results indicate that stu-609

dents made use of the forums, with posting on topic demon-610

strating clear impact on their grades. Posting_distance in611

Figures 2 and 3, was in the top two across both years. Neg-612

ative sentiment and stress levels, which were expected to be613

higher in 2020, showed no change. As stated previously, the614

interdependence of features may be a useful future investi-615

gation. A correlation between posting on-topic actively and616

reduction in stress may have useful implications for course617

designers, who can use this as an evidence-base to inform618

their students that engaging with forums more frequently can 619

have positive effects on their overall well-being. In terms 620

of the ensemble method’s potential as a real-time monitor- 621

ing tool, the use of TensiStrength demonstrates that there is 622

value in detecting stress in conjunction with other categorical 623

features. This can help instructors with not only insight into 624

student interaction, but gather emotional data that will can 625

help understand the overall mood of a large cohort. 626

VII. CONCLUSION 627

This work developed an ensemble method for modelling 628

student behavior using features of engagement, semantics and 629

sentiment/stress extracted from a MOOC discussion forum 630

dataset. Our objective was to observe the role of stress in 631

academic performance with a comparison between pre- and 632

during-COVID cohorts as a secondary analysis. The results 633

show that engagement had the most impact on student out- 634

comes, with stress and sentiment rated the least important, 635

even during the pandemic. Addressing the research questions 636

posited in Section I: (1) stress had little impact on academic 637

performance and ranked among the least important features 638

in both years, and (2) stress did not increase during the 639

pandemic, with results indicating its importance decreased 640

compared to 2019. TensiStrength was used for more nuance 641

in understanding stress, which may be useful for MOOC 642

researchers who are improving the potential of real-time 643

monitoring tools. 644

The work is limited by the selected data range. While 645

we aimed to compare pre- and during-COVID behaviors, 646

one year is perhaps inadequate to formulate an understand- 647

ing of pre-pandemic behaviors. It was clear that students in 648

2020 were engaging more actively with the forums compared 649

to the previous year, but whether this was due to the effects of 650

the pandemic remains unknown. Additional analysis should 651

expand the time range selection, to make a comparison 652

between yearly behaviors that would further contextualise 653

the results of 2020. Future work should also utilise more 654

granular analysis to model the behaviors of sets of students 655

within the datasets for refined comparisons. An interesting 656

future endeavour may be to identify a set of students who 657

are represented longitudinally across the course and mod- 658

elling their student journey, pre- and during-COVID years. 659

As indicated in our Discussion, a more longitudinal, granular 660

analysis that uses the same set of students would provide 661

more contextualised and meaningful insight into the impact 662

of stress and generate a clearer comparison. Nonetheless, 663

our approach to separate sentiment and stress into distinctive 664

features makes a contribution to textual classification studies. 665
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