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Abstract. The aim of this work is to extend to bounded finite potent
endomorphisms on arbitrary Hilbert spaces the notions of the Drazin-Star
and the Star-Drazin of matrices that have been recently introduced by D.
Mosié. The existence, structure and main properties of these operators are
given. In particular, we obtain new properties of the Drazin-Star and the
Star-Drazin of a finite complex matrix. Moreover, the explicit solutions
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inverse of a bounded finite potent endomorphism are studied.
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1. Introduction

For an arbitrary (n x n)-matrix A with entries in the complex numbers, the
index of A, i(A) > 0, is the smallest integer such that rk(A ) = rk(A*A)+1),
In 1958, Drazin in [8] showed the existence of a unique n x n complex
matrix AP, called the Drazin inverse, satisfying the equations:
o ATHLAD = A" for r = i(A);
o APAAP = AP,
o APA = AAP.
When i(A) < 1, it is known that the Drazin inverse AP coincides with
the group inverse A% .
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Moreover, given again A € Maty, x,(C), D. Mosi¢ has introduced in [10]
the notions of Drazin-Star and Star-Drazin matrices.

The Drazin-Star of a finite square complex matrix A is AP* = AP AA*
and is defined as the unique solution of the system of equations:

XA X =X
ATX = A" A*
X (AN = AP A,

where i(A) = r, A" is the Moore-Penrose inverse of A and A* is the conjugate
transpose of A.
Analogously, the Star-Drazin of A is the unique solution of

X(AY'X =X
XA" = A*AT
(AN)*X = AP A

and its explicit expression is A*P = A*AAP.
In particular, when i(A4) < 1, the Group-Star of A is the unique matrix
A7 satisfying that
o AFF (AT A#* = A%,
o AA#* = AA*;
o ATF (AT = A7 A;
and the Star-Group A*# is uniquely determined from the conditions:
o ANH (AN AMH# = A%,
o A¥HA = A*A;
o (AN A*# = A# A,

On the other hand, the notion of finite potent endomorphism on an arbi-
trary vector space was introduced by Tate in [20] as a basic tool for his elegant
definition of Abstract Residues.

During the last decade, the theory of finite potent endomorphisms have
been applied to studying different topics related to Algebra, Arithmetic and
Algebraic Geometry. Thus, Yekutieli in [21] and Braunling in [2] and [3] have
addressed problems of arithmetic symbols by using properties of finite potent
endomorphism; Debry in [7] and Taelman in [19] have offered results about
Drinfeld modules from these linear operators; and Cabezas Sanchez and Pablos
Romo have given explicit solutions of infinite linear systems from reflexive gen-
eralized inverses of finite potent endomorphisms in [4]. Moreover, the author of
this work has extended to finite potent endomorphisms the notions of Drazin
inverse, Group inverse and DMP inverses in [13], [15] and [16] and, recently,
has studied the properties of bounded finite potent operators on Hilbert spaces
n [14]. As far as we know, this last paper is the first approach for studying
finite potent endomorphisms from the point of view of the Functional Anal-
ysis that has appeared in the literature. Furthermore, the properties and the
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structure of the Drazin inverse and the DMP inverses of bounded finite potent
operators on Hilbert spaces have been provided in [12].

The aim of this work is to extend to bounded finite potent endomor-
phisms on arbitrary Hilbert spaces the notions of the Drazin-Star and the
Star-Drazin of matrices that have been recently introduced by D. Mosi¢. The
existence, structure and main properties of these operators are given. In par-
ticular, we obtain new properties of the Drazin-Star and the Star-Drazin of a
finite complex matrix. Moreover, the explicit solutions of some infinite linear
systems on Hilbert spaces from the Drazin-Star inverse of a bounded finite
potent endomorphism are studied.

The paper is organized as follows. In Sect. 2 we recall the definitions and
main properties of finite potent endomorphisms, the Drazin inverse, the core-
nilpotent decomposition of a finite potent endomorphism, the Moore—Penrose
inverse, the bounded finite potent operators and the Drazin—-Moore—Penrose
inverses.

Section 3 contains the main results of this work. Indeed, in this section
we prove the existence and uniqueness of the Drazin-Star and the Star-Drazin
inverses of a bounded finite potent operators on Hilbert spaces, we determine
the structures of these operators and we give their main properties. Moreover,
for bounded finite potent endomorphisms with index less or equal to 1, we
study the Group-Star and the Star-Group inverses.

Finally, the purpose of Sect. 4 is to apply the properties of the Drazin-Star
inverse of a bounded finite potent endomorphism for studying the consistence
and the general solutions of linear systems on Hilbert spaces.

2. Preliminaries

This section is added for the sake of completeness.

2.1. Finite Potent Endomorphisms

Let k£ be an arbitrary field, and let V be a k-vector space.

Let us now consider an endomorphism ¢ of V. We say that ¢ is “finite
potent” if ™V is finite dimensional for some n. This definition was introduced
by J. Tate in [20] as a basic tool for his elegant definition of Abstract Residues.

In 2007, Argerami et al. showed in [1] that an endomorphism ¢ is finite
potent if and only if V' admits a ¢-invariant decomposition V' = U, @ W, such
that Plo, is nilpotent, W, is finite dimensional, and Plw,, W, — W, is an
isomorphism.

Indeed, if k[x] is the algebra of polynomials in the variable z with coeffi-
cients in k, we may view V' as an k[z]-module via ¢, and the explicit definition
of the above ¢-invariant subspaces of V is:

o U, = {v € V such that ¢"™(v) = 0 for some m}.
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v € V such that p(¢)(v) = 0 for some p(z) € k[z]
* e relatively prime to x '

Note that if the annihilator polynomial of ¢ is ™ p(z) with (z, p(x)) = 1,
then U, = Ker ¢ and W, = Ker p(yp).
Hence, this decomposition is unique. We shall call this decomposition the
p-invariant AST-decomposition of V.
Basic examples of finite potent endomorphisms are all endomorphisms of
a finite-dimensional vector space and finite rank or nilpotent endomorphisms
of infinite-dimensional vector spaces.
For a finite potent endomorphism ¢, a trace Try (p) € k may be defined
as Trv (¢) = Trw, (¢}, )-
This trace has the following properties:
(1) if V is finite dimensional, then Try (¢) is the ordinary trace;
(2) if W is a subspace of V such that oW C W, then

Try (¢) = Trw () + Trvyw () ;
(3) if ¢ is nilpotent, then Try () = 0.
Usually, Try is named “Tate’s trace”.
Moreover, Herndndez Serrano and the author of this paper have offered

in [9] a definition of a determinant for finite potent endomorphisms satisfying
the following properties:

e if V' is finite dimensional, then det’f/(l + ¢) is the ordinary determinant;
e if W is a subspace of V such that oW C W then

dety (1 + ) = detyy (1 + ) - dety, (1 + @) ;
o if ¢ is nilpotent, then det¥ (1 +¢) = 1.
For details readers are referred to [9], [17], [18] and [20].

2.2. Drazin Inverse of Finite Potent Endomorphisms
2.2.1. Drazin Inverse of (n X m)-Matrices. Let A € Mat,, ,(C).

Definition 2.1. The “index of A”, i(A) > 0, is the smallest integer such that
tk(AMA)) = rk(AXA+),

In 1958, given a matrix A € Mat,, «,(C) with i(A) = k, Drazin [8] showed
the existence of a unique (n x n)-matrix AP satisfying the equations:

o AFTIAD — AF for |k =i(A);
o APAAP = AP,
o APA = AAP.

The Drazin inverse AP also verifies that

(AP)P = A if and only if i(A4) < 1;
if A2 = A, then AP = A.
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2.2.2. Drazin Inverse of Finite Potent Endomorphisms. Let V' be an arbitrary
k-vector space and let ¢ € Endg (V') be a finite potent endomorphism of V.
Let us consider the AST-decomposition V = U, ® W, induced by ¢.

We shall call “index of ¢”, i(p), to the nilpotent order of Plu, > which
coincides with the smaller n € N such that Im ¢™ = W,,. One has that i(¢) =0
if and only if V' is a finite-dimensional vector space and ¢ is an automorphism.
In [16, Lemma 3.2] is proved that for finite-dimensional vector spaces, this
definition of index coincides with Definition 2.1 for matrices associated with
endomorphisms of finite-dimensional vector spaces.

For each finite potent endomorphism ¢ there exists a unique finite potent
endomorphism ¢? that satisfies that:

(1) "ol =
(2) pPopopP =P,
(3) pPop=pop?,
where r is the index of .

The map ¢ is the Drazin inverse of ¢ and is the unique linear map such
that

—1 .
Dy (<p|w¢) ifveWw,
4 (”){0 itveU, @1)
Moreover, P satisfies the following properties:
(PP = ¢ if and only if i(p) < 1;
¢ = ©P if and only if @)y, =0 and (@|Ww)2 =1d}, ;

e if 9 is a projection finite potent endomorphism, then 1 = ).

2.3. CN Decomposition of a Finite Potent Endomorphism
Let V be again an arbitrary k-vector space. Given a finite potent endomor-
phism ¢ € Endy(V), there exists a unique decomposition ¢ = ¢, + ¢,, where
©,, ¢, € Endg (V) are finite potent endomorphisms satisfying that

e i(p,) <L

e (, is nilpotent;

® p,op, =p, 00 =0.

According to [11, Theorem 3.2], if ¢ is the Drazin inverse of ¢, one has
that ¢ = ¢ o @” o is the core part of . Also, ¢y is named the nilpotent
part of ¢ and one has that
PYP =p = i(p) <1.

(2.2)

Moreover, if V. =W_@U, is the AST-decomposition of V' induced by ¢,
then ¢, and ¢, are the unique linear maps such that

_Jev) fveWw /0 if veWw
@1 (v) = { 0 iteer, M @l=104) geen 29

p=pr1<=U,=Kerp <= W, = Im p < (p
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By definition of Tate’s trace, for every finite potent endomorphism ¢ €
Endg(V), one has that

Try (¢) = Try (¢1)-

2.4. Bounded Finite Potent Endomorphisms on Hilbert Spaces

Let k be the field of the real numbers or the field of the complex numbers, and
let V be a k-vector space.
An inner product on V is a map ¢g: V x V — k satisfying:

e ¢ is linear in its first argument:
g1 + prva, ') = Ag(v1,v") + pg(va, v') for every vi,va, 0" € V'

e g(v',v) = g(v,v’) for all v,v" € V, where g(v, v") is the complex conjugate
of g(v,v');
e ¢ is positive definite:

g(v,v) >0 and g(v,v) =0 <= v =0.

Note that g(v,v) € R for each v € V, because g(v,v) = g(v,v).

An inner product space is a pair (V] g).

If (V, g) is an inner product vector space, we say that two vectors v, v’ € V
are orthogonal when g(v,v") = 0 = g(v’,v). Also, given a subspace L of an
inner vector space (V, g), we shall call “orthogonal of L”, L*, to the subset of
V' consists of the vectors that are orthogonal to every h € L, that is

L+ = {v € V such that g(v,h) = 0 for every h € L}.
The norm on an inner product space (V, g) is the real-valued function
[-llg:V—R
v— +/g(v,v),
and the distance is the map
dg: VxV —R
(0,0") = [l = vllg.

Every inner product vector space (V, g) has a natural structure of metric
topological space determined by the distance d,. Complete inner product C-
vector spaces are known as “Hilbert spaces”. Usually, the inner product of a
Hilbert space H is denoted by < -, - >7;. Henceforth, we shall write H to refer
to a Hilbert space and keep the inner product < -,- >4 implicit.

If L C H is a subspace of an arbitrary Hilbert space, it is known that
(L+)+ = L where L denotes the closure of L. Accordingly, if L C H is closed,
then (LY)t =L and H=Lo L+

We shall now recall the main properties of bounded operators of Hilbert
spaces.
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Definition 2.2. If H; and Hs are two Hilbert spaces, a linear map f: Hy — Hs
is said “bounded” when there exists C € Rt such that

[f()llg, < C - lvllg,
for every v € Hj.

We shall denote by B(Hi,H2) the set of bounded linear maps
f+ H1 — Ha and by B(H) the set of bounded endomorphisms of a Hilbert
space H. Given a linear map f € B(Hi,Hz), it is known that f is continuous
if and only if f is bounded.
The spectrum of a bounded operator f € B(H) consists of complex num-
bers A such that f — AId is not invertible. We shall denote the spectrum of f
by o(f) and it is clear that every eigenvalue of f is an element of o(f). It is
known that it is possible that an element of o(f) is not an eigenvalue.
Recently, the author of this work has studied in [14] the set of bounded
finite potent endomorphisms on an arbitrary Hilbert space, which will be de-
noted by By, (H).
If o € Byp(H), H=W_@ U, is the AST-decomposition induced by ¢
and ¢ = ¢, + ¢, is the CN-decomposition, then the following properties hold:
(1) ¢ is quasi-compact;

) ¢, ¢, € Byp(H) and ¢, is of trace class;

) ¢ is compact if and only if ¢, is compact;

) if Tr(ey) is the trace of ¢, as a trace class operator, then Tr(yp,) =
Try(¢);
(5) given a non-zero A € C, one has that X is an eigenvalue of ¢ if and only

if A is an eigenvalue of Plw, 3

(6) ifi(p) > 1, then o(p) = {0, A1, ..., \n} where {A1,..., \,} are the eigen-

values of Plw, s

(7) Trr() = Trw, (o, ) = Tr(p1) = Trig() = Tryi().

where Try () is the Tate’s trace of ¢ as a finite potent endomorphism;
Trw, (go‘wv ) is the trace of the endomorphism Plw, o the finite-dimensional
C-vector space W_; Tr(p, ) is the trace of o, of a trace class operator; A
is the Leray trace and Tr%(cp) is the trace of ¢ as a Riesz trace class operator.

Moreover, the adjoint operator ¢* satisfies that:
) @ € Bpp(H);
2) i(¢") = i(p);
) ©* = (¢,)* + (p,)* is the CN-decomposition of ¢*;
) if H=W_.&U,_. is the AST-decomposition induced by ¢*, then one has
that W . = [U_]* and U_. = [W,]*;
(5) o(¢*) = 7(0).

Now we recall a statement of [14] that shall be useful for the present

work.
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Thus, it follows from [14, Proposition 4.1] that

Proposition 2.3. If H is a Hilbert space and we consider ¢ € By,(H), then the
adjoint p* is also a bounded finite potent endomorphism.

2.4.1. Drazin Inverse of a Bounded Finite Potent Operator. Our task is now
to recall different properties of the Drazin inverse of a bounded finite potent
endomorphism on a Hilbert space offered in [12]. Thus, if H is a Hilbert space
and ¢ € By,(H), then the Drazin inverse ¢ is also a bounded finite potent
endomorphism satisfying that

(1) (¥P)r = (¢")";

(2) ([¢"]P)P = ¢* if and only if i(y) < 1;
(3) ¢* = (¢*)P if and only if @)y, =0 and (W\w¢)2 =1d),, ;
(4) if ¢ is a projection finite potent endomorphism, then (¢*)P = ¢*.

2.5. Moore—Penrose Inverse

2.5.1. Moore-Penrose Inverse of an (n X m)-Matrix. Let C be the field of
complex number. Given a matrix A € Mat,,x.,(C), the Moore—Penrose inverse
of A is a matrix AT € Mat,,x,(C) such that

o AATA=4;

o ATAAT = Af;
o (AAT)* = A AT
o (ATA)* = AT A;

B* being the conjugate transpose of the matrix B.

The MoorePenrose inverse of A always exists, it is unique, [AT]T = A,
and, if A € C"*™ is non-singular, then the Moore-Penrose inverse of A coin-
cides with the inverse matrix A~".

For details, readers are referred to [6].

2.5.2. Moore—Penrose Inverse of a Linear Map Over Arbitrary Inner Product
Spaces. Let (V, g) and (W, g) be inner product vector spaces over k, with k = C
or k=R.
Given a linear map f: V — W, a linear map f+: W — V is a reflexive
generalized inverse of f when
o foftof=F;
o ffrofoft=f"

Definition 2.4. Given a linear map f: V — W, we say that f is admissible
for the Moore-Penrose inverse when V = Ker f @ [Ker f]* and W = Im f &
[Im f]*+.

According to [5, Theorem 3.12], if (V,g) and (W, g) are inner product
spaces over k, then f: V — W is a linear map admissible for the Moore—
Penrose inverse if and only if there exists a unique linear map ff: W — V
such that
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(1) f1is a reflexive generalized inverse of f;
(2) fTofand fo ff are self-adjoint, that is
o g([fTo fl(v),v") = g(v.[fT o fl(v");
o 9([f o fT(w),w') = g(w.[f o fT](w);
for all v,v’ € V and w,w’ € W. The operator fT is named the Moore—
Penrose inverse of f and it is the unique linear map satisfying that

fm@_{y%mJ*W) if we Im f

if we [Im f]*°

The Moore-Penrose inverse fT: W — V also satisfies the following prop-
erties:
e fTis admissible for the Moore-Penrose inverse and (f7)f = f;
e If f € Endy(V) and f is an isomorphism, then fT = f=1;
o fTof=Pre i
L f o fT = P fo
where Pige, sj+ and Py ¢ are the projections induced by the decomposi-
tions V = Ker f @ [Ker f]* and W = Im f @ [Im f]* respectively.

Lemma 2.5. If V is a k-vector space, f € Endg(V) is an endomorphism
admissible for the Moore—Penrose inverse and g € Endg(V) is such that
Im g C Im f, then

foflog=g.

Proof. The statement is immediately deduced from the equality fo fT = Py, ¢.
O

Analogously, we can easily check that

Lemma 2.6. If V is a k-vector space, f € Endg(V) is an endomorphism
admissible for the Moore—Penrose inverse and g € Endg(V) is such that
Im g C [Ker f]*, then

flofog=g.
Readers are referred to [5] for more details on the Moore—Penrose inverse
over arbitrary inner product spaces.

2.5.3. Moore—Penrose Inverse of a Bounded Linear Map. We shall now recall
different properties of the Moore—Penrose inverse of a bounded linear map
between two Hilbert spaces.

Let H; and Ho be two Hilbert spaces. Given a linear map f: Hy — Hoa,
recall from Definition 2.4 that f is admissible for the Moore-Penrose inverse
when H; = Ker f & [Ker f]+ and Hy = Im f & [Im f]*+.

If f € B(H1,Hz2), it is known that f is admissible for the Moore—Penrose
inverse if and only if Im f is a closed subspace of H;. Also, if f € B(H1,Hz)
is admissible for the Moore-Penrose inverse, then f € B(Ha, H).

Moreover, [12, Proposition 3.3] shows that
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Proposition 2.7. If f € B(Hi,Hz) is admissible for the Moore—Penrose in-
verse, then f* is also admissible for the Moore—Penrose inverse and (f*)f =

(ff).
Furthermore, from the properties of the Moore—Penrose inverse of a linear
map and different statements proved in [12], one has that

Lemma 2.8. If f € B(H1,Hs) such that Im f is a closed subspace of Ha, then
the following assertions hold:

o Im f* is also a closed subspace of Hy;

e fro (f*)T = P[Kcrf]i;'

o () of*=Puy;

o frofoft=f%

o flofof =f*

o (f)ofrof=Ff;

o fofro(f)=f,

where Pe, ;v and Ppy, ¢ are the projections induced by the decomposi-

tions H1 = Ker f @ [Ker f]* and Hy = Im f @ [Im f]* respectively.

2.5.4. Drazin—-Moore—Penrose Inverses of a Bounded Finite Potent Operator.
To finish this section we provide the main properties of the Drazin—Moore—
Penrose inverse of a bounded finite potent operator on a Hilbert space.

Given an arbitrary k-vector space V and a finite potent endomorphism
¢ € Endy (V) admissible for the Moore—Penrose inverse, according to [15, The-
orem 3.2], there exists a unique finite potent endomorphism %1 € Endy (V)
verifying that

(1) ¢*Topophl = oot
(2) ¢" 0T =" 0l with r = i(¢);
(3) pTop=pPogp,
where ¢P is the Drazin inverse and ¢! is the Moore-Penrose inverse of
®.
The map %1 is called the left-Drazin Moore-Penrose (IDMP) inverse of
®.
Moreover, from [15, Theorem 3.17] one has the existence and uniqueness
of a finite potent endomorphism (¢ € Endy (V) satisfying that

(1) ¢P?opophd = phd;
(2) Mo " =l o " with r = i(p);
(3) poghd=popl.
The map !¢ is the right-Drazin Moore-Penrose (rDMP) inverse of (.
Let us again consider a Hilbert space H and an operator ¢ € By,(H)
with closed Im . If ¢* is the adjoint of ¢ and ¢ = ¢, + ¢, is again the
CN-decomposition of ¢, from the statements of [12] it is known that

o T ol € Byp(H);
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o ¢ o (¢ )T og" =" o (p") o = (p,)%

o ()" = Py ©© (¢*)?;

hd (QD*)dﬁT = (90*)D © P[Kertp]L7

o (((")=HP)P = (phd)x;

o (((¢")PHP)P = (1)

o If (™) = ¢* or (" )4t = o, then o = P

o (oM =p* = ( *) ‘T if and only if ¢ is EP and tripotent;
o (p")1d =0 = (p*)%T if and only if ¢ is nilpotent or ¢ = 0;
o (0*)1 = (pP)* if and only if Ker pf C Ker<p ;

o (¢")4T = (¢P)* if and only if W, C [Ker ¢]*

3. Drazin-Star and Star-Drazin Inverses of Bounded Finite
Potent Endomorphisms

Recently, D. Mosi¢ has introduced in [10] the notions of Drazin-Star and
Star-Drazin matrices. This section is devoted to generalizing these notions
to bounded finite potent endomorphisms of Hilbert spaces.

The Drazin-Star of a finite square complex matrix A is AP* = AP AA*
and it is defined as the unique solution of the system of equations:

XAYX =X
ATX = AT A*
X(A)* = AP A,

where i(A) = 7.
Analogously, the Star-Drazin of A is the unique solution of

XA X =X
XA" = A*A"
(AN)*X = AP A

and its explicit expression is A*P = A*AAP.

3.1. Drazin-Star Inverse of Bounded Finite Potent Endomorphisms

We shall now extend the notion of the Drazin-Star matrix to bounded finite
potent endomorphisms of arbitrary Hilbert spaces.

Definition 3.1. If H is a Hilbert space and ¢ € Bj,(H) with closed Im ¢ and
i(¢) = r, we say that a linear map ¢?* € Endc(H) is a Drazin-Star inverse
of ¢ when it satisfies that

° SOD,* ° (¢T)* o (PD’* — SDD,*

o PopPr =glop"

° @Dv* o ((pT)* = (pD o .
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In the usual terminology of generalized matrices we have that ”* is a
2-inverse of (pf)*.

Lemma 3.2. IfH be an arbitrary Hilbert space and ¢ € By, (H), then o opop*
18 also a bounded finite potent endomorphism of H.

Proof. It H=W_®U, is the AST-decomposition of H induced by ¢, one has
that

Im (@Docpoga*)glmgaD:WZp

and, therefore, P o o ¢* is finite potent because W, is a finite-dimensional

C-vector space.
Hence, since ¢ and ¢* are bounded, and bearing in mind that from [12,
Lemma 4.1] we know that ¢ is bounded, we obtain that o opop* € By, (H).
O

Theorem 3.3. (Existence and uniqueness of the Drazin-Star inverse of a
bounded finite potent endomorphism) Let H be a Hilbert space. Then, for
every ¢ € By,(H) with closed Im ¢, there exists a unique Drazin-Star inverse
oP* e Byp(H) with ©P* = pP oo p*.

Proof. Firstly, we shall check that ¢ o ¢ o ¢* satisfies the conditions of the
Drazin-Star inverse. Thus, given ¢ € By,(H) with closed Im ¢ and i(¢) =7,
from the properties of the Drazin inverse and the Moore—Penrose inverse one
has that

*

@ o .
) =P o(poplop)=pPoy;
eP)opop* = pPopop*.

o po(pPopopr)=(y" @) o <,0=
* (pPopopr)o (90) =@ °<P°(<P o (")
o (pPopop*)o(pl) o(pPopop®) = (pPopo

Hence, ¢ o ¢ o ¢* is a Drazin-Star inverse of (.
Now, since @ o p = (¢P)" 0 " for all n € N, for every Drazin-Star
inverse ?* € By,(H) we have that

PP = (77 o (1)) 0 P =
= (pP 0p) 0" = () 0 (¢" 0 ") =
= (") o (¢ op") =P opop®,
and the statement holds. O

Corollary 3.4. IfH is an arbitrary Hilbert space and ¢ € By,(H), then Drazin-
Star inverse P* is admissible for the Moore—Penrose inverse.

Proof. The assertion is immediately deduced from Theorem 3.3 bearing in
mind that Im o?+* is finite-dimensional and, therefore, closed. O
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3.2. Star-Drazin Inverse of Bounded Finite Potent Endomorphisms

Our task is now to generalize to bounded finite potent endomorphisms of
arbitrary Hilbert spaces the notion of the Star-Drazin matrix.

Definition 3.5. If H is a Hilbert space and ¢ € By, (H) with closed Im ¢ and
i(¢) = 7, we say that a linear map ¢*? € Endc(H) is a Star-Drazin inverse
of ¢ when it satisfies that
° sO*,D ° (QOT)* ° SO*,D — (p*,D7
o pPPoypl =groyh
o (ph)ropnP =popP.
Note that ¢*? is also a 2-inverse of (¢)*.

Lemma 3.6. If H is an arbitrary Hilbert space and p € By,(H), then ¢*opop?
18 also a bounded finite potent endomorphism of H.

Proof. It H =W_ @ U, is again the AST-decomposition of H induced by ¢,
one has that

Im (p* 0 pop?) = p*(p(W,,))
and, therefore, p* o v o P is finite potent.

Arguing now similarly to Lemma 3.2, we conclude that ¢* o ¢ o P €
Byp(H). 0

Theorem 3.7. (Existence and uniqueness of the Star-Drazin inverse of a bounded
finite potent endomorphism) Let H be a Hilbert space. Then, for every
¢ € Bjyp(H) with closed Im @, there exists a unique Star-Drazin inverse
©*P € Byp(H) with p*P = p* o poP.
Proof. Given ¢ € By,(H) with closed Im ¢ with i(¢) = r, one has that
o (propopl)op’ =¢*o(pop?oyp”)=g* oy
o (¢h)*o(p*opopl) = ((¢N) 0p*)opop?) = (poplop)op? = pop?;
o (p*opopP)o(pl) o(p opop?) = (p opopP)opop? =g opop?;
from where we deduce that ¢* o p o P is a Star-Drazin inverse of ¢.
Finally, for every Star-Drazin inverse o** € B #p(H) we have that

p P =" P o ((ph) 09 P) =
=P o(pPop)=(p*"P oy )o(p
= (p* o) o (pP) = opo?,

and the claim is proved. O

D)r

A direct consequence of Theorem 3.7 is:

Corollary 3.8. If H is an arbitrary Hilbert space and ¢ € By,(H) with closed
Im @, then Star-Drazin inverse o*P is admissible for the Moore—Penrose in-
verse.
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Proposition 3.9. IfH is an arbitrary Hilbert space and ¢ € By, (H) with closed
I o, then ()P = (pP*)* and (¢°)7* = (9"P)".

Proof. From the explicit expressions of p”* and ¢*” obtained in Theorem
3.3 and Theorem 3.7, bearing in mind that (p*)? = (¢?)* one has that

()P = (p") 0p* o (p)P = (pP 0opop™) = (p”*)
and, similarly, one can easily check that (¢*)P* = (o*P)*.

Accordingly, the claim is proved. O

3.3. Properties of the Drazin-Star and the Star-Drazin Inverses

We shall now study the main properties of the Drazin-Star and the Star-Drazin
inverses of a bounded finite potent endomorphism ¢ € By, (H).

Lemma 3.10. Given a Hilbert space H and a linear map ¢ € Bjgy(H) with
closed Im , then ! o o (p*)P = (p*)P.

Proof. According to Proposition 2.3, we know that ¢* € By,(H) and let us
consider the AST-decomposition H =W _. ® U_. determined by ¢*.

If H=W,_@U, is the AST-decomposition induced by ¢, it follows from
[14, Proposition 4.5] that

Im (¢*)” =W_. = U C [Ker f]*
and the statement is immediately deduced from Lemma 2.6. O
Corollary 3.11. If 'H is a Hilbert space and ¢ € By,(H) with closed Im ¢, then
one has that
(1) ¢Poplop ="
(2) 9P opro(pl) =P
Proof. Both equalities are direct consequence of Lemma 3.10. O

Proposition 3.12. If H is a Hilbert space and ¢ € Byp(H) with closed Im ¢,
then the followz'ng conditions are equivalent:
(1) (@T) o pP* o (pT)* = (p1)*;
(2) ¢Topoyp ocp:so*oso;
(3) sow op=¢;
(4) #op ww*—s@wT
(5) ()" o™ P o (ph)* = (ph)*.

Proof. 1) <= 2) If (¢7)* 0 " o (p7)* = (¢T)*, then

5

@* o (p1) 0P o (o) =" o (1)
and one has that

plopopPop=(plop) opPopo(plop) =(plop) =¢plop.
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Conversely, bearing in mind that ¢f o p o P 0 ¢ = ¢ 0 ¢ is equivalent

to
P o () 0P o (o) = ¢ o (1),

in this case, from Proposition 2.7, we obtain that
(1) 0P "o () = ((p1)* 0 9™ 0 (p1)*) 0 P 0 (pT)* = (¢7)* 0 ™ 0 (1)* = (p1)".

(2) <= (3) When ¢! o popP o¢p = ¢! o, one has that

popPop=(poplop)opPop=poplop=g,

from where the assertion is proved.

(3) < (4) Assuming that o p” o ¢ = ¢, we immediately check that

popPopopl =pogf

and the converse implication is deduced from the equality ¢ o o o p = ¢.

(4) == (5) Since (p)* 0 p*P = po P if popP opopl = oyl one
has that

(1) 0@ P o(poph) = (pogh),

and it follows from Proposition 2.7 that
N o™ o (') = (") 09 P o (pop) o (ph) = (poph) o () = (")
Conversely, if (o7)* 0 0P o (¢1)* = (¢1)*, we have that

(¢

pogplo(ph) op = (p) oy’
and we obtain that ¢ o P o @ o ¢! = popf. O

With the terminology of generalized inverses, conditions of Proposition
3.12 determine that oP* and ¢* are reflexive generalized inverses of (p7)*.

Lemma 3.13. If H is o Hilbert space and ¢ € By,(H) with closed Im ¢, then
the conditions of Proposition 3.12 hold if and only if i(p) < 1.

Proof. Since pop” op = ¢, and the conditions of Proposition 3.12 hold if and
only if p o p” o p = ¢, the claim is deduced bearing in mind that “i(¢) < 1 if
and only if ¢ = ¢,”. O

A direct consequence of Lemma 3.13 is

Lemma 3.14. If H is o Hilbert space and ¢ € By,(H) with closed Im ¢, then
©P* and p*P are reflezive generalized inverses of (¢1)* if and only ifi(p) < 1.

Proposition 3.15. Given a Hilbert space H, if ¢ € Byp(H) with closed Im ¢
with i(¢) = r), then the following equalities are equivalent:

(1) @r o (,DD’* ° L,OT — @r;

(2) ¢ 0" 0w ="

(3) "o T o ="
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Proof. Bearing in mind that ¢" o P = " 0 p* and p*P 0 " = p* 0 ", one
immediately obtains that 1) <= 2) and 2) <= 3). O

Lemma 3.16. If H is a Hilbert space and ¢ € By,(H) with closed Im ¢, then
ol o @ = ol 0P if and only if PP = P.

Proof. Since Im ¢”* C Im ¢ and Im ¢” C Im ¢, from Lemma 2.5 we have
that ¢ o @t 0 P* = P* and @ o ! o PP = P. Accordingly, from these
equalities the statement is immediately deduced. O

Lemma 3.17. Given a Hilbert space H and an endomorphism ¢ € By, (H) with
closed Im ¢, then

o P ol =P ol if and only if o*P = P .
Proof. The claim is immediately deduced from Corollary 3.11. O
Lemma 3.18. If H is a Hilbert space, for every ¢ € By,(H) with closed Im ¢,

one has that

D

wo P = ol if and only if pP* = P

and
0P 0 =pop” if and only if 0" = ©P.

Proof. The assertions are direct consequence of the equalities p” 0 p = po P
and o o pop? = P which are well-known properties of the Drazin inverse
of a finite potent endomorphisms. O

Now, it follows from Lemmas 3.16, 3.17 and 3.18 that

Corollary 3.19. Given a Hilbert space H and an endomorphism ¢ € By,(H)
with closed Im ¢, then we have that

ol o P =l 0P if and only if p o P = po P
and

T

0 P ool =P ol if and only if o> o p = po P.

Lemma 3.20. Given a Hilbert space H and a endomorphism ¢ € By, (H) with
closed Im @, then

©P " oo =@o P if and only if oP* = p®1.
Proof. Bearing in mind that from Lemma 2.8 we know that ¢* o @ o ! = ©*,
if P* 0 = o one immediately deduces that
PP =P opo(propopl) =pPopopl =t
Conversely, when ¢P* = % we have that
P op=pPopoplop=yPogp,
and the claim is proved. ]
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Lemma 3.21. If H is o Hilbert space and ¢ € By,(H) with closed Im ¢, then
one has that

(1) pP* 0 = ot 0 g if and only if P+ = pT;
(2) ‘POQOD’*:QDOQOT if and only ingO(pD7*o<p:(p,

Proof. Similar to the proof of Lemma 3.20, both assertions can easily be de-
duced from the equality ¢* o p o ! = p*. O

Lemma 3.22. Given a Hilbert space H and a finite potent endomorphism ¢ €
Byp(H) with closed Im ¢, then one has that %t = @P* o (o1)* o ! and

ot = ot o (ph)* 0 p*P.

Proof. From the explicit expressions of %1, o ©P* and ¢*Pand from the
properties of the Moore—Penrose inverse, an easy computation shows that the
statement holds. 0

Lemma 3.23. For every bounded finite potent endomorphism ¢ € By,(H) with
‘H being an arbitrary Hilbert space, one has that

D ,* T

©P* = o* if and only if > = .

Proof. Let us assume that ¢P* = ¢*. With this hypothesis, it follows from
Lemma 3.22 that

T T T

T =P "o (p1)* 0 ol = p* 0 (p1)* 0 ! = .
Conversely, if T = o, it follows from Lemma 2.8 that ' o po p* = p*

and one deduces that

D, x

T i

eP* =P oo (plopop*)=plopop* =™

O
Lemma 3.24. Given a Hilbert space H and a finite potent endomorphism ¢ €
By, (H) with closed Im ¢, we have that
(1) pop™? =pop? if and only if =P = i4;
(2) poy™P =poy! if and only if p*P = ¢
(3) p*P o=l og if and only if po P 0o p = ¢.
Proof. These statements hold again from the equality ¢! o ¢ 0 o* = @*. O

Lemma 3.25. If H is o Hilbert space and ¢ € By,(H) with closed Im ¢, then
0P = ©* if and only if pT? = pT.

Proof. Let us assume that P = p*. In this case, one has that
popP = (PN o(p*opop?) = (¢ op* = poy
and, therefore, we deduce that

T.d

Pl =plopopl =plopopl =4l
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Conversely, if pT? = ¢f, bearing in mind again that p* o p o pf = ¢*,
one has that

t.d f

e = opoph?=p*opopl ="

from where the claim is deduced. O

We shall now illustrate the previous results with the following example.

Ezample 3.26. Let {u;};eny be an orthonormal basis of a separable Hilbert
space H. If we consider ¢ € By,(H) determined by the conditions

Uy + U2 + Uy ifi=1
2U1+U3 le:2
o(u;)) =< ug —2ug +3ug —2uy  if =3,
0 if i=4
Ly if i>5

an easy computation shows that

U1+2U2+U3 ifi=1
up — 2us ifi=2
(lp*(ui) =< ug + 3us if i=3.
u1—2u;),+2j25 j%u]* ifi=4
0 ifi>5

Thus, since W, = (u1,uz + usg,u3) and U, = (u;);>4, one has that
o W, =Uk = (u1,uz, u3);
o U,. =W = (uz —us) ® (u);>5.

Also, it is clear that i(p) = i(¢*) = 2.
Now, from the explicit expression of the Drazin inverse

—%U1+UQ—%U3+U4 if i=1

D( ) %U17UQ+%U37U4 if 1=2
U;) = 5
vt buy —up+ 2us —ug  if =3

0 if i>4

a non-difficult calculation shows that

U1+2’LL2+’L63+2’LL4 le:1

Uy — 2U3 if =
@D’*(Ui) =g u2 + 3us + ug if 1=3
Uy — 2’(1,3 if i=4

0 if ©+>5
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and
Uy + 2us + us if i=1
2uy —duz + o Hu; if i =2
8P (us) = = :
U + 3us if i=3
0 if i>4

Moreover, since one can obtain thar o' is determined by the assignations

—%Ul—‘y-’llg—%u;g if 1=1

gU1—U2+%u3_%2j25(j%uj) if 1=2

ol (ui) = ¢ 2uy —uz + 2ug if i=3
%2]25(%2“3‘) if 1=4
0 if i>5

: 1 4 827
with \ = Z]ZE) -z = gT — 7687 then

—2ui + Bup +duy if i=1
Ul — Uz — U3 if 1=2
(") (wi) = (") (us) = _%Ual + %Ug + %ug if i=3,
0 if i=4
;Tg(uz—m) if i>5

and readers can easily check that ¢?* and ¢*P satisfy the conditions of

Definition 3.1 and Definition 3.5 respectively.

Remark 3.27. Given a complex finite matrix A, from the above properties of
©P* and ¢*P we recover all the statements offered in [10, Lemma 2.2] and
we obtain the following new properties:

o AP and A*P are reflexive generalized inverses of (A)* if and only if
i(4) <1

o if A°l is the CMP inverse of A, then AP* and A*P are reflexive gener-

alized inverses of (A°T)* if and only if i(A) < 1;

ATAP* = AT AP if and only if AP+ = AP;

ASDP AT = AP AT if and only if A*P = AP,

At = AD’*(AT)*AT;

Abd = AT(AT)* AP,

3.4. Group-Star and Star-Group of Bounded Finite Potent Endomorphisms

Let ‘H be again a Hilbert space. We shall now extend the notions of Group-Star
and Star-Group matrices to bounded finite potent endomorphism of H that
has been offered in [10, Section 3].
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If o € Byp(H), H=W_ @ U, is the AST-decomposition induced by ¢
and i(¢) < 1, then we have that ¢ is admissible for the Moore—Penrose inverse
because Im ¢ = W_, which is a finite-dimensional vector space.

Definition 3.28. If H is a Hilbert space and ¢ € By,(H) with i(¢) < 1, we
say that a linear map ¢ * € Endc(H) is a Group-Star inverse of ¢ when it
satisfies that

o pFr o (ph)r o p#r = p#;
* poF* =pop*
o ¥ o (ph)* = p* 0.

The existence and uniqueness of the Group-Star inverse of a bounded
finite potent endomorphism ¢ € By, (H) with i(¢) < 1 is immediately deduced
from Theorem 3.3. We have that ¢#* € By, (H) and its explicit expression is

e#* = p* opop*.

Remark 3.29. In [10] the existence and uniqueness of A#** is proved for ma-
trices A € Mat,,«,(C) with i(A) = 1. Bearing in mind that the index of
¢ € Byp(H) is zero if and only if H is finite-dimensional and ¢ € Autc(H),
it is clear that for #* = * all the conditions of Definition 3.28 hold. Ac-
cordingly, if A € Mat,,x,(C) with i(A) = 0, one has that A#* = A* satisfies
the equations of [10, Corollary 3.1.a)] from where the Group-Star matrix is
defined.

Definition 3.30. If  is a Hilbert space and ¢ € Bjy,(H) with i(p) < 1, we
say that a linear map ¢*# € Endc(H) is a Star-Group inverse of ¢ when it
satisfies that

o "% o (pl)
o pFop=prop
o (pN)ropr# =g oo

* o QO*’# — (p*,#.

b

For every ¢ € By, (H) with i(¢) < 1, Theorem 3.7 shows that p*# exists
and is unique, p*# € By, (H) and ™% = ¢* 0 p o p¥.

Moreover, similar to above, when i(¢) = 0 one has that ©*# = ¢©* and
if A € Maty,x,(C) with i(A) = 0, then A%* = A*.

Furthermore, if ¢ € By, (H) is the same as in this section, it follows from
Proposition 3.9 that (¢*#)* = (p*)#* and (p#*)* = (p*)*#.

If H is a Hilbert space and ¢ € By, (H) with i(¢) < 1, from Proposition
3.12 and Lemma 3.13 we deduce that ©#* and ¢*# are reflexive inverses of
(o")*. Indeed, one has that

(1) 0™ o (p1)* = (ph)*
and

(") o o (o) = (ph)*.
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Proposition 3.31. Given a Hilbert space H and ¢ € Bjyp(H) with i(p) < 1,
then the following equalities are equivalent:
(1) poyp®*op=g;
) pog*op=y;
3) pop*Fop=g;
)
)

Proof. Bearing in mind that from Definitions 3.28 and 3.30 we know that
poE* = pop*and p" 7 o = @* o, it is clear that (1) < (2) < (3).

(1) <= (4) If pop™*op = ¢, it follows from Lemma 2.8 that ¢*opop! =
p* and, therefore, one obtains that

pop™* =poptropopl =popl
Conversely, when ¢ o p#* = o ¢f, one has that
popTrop=poplop=o¢,
from where this equivalence is deduced.
(3) <= (5) Let us assume that ¢ o o*# o ¢ = . In this case, bearing in
mind that Lemma 2.8 also shows that ¢f o ¢ 0 p* = ¢*, one has that
T op=plopop Fop=yplop
On the other hand, if 0*# o ¢ = ¢! 0 ¢, then one has that
pop*top=oy,
and the statement is proved. O

Lemma 3.32. If H is a Hilbert space and ¢ € By,(H) with i(¢) < 1, one has
that

(1) ¢** 0o =l oy if and only if g = i ;
(2) po™# = ol if and only if p*# = pt.

Proof. (1) This assertion follows from Lemma 3.21 (1).
(2) This claim is immediately deduced from Lemma 3.24 (2).
O

Lemma 3.33. Given a Hilbert space H and ¢ € Byp(H) with i(p) < 1, then
the following conditions are equivalent:

(1) pop™# =pop#;
(2) po# = b,

Proof. (1) = (2) If p o o*# = p o ¥, since from Lemma 2.8 we know that
o oo e* = ¢* we have that

ot t t f.d.

v opoptF =glopop® =plopoyp? =9
(2) = (1) Let us now assume that ¢*# = 4. Then,
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*7F

pop * =po(plopopP)=popl =pop*

O

Using similar arguments as those used in Lemma 3.33, one can easily
prove that

Lemma 3.34. If H is a Hilbert space and ¢ € By,(H) with i(¢) < 1, one has
that:
90#’* op=po 4,0# — 90#’* — (pd,T.
Lemma 3.35. Given a Hilbert space H and ¢ € By, (H) with i(¢) < 1, then
the following conditions are equivalent:
(1) ¢ =¥
(2) ¢ht =,

Proof. Recall now from Lemma 2.8 that pfogop* = ¢* and pop*o(p*) = ¢.
(1) = (2) Let us assume that ¢#* = p*. Accordingly,

d, 2k * * * *
M =" o (P ) ol =g 0 (p) o p! = (pT o p) 0 = (pTop) 0 ! = o',

(2) = (1). If T = T, then

#o* d,t T

" =T opop" =plopop” ="

Similar to Lemma 3.35 one can check that

Lemma 3.36. If H is a Hilbert space and ¢ € By,(H) with i(¢) < 1, one has
that

go*a# — SD* = @de — SOT

Proposition 3.37. Given a Hilbert space H and ¢ € Bjyp(H) with i(p) < 1,
then the following conditions are equivalent:
(1) pop#* =pop#;
(2) ™ = o,
(3) poy* =pop#;
(4) " ="
Proof. Firstly, it follows from Lemma 3.18 that (1) <= (2).
Moreover, since ¢ o p# 0@ = ¢ and ¢# o o p# = ¥ because i(p) < 1,
one immediately can check that (2) < (3).
Finally, we shall prove that (3) <= (4). If ¢ 0 ©* = p 0 ©¥, then

p*=plopop* =plopop® =plopopl =M

Let us now assume that ¢* = ¢, In this case, we have that

pop* =poph?=popl =ypop*
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Given an arbitrary inner product space V', recall now that a finite potent
endomorphism ¢ € Endy (V) admissible for the Moore-Penrose inverse is EP
when @ ol = pfop. It is known from [13, Lemma 3.12] that “if ¢ is EP, then
i(p) <17 and, also, [13, Proposition 3.13] shows that “p is EP if and only if

o = o,
Corollary 3.38. Let H be a Hilbert space and let us consider ¢ € By, (H) with

i(¢) < 1. If ¢ satisfies one of the equivalent conditions of Proposition 3.37,
then ¢ is EP.

Proof. Let us assume that ¢ o ¢* = o p#. Hence
(pop®) =pop® =pFop=(p" 0p)

and, bearing in mind the definition of the group inverse of a finite potent
endomorphism, one has that p# = ¢! and we deduce that ¢ is EP. g

Proposition 3.39. If H is a Hilbert space and ¢ € By,(H) with i(¢) < 1, then
the following conditions are equivalent:
(1) ¢**op=poph;
(2) o= = p#;
(3) p*op=gpop#;

(4) ¢* =t
Proof. Using similar arguments as those used to prove Proposition 3.37 we can
check that (1) <= (2) and (2) <= (3). To conclude we shall prove that (3)
<= (4). Let us assume that p* o = pop™. In this case, since ¥ o = pop™,
one has that

P =9 opopl =pFopop =pPopopl =l
Conversely, if ¢* = ¢®T, then
prop=p T op=9pPop=ypop*

Analogously to the proof of Corollary 3.38, it is easy to check that

Corollary 3.40. Let H be a Hilbert space and let us consider ¢ € By, (H) with
i(¢) < 1. If ¢ satisfies one of the equivalent conditions of Proposition 3.39,
then ¢ is EP.

Remark 3.41. We wish to point out that, in general, the converse statements of
Corollary 3.38 and Corollary 3.40 are not true. A counter-example is the follow-
ing: let H be a 3-dimensional Hilbert space with orthonormal basis {uy, ua, u3}
and let us consider ¢ € Endc(H) such that

1 3 0
0

p=12 1
0 0 O
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in the basis {uy,ug, uz}. We have that ¢ is EP because

_1 3 0
5
pl=¢*=(2 -3 0
0 0 0
However,
10 5 0 1 0 0
pop*=[5 5 0|#|0 1 0|=¢”op
0 0 0 0 0 0
and
5 5 0 1 0 0
rop=[5 10 0l#[|0 1 0|=pop”.
0O 0 0 0 0 0

To finish this section we shall offer a characterization of EP bounded
finite potent operators.

Proposition 3.42. If H is a Hilbert space and ¢ € Byp(H) with closed Im ¢,
then the following conditions are equivalent:

(1) %0* — QD*’D;
(2) ¢ is EP;
(3) ¢" =P

Proof. (1) <= (2) Let us assume that ¢* = p*. Then, we have that
U, C Kerp* = [Im ¢]*,

from where we obtain that U, NIm ¢ = {0}. Thus, Im ¢ = W_ and i(p) < 1.

Hence, from the decomposition H = Im ¢ @ [Im ¢]*, we deduce that
U, =[Im ¢+ = Wj and

(N, =0= ")y, = ("), -
Moreover, since Kerp = U, and W = U :, then
[Ker ¢] - = W, 2, W, =1Im ¢

and
(@M, = (o, ) =
Accordingly ¢ = ¢# and, therefore, ¢ is EP.
Conversely, if ¢ is EP, bearing in mind that i(¢) < 1 and of = %, it
follows from Lemma 2.8 that

P) i, -

w, = (®

=g opopl =y opop® =p*opopl ="l
<

(2) = (4) Let us now assume that ¢ is EP. Since i(p)
from Lemma 2.8 we deduce that

P =plopop* =¢pFopop* =pPopop* =P

1 and ¢f = o7,
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Conversely, if o* = ©P*, then Im ¢* C W, . Thus, bearing in mind that
from [14, Lemma 4.3 and Proposition 4.5] we know that dim W _. = dim W,
and

Wv* = Uj C Im ",
we have that

Imgp*sz:Uj‘ZW*

P
and i(p) = i(¢") < 1.

Hence, in this case we have that Im ¢ = W, = Uj, Kerp =U, = Wj
and, using the same arguments as above, we deduce that ¢t = ¢#, from where
we conclude that ¢ is EP. O

Note that in the hypothesis of Proposition 3.42 we do not need to assume
that i(¢) < 1.

Corollary 3.43. If H is a Hilbert space and ¢ € By, (H) with i(p) < 1, then
the following conditions are equivalent:

(1) @f =t
(2) ¢* = *#;
(3) ¢ is EP;
(4) =™
(5) @f = T

Proof. The assertions are immediately deduced from Lemmas 3.35, 3.36 and
Proposition 3.42. 0

Remark 3.44. Let A € Mat,x,(C) be an n x n matrix with entries in the
complex numbers. If i(A) < 1, then Corollary 3.43 shows that the following
conditions are equivalent:

(1) Af = AP,
(2) A* = A%,
(3) Ais EP;

(1) 4 = 4%,
(5) AT = APT,

4. Applications to Linear Systems on Hilbert Spaces of the
Drazin-Star Inverse

Finally, similar to the statements of [10, Section 4], we shall apply the above
properties of the Drazin-Star inverse of bounded finite potent endomorphisms
for studying the consistence and the general solutions of linear systems on
Hilbert spaces.
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Lemma 4.1. Given a Hilbert space H and an endomorphism ¢ € By, (H) with
closed Im ¢ and i(p) = r, then

Ker(pl:Im ([d—goDOgD) fOT’ aller

Proof. ft H = W_ © U, is the AST-decomposition of H induced by ¢, it is
clear that
Keryg' =U, =Im (Id— ¢ o¢) foralll>r,

and the assertion is proved. O

Proposition 4.2. If H is a Hilbert space and ¢ € By,(H) with closed Im ¢ and
i(¢) =, then the linear system

ol(z) = ¢'(¢"(h) (4.1)
is consistent for each h € H and every l > r and its general solution is
x=@P*(h) + Im (Id — ¥ o )
or, equivalently,
z=pP*(h)+U,.
Proof. Tt follows from Lemma 4.1 that for checking the claim of this proposition

is sufficient with proving that ¢?*(h) is a particular solution of (4.1).
Accordingly, bearing in mind that

@' (@7 (h) = (@' 0P 0 0) (9" (h)) = ¢! (¢*(h) foralll>r,
the statement is deduced. O

A direct consequence of Lemma 4.1 and Proposition 4.2 is:

Corollary 4.3. IfH is a Hilbert space, ¢ € By,(H) with closed Im ¢ and i(p) =
rand H=W_ & U, is the AST-decomposition of H induced by p, then

e (h) — ¢ (h) €U,
for allh € H.

Ezample 4.4. 1f H is a separable Hilbert space with orthonormal basis {u; }ien
and ¢ € Byp(H) is the endomorphism defined in Example 3.26 with i(¢) = 2,
we have that the equation ¢*(x) = ¢*(¢*(h)) is equivalent to the linear system
12:61 + 91’2 - 151‘3 = 15h1 + 42h2 - 36h3 + 42h4
—2x1 — 1229 — 3523 = —61h1 + 68hy — 117h3 + 68h4 (42)
1321 + 2425 + 34x3 = 95hy — 55ho + 126h3 — 55hy,

where z = (z;) and h = (h;) are the coordinates expressions of z and h in
{ui}ieN respectively.
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Accordingly, since U, = (u;)i>4 , a non-difficult computation shows that
the general solution of (4.2) is

1 =h1+ ho+ hy

ro = 2hy + hg

x3 = hy — 2ho + 3hg — 2hy
x; =N\ fori >4

with > ;5 [Ai] < oo,

Lemma 4.5. Given a Hilbert space H and an endomorphism ¢ € Byp(H) with
closed Im ¢ and i(p) = r, if H = W, @ U, is the AST-decomposition of 'H
induced by ¢, then

Ker(p")* N W, = {0}.
Proof. It H=W _. @®U,_. is the AST-decomposition of H induced by ¢, since

from [14, Proposition 4.5] one has that W _. = U j‘ and from Proposition 2.7
we know that (p*)" = (©1)*, one has that

Ker(ng)* = Ker(<p*)T = [Im <p*]J‘ cuU_,

o
because Uj C Im ¢* and U, is closed.
Accordingly, Ker(of)* N W, = {0} and the claim is proved. O

Proposition 4.6. Let H be a Hilbert space, let ¢ € By,(H) with closed Im ¢
and i(p) = and let h € Im ((p7)*oP). Then, ¢P*(h) is the unique solution
in W, of the linear system

(¢")" (@) = h.

Proof. Tf h = (p1)*)(¢P (k")) for a certain h' € H, since from Corollary 3.11
one can check that

P opoplopopl =P,

and bearing in mind that
(@) (" (1) = ((#")" 0 (" e o ™) 0 (1)) (" (W) = (")) (7 (1)) = h,
the assertion is immediately deduced from Lemma 4.5 because

©P*(h) e Im P =W_.

©

O

Corollary 4.7. Let H be a Hilbert space, let p € Byp(H) with i(p) < 1 and let
h € Im @. Then, ©P*(h) is the unique solution in Im ¢ of the linear system

(¢")" () = h.
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Proof. With the above notation, the claim is a direct consequence of Propo-
sition 4.6 because, when i(p) < 1, it follows from Proposition 2.7 and [14,
Proposition 4.3] that

Im (of)* =TIm (¢*)" = [Ker(p*)]* = [Uw}L =W, =Img

and, therefore, Im ((¢!)* 0 ) = Im . O

Ezample 4.8. Keeping again the data of Example 3.26, from an easy compu-
tation one has that

Im ((p1)* 0 pP) =< 14u1 — 20uz — 19u3, —20u1 + 35u2 + 31uz, —19u1 + 3lug + 29u3 > .
Accordingly, given
h = (14X — 20p — 196)ug + (=20 + 351 + 318)ug + (—19X + 31p + 296)us

with X, 11,6 € C, one has that the system (p!)*(z) = h is determined by the
equations

2 1
—gxl + zo — §x3 = 14\ — 20p — 196
5 1
§$1 —x9 + §x3 = —20\ + 35u + 318 (4.3)
4 2
51'1 — X9 + 5173 = —19A + 31 + 296,

where = (x;) € H. Thus, from Proposition 4.6 one has that
x1 = —06A+ 151 + 127
To = 9N —9u — 9y
x3=—3A+3u+ 67y
T4 =9A —9u — 9y
r5=0foralli>5

is the unique solution in W, = (uy, ug 4 u4, us) of (4.3).
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