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ABSTRACT

Graviweak Theory in Bicomformal Space

by

Mubarak Ukashat, Doctor of Philosophy

Utah State University, 2022

Major Professor: James Wheeler, Ph.D.
Department: Physics

With the inception of the standard model, physicists tried various techniques to fit

gravity under the same underlying framework. These attempts were thwarted by the

Coleman-Mandula theorem, showing that a combined Poincarè-SU(N) gauge theory leads

to a consistent quantum field theory only as a direct product. While supersymmetry pro-

vides an escape from the Coleman-Mandula conclusion, we explore a different approach.

In this work, we use the technique of biconformal gauge theory to bridge the gap between

the electroweak model and gravity, yielding a single graviweak theory. The quotient of the

conformal group of a space of dim n = p + q , with SO(p,q) metric by its homogeneous

Weyl subgroup. This gives a principal fiber bundle with 2n-dim base manifold and Weyl

fibers. The Cartan generalization to a curved 2n-dim geometry admits an action functional

linear in the curvatures, and the field equations generically yield general relativity on the

cotangent bundle of spacetime. However, in a subclass of cases the extra n dimensions can

give a fibration by a non-Abelian Lie group, with the maximal case for n = 4 being the

electroweak group. Thus, while the final Lorentz and electroweak symmetries are of the

direct product form required by Coleman-Mandula, the model is predictive of the specific

group. Our principal interest is to develop a spinor representation for the 4-dimensional



iv

case of this model in detail to see if further properties of the electroweak theory are pre-

dicted. In addition to the usual operators within Dirac theory, we find a new projection

which might be interpreted as either isospin or as the splitting between the gravity and

electroweak sectors. We discuss these possibilities. Also, we derive the field equations in

the self-dual/anti-self-dual spinor representation.

(159 pages)
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PUBLIC ABSTRACT

Graviweak Theory in Bicomformal Space

Mubarak Ukashat

There are four basic forces in nature: the electromagnetic force, which accounts for

interactions of particles with charges; the weak force, which is responsible for radioactive

decay; the strong force, which holds the particles inside a nucleus tightly bound together;

and the gravitational force, which is resposible for keeping us on our beautiful planet,

Earth and holding together our entire solar system. Physicists have been on the hunt

for a theory that can single-handedly explain all these forces under the same underlying

mathematical formulation. So far, physicists have suceeded in unifying the electromagnetic

and weak forces in what is called the electroweak theory. Some ways are known to unify

the electroweak and strong interactions using group theory, but the odd one out is really

gravitational force. Gravity is explained successfully so far by Einstein’s general theory of

relativity but it has seen limited quantum mechanical explanation. One possible route to

full unification is string theory but we take an alternative approach. In this dissertation, we

attempt to unify gravity with the electroweak interaction. We propose a graviweak theory

based on a gauge field theory approach by harnessing the plethora of mathematical tech-

niques found in biconformal gauge field theory. In this special kind of field theory, not only

can we readily and easily get gravity, we simulteneously have a dual space that can accom-

modate the electroweak theory within the same formulation. We see that certain surprising

properties of the electroweak theory such as the existence of isospin or its preference for

left-handedness over right-handedness may have a natural explanation within biconformal

theory.
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CHAPTER 1

INTRODUCTION

1.1 Background

The standard model has been the greatest and most successful form of a unified theory

in modern physics. Apart from its success in explaining how the strong force works, it is

also based on the same framework of gauge field theory that unifies the electromagnetic and

weak interactions into a single electroweak interaction. Although the standard model does

not answer all questions, no experimental findings have been found to violate its predic-

tions till this day. Since the inception of the standard model, physicists have tried various

techniques to fit gravity under the same underlying framework. In this research, we use

the technique of biconformal gauge theory to to bridge the gap between the electroweak

model and gravity, unifying them into a single graviweak theory. We begin our task by

considering the conformal group of a space of dim n = p + q, with SO(p, q) metric and

taking the quotient of this group by its homogeneous Weyl subgroup. This gives a principal

fiber bundle with 2n-dim base manifold and Weyl fibers and the Cartan generalization to

a curved 2n-dim geometry admits an action functional linear in the curvatures. Because

symmetry is maintained between the translations and the special conformal transformations

in the construction, these spaces are called biconformal [1]. Biconformal geometry is a form

of double field theory; general relativity with integrable local scale invariance arises from

its field equations. It is notable that the field equations reduce all curvature components

to dependence only on the solder form of an n-dim Lagrangian submanifold, despite the

increased number of curvature components and doubled number of initial independent vari-

ables. Our principal interest is to see how 2n-dimensional geometry furnishes the platform

for electroweak theory with the proper symmetry breaking being an inherent consequence

of the biconformal structures.
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The formulation of the electroweak theory is strongly founded in gauge field theory.

In the early days of exploring theories of unification, Weyl was the first to attempt to

unify gravity and electromagnetism. In 1918 he was able to develop an electromagnetic-

gravitational theorem based on the assumption that we can treat lengths and directions

on an equal footing during parallel transport [2]. Einstein was able to figure out a flaw

this theory since if the assumptions were true, then when we parallel transport an electron

around some closed path in an electromagnetic field in a curved spacetime, its size will

not be the same. This is totally against observations since it violates the existence of

chemical elements with spectral lines of definite frequency and for this assumption to hold,

the relative frequency of two neighboring atoms of the same kind would be different in

general [3]. In 1921 Theodor Kaluza tried to unify electromagnetism and gravity by adding

an extra dimension to the usual four-dimensional spacetime metric [4]. This assumption

did not work out so well until 1926 when Oscar Klein introduced new paramaters for the

extra fifth dimension and required that it be compactified [5].

In 1929, Weyl developed the functional method of gauge theory for electromagnetism

using U (1) symmetry. This gave rise to many insights in the search for a united theory.

Yang and Mills were the first to gauge a nonabelian group in 1954 using SU(2), while

they were studying the behavior of protons and neutrons [6], [7]. Utiyama was the first

to gauge the Lorentz group in 1954 [8], while Kibble in 1961 gauged the full Poincare

group [9]. Using the methods of fiber bundles and Cartan geometry, we easily find unifying

relationships between these different gauge theories.

While electromagnetic interactions only affect particles with charge and the strong

interaction only affects quarks, gravitation affects all forms of energy, and every particle

feels the weak interaction. This suggests the possibility of a geometric graviweak model.

Properties of the weak interaction include flavor change, isospin doublets and singlets, parity

violation, charge conjugation violation and CP violation.

The theoretical development of the electroweak model had two major setbacks. The

first is related to the masslessness of the W and Z bosons for the theory to hold. We



3

know from experiments that they are indeed massive. The second setback was that the

theory separated the behavior of right-handed particles from left-handed particles but had

terms involving interactions between them. It was difficult to explain this interaction based

on previous assumptions. This is where the Higgs mechanism of spontaneous symmetry

breaking came into play. The Higgs mechanism was able to solve both of these mysteries

and also introduced the existence of a new Higgs particle which was later discovered years

after its prediction.

Biconformal theory has been a very successful tool in developing effective theories

of locally scale covariant general relativity. The double-field-theory nature of this model

lets us propose other underlying theories with results consistent with observation. We

propose to formulate a graviweak theory from the gauge theory of the conformal group of

a 4-dimensional Euclidean biconformal space. We start with the Euclidean metric on R4,

compactifying it to extend it to its SO (5, 1) conformal group. The quotient of SO (5, 1) by

the product of SO(4) with dilitations is a fiber bundle with an 8-dimensional homogeneous

base manifold and SO (4)× dilatations fibers. Changing the connection to curve the base

manifold gives an 8-dimensional biconformal space (biconformal because it doubles the

dimension of space). The biconformal space gives us a Kahler manifold, with the metric,

symplectic form, and complex structures all arising naturally from the conformal group.

The general scale-invariant curvature-linear action on this biconformal space has been

shown to reduce to a locally scale invariant Euclidean general relativity an 4-dimensional

Lagrangian submanifold of the full space, with the remaining space fibrated by copies of

an 4-dimensional Lie group. Generically, this Lie group is Abelian, so the full biconformal

space is consistently identified as the co-tangent bundle, and the techniques of [10] show

how this can give rise to Lorentzian general relativity. However, an additional class of

solutions exists for which the extra 4 dimensions describe a fibration by a 4-dimensional

non-Abelian Lie group, G (4). This extends the fibers symmetry of the original bundle to

G (4) × SO (4) × D. The aim of our investigation is to determine under what conditions

G (4) is the SU (2) L × U (1)Y symmetry of electroweak theory, and to study the resulting
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graviweak unification.

This underlying structure is expected to be able to show results of left and right-

handedness of particles, and naturally exhibit symmetry breaking. We also will examine

whether the existence of the Higgs alongside its mass prediction as an inherent part of the

theory rather than an input as it is in the standard model. We also propose in this new

theory to explore other known properties such as parity violation and charge conjugation.

The general approach will involve the usual gauge theory formulation with differential forms.

We will also extend our model to include spinor representations and ‘t Hooft matrices. At

the moment, although our theory beautifully separates left-handed particles from right-

handed particles naturally, we are not yet certain what features determine when our new

group is a subgroup of SO (4) and when it is a group contraction.

Choosing the appropriate spinor representation in biconformal space is one of the first

and foremost steps we undertake in order for our formulation and structure to be compatible

with the standard model. Spinors are the representations of matter in the standard model

which makes them play a very important role in our theory. They are the representations

for the grop of weakly interacting matter SU (2). The right way to think about a spinor γµ

is that, despite the fact that it has a vector index µ on it it is actually a matrix in spin space

with a pair of spinor indices which are often left out in literature. They actually look like

γµab. It is a matrix because of the two spin indices ab, but at the same time it got a vector

index µ in spacetime not spin space. So, the appropriate way to think about this object is a

4-component vector of matrices which happen to be 4 by 4 matrices for the 4D case. In 3D,

the analogous thing was a three component vector of 2 by 2 matrices. These gammas are

interesting because they live both in spin space and space time simultaneously. At this point

it is a good idea to start thinking in terms of spacetime and spin space separately. They

both have their separate index structures even if they are related since spin space is a way

of describing spinors on a spacetime, but we cannot use normal coordinates. Technically

speaking, the spinors exist on the spin bundle over the manifold. At each point we define

a spin space and a collection of these spin spaces throughout the spacetime which results
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in the spin bundle. This is analogous to vectors living in the tangent space to any given

point whose collection gives the tangent bundle of the manifold. The reason why it gets

confusing with vectors is that the indices in tangent space can be chosen to match with

the coordinates used for spacetime and this is called the coordinate basis of the tangent

space. Although we do not have to do this because we can represent the vectors using the

orthonormal basis in the tangent space in which case the spacetime indices and the tangent

space would look sort of disconnected from the coordinates in the same way as the spinors

do. There are cases where separating vectors from coordinates has been more efficient.

1.2 Fiber Bundles

Consider three differentiable manifolds E, Mand F where E is the bundle space, M

the base space and F the fiber space where E and M may each be of any dimension. The

dimension of F is the sum of the dimensions of E and M . At each and every point of the

base space we attach a copy of the fiber space and the whole new space formed is the bundle

space with a dimension equal to the sum of the fiber space and base space dimensions.

We have some features that come with the formal definition of every fiber bundle and

these include;

1. Projection: If we take any point in the entire bundle space and apply a projection π,

it gives us the corresponding point in the base space. This is also true if we take any

point in the fiber bundle space and apply a projection π, it gives us the corresponding

point in the base space.

2. Lie group G. There also exist a Lie group also called the structure group which acts

on F from the left

3. Open Cover. These are some sets of open neighborhoods {Ui} of the base space M

(such that all of ui gives back M) with a diffeomorphism ϕ : U × F → π−1 (Ui) such

that π ⊙ ϕi (p, f) = p ∈M
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4. On every non-empty overlap of two subgroups Ui ∩Uj we require G-valued transition

functions tij = ϕi ⊙ ϕ−1
j such that ϕi = tijϕj

If we can cover the entire baseM with only one Ui or if all of the tij are trivial (tij = Iij) then

globally, the bundle E is also trivial (E =M × F ). For a nontrivial bundle this property

is restricted to a local neighborhood. If we consider a base space M = S1 which is just

a circle and the fiber space is taken to be F = {z} ∈ [−1, 1] which is all values of a line

segment between −1 and +1 including -1 and +1. We have two possibilities for this case,

the first being we can take this to be the trivial bundle E = S1 × [−1, 1] which is the

surface of a cylinder. The second case is a nontrivial one which involves breaking S1 into

two neighborhoods U1 and U2 with two overlaps on each end breaking the circle in half.

In each of these I have a line segment with its fibers and on one overlap we use a trivial

transition function tij = Iij which is just the identity and on the other we use ti : z → −z.

This makes a mobius strip. So we call both a cylinder and a Mobius strip as line bundles

over S1 where the cylinder is the trivial line bundle and the Mobius strip is the nontrivial

line bundle over S1. Another example of a nontrivial bundle is a circle bundle over a circle

called the Klein bundle. Trivial bundles allow us to do a lot of things easily but the more

restricted or nontrivial a bundle space is the more specific they are in regards to details of

what can be described in those spaces. For instance we know that the Mobius strip is a non-

oreientable surface which means that if I want to describe some physics in which orientation

is important then the Mobius strip will not be a good space for that representation. There

are also spaces that will not allow us have spinors on that space etc.

There are lots of spaces which can be categorized as bundles but the three most common

in physics are the following;

• When F is a vector space we have a vector bundle with dimensions different or similar

to the base space M

• When F is a particular vector space called the tangent space to M and then we have

the tangent bundle called TM . We already know that we can define a tangent space

at each point for any manifold irrespective of the space being a bundle in itself or not.
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In general relativity for instance if we want to talk about tensors or vectors in general

we will be restricted to objects in tangent spaces.

• If F = G, in other words if the fiber is a Lie group, then we have a principal bundle.

In other words, if we have a base space as spacetime and at each point our fiber is a

U (1), then we are talking about a U (1) principal bundle describing electromagnetism.

If it is an SU (2) fiber then it will be describing weak interactions and if it is an SU (3)

fiber it will be for QCD or the strong interactions. Principal fiber bundles are very

useful for gauge theories.

The idea of magnetic monopoles now depends on whether the U (1) principal bundle is

trivial or not. If it is trivial then there are no magnetic monopoles but if we can twist the

bundle in an analogous way to making a Mobius strip then we do have magnetic monopoles.

Half of Maxwell’s equations, the ones with sources come from an action prnciple and the

other half, the ones withpout the sources, are actually statements about the electromagnetic

geometry or the U (1) bundle and if we want to amend those equations to describe physics

on a nontrivial bundle then it is exactly adding a monopole term.

Some other features worth mentioning include;

• Sections. A section is a map that takes a single point in the fiber to a corresponding

point in the base space. It is like a curve mapping each section in the base to a

single point in the fiber. These are important in physics when we start writing out

Lagrangians and actions and equations of motion they are all in terms of sections of

bundles for instance in electromagnetism when we write Aµ (x) for the gauge potential

it is actually a section

• Connection. A connection has to do with movement along the fibers or tangent to

them or both simultenously. This splits motion into verticality or horizontality. A

mathematical apparatus or construction which formalizes this for us is defined in terms

of a one-form connection A. In a principal bundle this one-form corresponds to the

gauge field while in a tangent bundle it is the Christoffel connection Γ as in GR. These
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connections are what formalizes taking derivatives of objects in both GR and particle

physics which depends on taking differences of points with direction dependence.

• Characteristic Classes. If we had a space and wanted to tell if it the tangent bundle of

this space was a trivial bundle or not, then we can deduce the answers from knowing

the characteristic classes which are objects built from the connections or transition

functions of these fiber bundles with a variety of ways to compute them and different

types in general. One particular one we want to talk about related to connection is

called the Chern class.

C (E) = det

(
1 +

i

2π
F

)
where F is defined in terms of the connection A as F = dA + A ∧ A. This becomes

the curvature 2-form of the bundle. In a U (1) electromagnetic principal bundle where

A is the vector potential, then F is just the field strength tensor F = Fµν , for the

tangent bundle to a manifold TM , then F is just the Ricci tensor Rµν created from

the Christoffel connection. These classes can be extended to a set of terms which are

as follows

C0 (E) = I

C1 (E) = Tr

(
i

2π
F

)
C2 (E) = ...

C1 (E) is the first Chern class is really important with respect to Calabi-Yau manifolds.

The idea basically is that if we have a trivial space then all the Chern classes vanish

except the zeroth class.

• Composite fiber bundles. When we gauge GR as a group of SO (1, 3)↑×T 4 one way to

make this work is by encoding the translations as another bundle over the rotations.

The rotations form a fiber bundle over Minkowski space. In other words we can have

fiber bundles within other fiber bundles.
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1.3 Differential Forms

Differential forms are one of the useful mathematical tools we shall be using for the

most part of this work. They provide one method for constructing coordinate invariant

expressions, simplify certain calculations (e.g. curvature tensors) and play a central role in

differential topology.

A differential p-form A(p) is simply a (0, p) tensor that is completely antisymmetric.

In terms of components, a 0-form ϕ (no indices) has zero components, a 1-form Aµ is a

dual vector with four components A0,A1,A2,A3. A 2-form Bµν = −Bνµ, Bµµ = 0, has 6

components B01, B02, B03, B12, B13, and B23, a 3-form Cµνλ = Cλµν = Cνλµ = −Cνµλ =

−Cµλν = −Cλνµ, Cµµλ = 0 which leaves it with only four components C012, C013, C023, and

C123. In general, any p-form in D dimensions will have

 D

p

 = D!
p!(D−p)! independent

components. More interesting things start to happen when we consider products of forms,

derivatives of forms and integral of forms.

1.3.1 Wedge Products

We can multiply two forms to get another form as long as we are careful to preserve

antisymmetry. A(p) ∧B(q) = C(p+q) in terms of components Cµ1...µp+q = (A ∧B)µ1...µp+q
=

(p+q)!
p!q! A[µ1...µp

Bµp+1...µp+q ]

For example if p = q = 1,

(A ∧B)µν =
2!

1!1!
A[µBν]

= 2.
1

2
(AµBν −AνBµ)

= AµBν −AνBµ

and if p = 1, q = 2,
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(A ∧B)µνλ =
3!

1!2!
A[µBνλ]

= 3.
1

6
(AµBνλ +AλBµν +AνBλµ −AµBλν −AλBνµ −AνBµλ)

=
1

2
(AµBνλ +AλBµν +AνBλµ −AµBλν −AλBνµ −AνBµλ)

We can see that A ∧B = (−1)pq B ∧A

For example if p = q = 1,

(B ∧A)µν =
2!

1!1!
B[µAν]

= 2.
1

2
(BµAν −BνAµ)

= − (AµBν −AνBµ)

= − (A ∧B)µν

and if p = 1, q = 2,

(B ∧A)µνλ =
3!

1!2!
B[µAνλ]

= 3 · 1
6
(BµAνλ +BλAµν +BνAλµ −BµAλν −BλAνµ −BνAµλ)

=
1

2
(BµνAλ +BλµAν +BνλAµ −BλνAµ −BµλAν −BνµAλ)

=
1

2
(AµBνλ +AλBµν +AνBλµ −AµBλν −AλBνµ −AνBµλ)

= (A ∧B)µνλ

1.3.2 Exterior derivative

The components of differential forms can vary over space and time. This means that

when we write Bµν we really mean Bµν

(
xλ
)
. It is then useful to discuss the derivative of

forms. Because of the nature of forms if we use the usual partial derivative ∂
∂xµ we do not
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get very useful results. On the other hand, if we are careful enough we can get a derivative

such that the derivative of a form gives another form.

Consider a form A(p). The exterior derivative dA is a (p+ 1)-form with components

(dA)µ1...µp+1
= ∂[µ1

Aµ2...µp+‘1]

with the following properties:

• It satisfies a modified Leibniz rule. For A(p) and B(q) we have

d (A ∧B) = dA ∧B+ (−1)pA ∧ dB

• In an attempt to treat forms like tensors on a curved space or in curvilinear coordi-

nates, one might think that we would need to use ∂µ → Dµ = ∂µ + Γ... to get back

a true tensor or in this case, a form. It turns out that due to the antisymmetrization

including the Christoffel connections make no difference as they still end up cancelling

out. This means that we have a meaningful tensorial derivative without requiring a

metric which means that these derivatives are defined on and only depend on the

topology of the spacetime!

• It squares to zero. This is the Poincarè lemma. Since we would have to antisymmetrize

the indices on each ∂ but partial derivatives commute we have d2A ≡ 0 for any p-form

A. This feature is one of the keys to how exterior calculus of differential forms leads

to topological invariants.

1.3.3 Integration

It is very important here to remember that the components of a form only arise when

we decompose the form onto a basis. This basis is defined as

A(p) =
1

p!
Aµ1...µpdx

µ1 ∧ dxµ2 ∧ . . . ∧ dxµp
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where the differentials anticommute, i.e. dxµ ∧ dxν = −dxν ∧ dxµ. Since coordinates are

functions, their exterior derivatives are 1-forms, hence anticommuting.

Proof: Consider

A(2) =
1

2
Aµνdx

µ ∧ dxν

=
1

2
Aνµdx

ν ∧ dxµ

since Aµν = −Aνµ and dxµ ∧ dxν = −dxν ∧ dxµ and in fact we could consider this as

dxµ1 ∧ dxµ2 ∧ ... ∧ dxµp with p = 2.

To enable us comprehend the usefulness of a set of anticommuting differentials let us

consider dxdy and transform to x′ (x, y) , y′ (x, y). Then:

dx→ dx′dy′ =

(
∂x′

∂x
dx+

∂x′

∂y
dy

)(
∂y′

∂x
dx+

∂y′

∂y
dy

)
=

∂x′

∂x
dx
∂y′

∂x
dx+

∂x′

∂x
dx
∂y′

∂y
dy +

∂x′

∂y
dy
∂y′

∂x
dx+

∂x′

∂y
dy
∂y′

∂y
dy

However, we know that dxdy should transform with the Jacobian, i.e.

dx′dy′ =

(
∂x′

∂x

∂y′

∂y
− ∂x′

∂y

∂y′

∂x

)
dxdy

which is exactly what we get if we use the wedge product, dxi ∧ dxj = −dxj ∧ dxi =⇒

dx ∧ dx = dy ∧ dy = 0.

We can now see that the basis of a p-form is actually an integration measure over a

p-dimensional (oriented) volume. This means that an expression like
∫∑

p
A(p) is perfectly

well defined and coordinate invariant. The physical significance of this is that there is a

natural coupling between p-form fields A(p) and the p-dimensional world-surfaces swept out

by (p− 1)-dimensional objects. For instance
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• p = 1
∫∑

1
A(1) is the natural coupling of a 1-form Aµ to a particle’s worldline.

• p = 2
∫∑

2
B(2) is the natural coupling of a 2-form Bµν to a string’s worldsheet.

and in general

•
∫∑

p
B(p) is the natural coupling of a p-form to a (p− 1)-brane’s world volume

1.3.4 Hodge Dual

In 3-dim we can define an invertible mapping between a 1-form and a 2-form because

they both have three independent components. This is also applicable to a 0-form and a

3-form since they both have one component in 3-dim. This leads us to introduce the concept

of a Hodge dual, or star, operator. In 3-dim and Cartesian coordinates set

∗ (dx ∧ dy) = dz

∗ (dy ∧ dz) = dx

∗ (dz ∧ dx) = dy

∗ (dx ∧ dy ∧ dz) = 1

and further require the star to be its own inverse

∗∗ = 1

With these rules we can compute the Hodge dual of any form in 3-dim.

These rules may be summarized using the Levi-Civita tensor. Still in 3-dim and Carte-

sian coordinates, the dual of any 1-form A is

∗A = Aig
ijεjkldx

k ∧ dxl

= Ajεjkldx
k ∧ dxl
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For example we can show that the dual of a general 1-form A = Aidx
i is the 2-form

S = Azdx ∧ dy +Aydz ∧ dx+Axdy ∧ dz.

A = Aidx
i

= A1dx
1 +A2dx

2 +A3dx
3

∗A = ∗
(
Aidx

i
)

= ∗
(
A1dx

1 +A2dx
2 +A3dx

3
)

= A1 ∗ dx1 +A2 ∗ dx2 +A3 ∗ dx3

Now, using the fact that a star is its own inverse, we can deduce that

∗∗ (dx ∧ dy) = ∗dz

∗∗ (dy ∧ dz) = ∗dx

∗∗ (dz ∧ dx) = ∗dy

∗∗ (dx ∧ dy ∧ dz) = ∗1

which means that

∗dz = (dx ∧ dy)

∗dx = (dy ∧ dz)

∗dy = (dz ∧ dx)

∗1 = (dx ∧ dy ∧ dz)

Now taking
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A1dx
1 = Axdx

A2dx
2 = Aydy

A3dx
3 = Azdz

we can now continue our derivation as follows

∗A = A1
∗dx1 +A2

∗dx2 +A3
∗dx3

= Ax
∗dx+Ay

∗dy +Az
∗dz

= Ax (dy ∧ dz) +Ay (dz ∧ dx) +Az (dx ∧ dy)

In general, we can see that the Hodge operator is a map for any general m-form, in

n dimensions such that ∗ : Λm
p (Rn) −→ Λn−m

p (Rn) is linear and satisfies the following

properties

∗
(
dxi1 ∧ dxi2 ... ∧ dxim

)
=

1

(n−m)!
ϵi1...imim+1...in

dxim+1 ∧ ... ∧ dxin

where 1
(n−m)!ϵ

i1...im
im+1...in

is just a number.

If we consider n = 3 and m = 1, we can work backwards to derive our findings as

before.
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∗ : Λ1
p

(
R3
)
−→ Λ2

p

(
R3
)

=⇒ ∗dx1 =
1

2!
ϵ1 jkdx

j ∧ dxk

=
1

2!

(
ϵ1 23dx

2 ∧ dx3 + ϵ1 32dx
3 ∧ dx2

)
=

1

2!

(
dx2 ∧ dx3 − dx3 ∧ dx2

)
=

1

2!

(
dx2 ∧ dx3 − dx3 ∧ dx2

)
= dx2 ∧ dx3

We can similarly show that

∗dx2 = −dx1 ∧ dx3

∗dx3 = dx1 ∧ dx2

In general, the Hodge dual maps basis from one space to another linearly.

1.4 A biconformal model of graviweak interactions

The possibility for a unified graviweak theory based in biconformal geometry was re-

cently established in [1]. These geometries arise as gauge theories of the conformal group C

of spaces of dim n = p+q, with SO (p, q) metric, where C may be written as SO (p+ 1, q + 1)

or the corresponding spin group, Spin (p+ 1, q + 1). The quotient of this conformal group

by its homogeneous Weyl subgroup gives a principal fiber bundle with 2n-dim base mani-

fold and Weyl fibers. The Cartan generalization to a curved 2n-dim geometry admits an

action functional linear in the curvatures. Because symmetry is maintained between the

translations and the special conformal transformations in the construction, these spaces

are called biconformal; this same symmetry gives biconformal spaces overlapping structures

with Kähler manifolds and with double field theories, including manifest T-duality. Because
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of the manifest duality between translations and special conformal transformations, bicon-

formal space admit a gravity action linear in the curvatures [11]. In [1] it is established that

the field equations arising from the linear action lead to n-dimensional general relativity

with integrable local scale. It is notable that the field equations reduce all curvature compo-

nents to dependence only on the solder form of an n-dim Lagrangian submanifold, despite

the increased number of curvature components and doubled number of initial independent

variables. The reduction occurs without need for a section condition.

Here we focus on one result presented in [1], that the torsion-free solutions are foliated

by copies of an n-dim Lie group G. These Lie groups fall into two classes:

1. Generically, the Lie group G is abelian. Thus, the corresponding torsion-free solu-

tions generically describe locally scale-covariant general relativity with symmetric,

divergence-free sources with G representing either (a) the co-tangent bundle of n-dim

(p, q)-spacetime or (b) the torus of double field theory.

2. The solutions admit a subclass of spacetimes with n-dim non-abelian Lie symmetry.

The group G must be acted upon by the original SO((p, q) or Spin (p, q) fiber sym-

metry. As suggested in [1] these latter cases include the possibility of a unification of

gravity and the electroweak interaction.

To realize a graviweak theory, we study the SO (4) case.

Starting with a compactified Euclidean 4-space, we choose a spinor representation

so that the conformal symmetry is C = Spin (5, 1). The homogeneous Weyl group then

consists of dilatations together with SO (4) = SU (2)×SU (2). The non-abelian group may

be a 4-dimensional subgroup, and the electroweak symmetry SU (2) × U (1) is an obvious

possibility

In order for us to realize this possiblity we need the following background understand-

ing:

1. Explore explicitly the electroweak theory accoording to the standard model.

2. Understand details of spinor representations.
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3. Develop and understand the spinor representation of the biconformal gauge theory

of SU (2) × SU (2). This involves new research since previous biconformal models

have been based on orthogonal groups. Although the Cartan structure equations are

the same for spin and orthogonal groups, differences arise when we implement the

SU (2)× SU (2) product manifestly.

4. Study known methods for obtaining Lorentzian gravity from SO (4) Euclidean sym-

mety. This can be accomplished either according to [12] or using the method of [13].

Either way, this is doable. The former method gives us extra fields, some of which

might cast light on the origin of the Higgs field.

In Chapter 2 we present a review of the Weinberg-Salam model of the electroweak interac-

tions and Chapter 3 reviews basic properties of biconformal spaces.

In Chapter 4 we explore many details of spinor representations. Since the whole struc-

ture of the standard model ranging from the electroweak interactions to the strong interac-

tions are based on spinor representations which are used to explain all matter as we know

it till date. The importance of spinors therefore, cannot be overemphasized.

Following these introductory Chapters we present our two principal results:

• Develop a full spinor representation for the biconformal field equations that makes

the SU (2)× SU (2) product structure manifest.

• Explore details of the breakdown from SU (2)×SU (2) to SU (2)×U (1). As a likely

possibility, we show that the subgroup of SU (2)×SU (2) transformations that preserve

the form of the Weyl vector is the electroweak symmetry. To do this, we expressed

the real, 8-component Weyl vector in terms of spinors and studied its transformations

and gauge properties.

The derivation of these results is presented in the final Chapters. Future work will begin

with solutions to the field equations, using the splitting consistent with the Weyl vector to

dictate the group breakdown.
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CHAPTER 2

THE ELECTROWEAK MODEL

2.1 Gauge Theory and a Glance at the Electroweak Model

The procedure of gauge field theory, with the gauging of electromagnetism using the

U (1) group as an example, can be summarized in three stages; Firstly, we write down the

Lagrangian which in our case will be the Dirac Lagrangian for a spin-half matter field.

L = iℏcψ̄γµ∂µψ −mc2ψ̄ψ

It is easy to see that the Lagrangian in (1) preserves global U (1) transformations.

ψ → ψ′ = eiqθψ

ψ̄ → ψ̄′ = e−iqθψ̄

=⇒ L 1
2
→ L′1

2

= iℏcψ̄e−iqθγµ∂µe
iqθψ −mc2ψ̄e−iqθeiqθψ = L 1

2

If we try to replace the global symmetry by a local U (1) gauge transformation, we find

out that this is not a symmetry of the Lagrangian.

L 1
2
→ L′1

2

= iℏcψ̄e−iqθ(x)γµ∂µe
iqθ(x)ψ −mc2ψ̄e−iqθ(x)eiqθ(x)ψ ̸= L 1

2

This is due to the fact that the partial derivatives do not transform homogenously,

∂µ

(
eiqθ(x)ψ

)
̸= eiqθ(x)∂µ (ψ)
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The next step is to promote the global symmetry to a local symmetry by replacing the

partial derivatives with covariant derivatives

∂µ → Dµ = ∂µ + iqAµ (2.1)

where Aµ is a gauge field and q is a scalar. Defining the covariant derivative as given in

Eq(2.1) guarantees that the new derivative transforms homogenously.

D̃µψ = eiθ(x)Dµψ ≡ D̃µψ

with the transformation condition for the newly introduced gauge field as

iAµ → iA′
µ = iAµ − i∂µθ (x)

The new Lagrangian under this new local gauging is

Llocal = iℏcψ̄γµDµψ −mc2ψ̄ψ

= L 1
2
− qℏcγµψ̄Aµψ

where qℏcγµψ̄Aµψ is the interaction term. The new Lagrangian transforms as follows:

Llocal → L′local = iℏcψ̄e−iqθ(x)γµDµe
iqθ(x)ψ −mc2ψ̄e−iqθ(x)eiqθ(x)ψ

= iℏcψ̄e−iqθ(x)γµeiqθ(x)Dµψ −mc2ψ̄ψ

= Llocal

The last step is to introduce a kinetic term for the propagation of the gauge field Aµ.

This gauge field will be our photon and we will require a kinetic term for for a spin-1 particle

to propagate it. The starting point is the Proca Lagrangian given as



21

L1 =
1

16π
FµνF

µν +
1

8

(mc
ℏ

)2
AµAµ

where Fµν is the electromagnetic field strength defined as

Fµν =
i

q
[Dµ, Dν ] = ∂νAµ − ∂µAν

The mass term of the Proca Lagrangian for our gauge field must vanish for local gauging

to be a symmetry. Then we can interpret the gauge field as the photon since it is massless,

and the new Lagrangian becomes

L 1
2
→ L′1

2

= L 1
2
− qℏcγµψ̄Aµψ +

1

16π
FµνF

µν

where q is the coupling strength of the fermions described by ψ to the electromagnetic field

Aµ, and this is what we define to be the electric charge.

2.1.1 Properties of the Electroweak Interactions

Electromagnetic interactions only affect particles with charge and the strong interaction

only affects quarks. Gravitation effects all forms of energy, and every particle feels the weak

interaction. Properties of the weak interaction include the following;

1. Flavor change

2. Parity Violation

3. Violation of Charge Conjugation

4. CP Violation

5. Isospin Doublets and Singlets
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Fig. 2.1: Particles and their interactions according to the Standard Model [14]

Fig. 2.2: A down quark turning into an up quark as an example of Flavor Changing in
Weak Interactions [15]
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2.1.2 Flavor change

In figure (2.1), the fermions in purple and the quarks in green are paired in flavors in

three groups of up and down. These pairs are called flavors and the weak interaction can

change from one flavor to another. To simplify this concept let us consider the beta decay

of the Cobalt-60 atom which is an example of a weak interaction. The decay process is

given by

60
27Co −→60

28 Ni+ e− + ν̄e

which can be broken down to the decay of a single neutron into a proton,

=⇒ n −→ p+ e− + ν̄e

This can be further broken down into the flavor change of a down quark into an up quark

(udd) −→ (uud) + e− + ν̄e

=⇒ d −→ u+ e− + ν̄e

This flavor change can be visualized in the figure (2.2). If we compare the result from

figure (2.2) with those from figure (2.3), we find out that unlike the weak interactions,

the strong and electromagnetic interactions do not change flavor. In other words the same

particle that comes into any vertex as an incoming particle, comes out from the same vertex

as an outgoing particle

2.1.3 Parity Violation

So far, we have seen how continuous symmetries are satisfied by the standard model

but there are certain discrete symmetries that are violated within the standard model by

the weak interaction. Parity refers to a spatial mirror inversion with respect to some given
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Fig. 2.3: Comparing the Strong and electromagnetic interactions which do not change flavor
with the weak interactions that does change flavor [16]

direction. There are two ways of understanding parity violation in the standard model. The

first method has to do with the concept of helicity.

A particle whose spin is in the same direction as its momentum is called a right-handed

particle and is given a positive quantum number of unity known as its helicity while a particle

whose spin is in the opposite direction as its momentum is called a left-handed particle.

The later particle is given a negative one quantum number for its helicity. Parity operations

on particles change right-handed particles into left-handed particles and vice versa.

In 1957, C. S. Wu alongside other physicists was the first to observe this parity violation

in beta decay [17]. Considering the same beta decay for Cobalt-60 nucleus, one possible

configuration is that a right-handed antineutrino and a left-handed electron be ejected as

shown as spin configuration 1 in the figure (2.5) below.

If we act on spin configuration 1 with the parity operator, we expect that the left-handed

electron becomes right-handed and the right-handed antineutrino become left-handed as

shown in spin configuration 2. If the process was to preserve parity, then both configurations

should be equally observed in experiments. It turns out that only the first configuration is
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Fig. 2.4: A visualization of how the Parity operation changes a left-handed particle into a
right-handed particle and vice versa [18]

observed as we do not have left-handed antineutrinos in nature.

Fig. 2.5: Parity Violation Experiment based on Helicity test

This is what we mean by parity violation in the context of helicity. Another way to

comprehend the concept of parity violation is the following;

Quantum mechanically, if we separate a wavefunction as follows;
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ψ (r, θ, ϕ) = R (r)Y m
l (θ, ϕ)

Under parity, the coordinates change as follows;

(r, θ, ϕ) −→ (−r, π − θ, π + ϕ)

The spherical harmonics ordinarily can be written as proportionality

Y m
l (θ, ϕ) ∝ Pm

l (cos θ) · e(imϕ)

Under parity, the individual components above transform as

e(imϕ) −→ eim(ϕ+π)

=
(
eiπ
)m

eimϕ

= (−1)m eimϕ

=⇒ Pm
l (cos θ) −→ Pm

l (cos (π − θ))

= (−1)l+m Pm
l (cos θ)

The last expression is deduced from the behavior of the associated Legendre polyno-

mials when θ changes to (π − θ). Therefore, under parity. Therefore, under parity
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Y m
l (θ, ϕ) −→ Y m

l (π − θ, π + ϕ)

= (−1)l+m · Pm
l (cos θ) · (−1)m .eimϕ

= (−1)l Y m
l (θ, ϕ)

Therefore, parity of the spherical harmonics depends on the evenness or oddness of l.

To every particle we attribute a parity quantum number: plus one for scalars and

pseudo-vectors and minus one for pseudo-scalars and vectors. Bosons will have the same

parity quantum number as antibosons while fermions will have opposite parity values as

antifermions. The pions or pi-mesons would then have a negative parity since they are

classified as pseudo-scalars. Consider the weak decays below;

θ+ −→ π+ + π0

τ+ −→ π+ + π0 + π0

We multiply parities of products to get the parity of the parent. This means that θ+

will have positive parity while τ+ will have negative parity. When parity was considered a

symmetry of the standard model in the early part of elementary particle physics, θ+ and τ+

were thought to be different particles even though other than this parity discrepancy they

were identical in every other way. After the discovery of parity violation, they were then

understood to be the same particle called K+. Since, the later process preserves parity, it

was attributed to any of the electromagnetic, strong, or weak interactions, while the former

process was attributed to weak interactions alone because it violates parity.

2.1.4 Violation of Charge Conjugation:

Charge conjugation is an operation that takes particles into antiparticles. It is more

than just changing the charges of the particles because it can affect even neutral particles.
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For example, operating on a proton and a neutron with the charge conjugation operator

will give us an antiproton and an antineutron as follows;

C |p⟩ = C |uud⟩

=
∣∣ūūd̄〉

= |p̄⟩

C |n⟩ = C |udd⟩

=
∣∣ūd̄d̄〉

= |n̄⟩

Consider the decay below

π+ −→ µ+ + νµ (2.2)

The products yielded are both left-handed. If we then transform this decay under charge

conjugation we get

π− −→ µ− + ν̄µ (2.3)

These products are just antiparticles of the previous ones due to the nature of charge

conjugation but remain left-handed. But we do not have left-handed antineutrinos in nature,

so, the later process is not valid and as a result the weak interactions do not preserve charge

conjugation.
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2.1.5 CP Violation

CP refers to a combination of charge conjugation followed by a parity operation. People

thought that this might be a symmetry of the standard model and as it turns out, after

charge conjugating Eq.(2.2) to get Eq.(2.3), if we further apply the parity operator on

Eq.(2.3) we get back the right-handed antineutrinos as expected. It turns out that this

symmetry is still broken but to a very small scale compared to that of parity and charge

conjugation. This is known as minimal symmetry breaking for the case of CP violation.

When we further act on the CP by a time reversal operator it happens that we get a

symmetry for the standard model due to the CPT theorem. According to the CPT model,

since CP is not a symmetry of the standard model, the CPT combination is a symmetry if

and only if time reversal is also not a symmetry.

2.1.6 Isospin of Doublets and Singlets

We have left-handed electrons, muons and tau particles with corresponding left-handed

neutrinos respectively. We do also have right-handed electrons, muons and tau particles but

no corresponding right-handed neutrinos respectively. This is because they have not been

found experimentally but have found right-handed anti neutrinos in beta decays and other

weak interactions. For the quarks we have both right-handed and left-handed up, down,

charm, strange, top, and bottom quarks respectively. From observations also, only left-

handed particles take part in weak interactions.

The gauge group for the weak interaction is the SU (2)L. Under this group we can

consider the fields or wavefunctions corresponding to the left-handed particles and their

neutrinos as a doublet

 ψνeL

ψeL

←→
 ψνe

ψe


L

while the right-handed particles have singlet fields (do not take part in the weak interaction)

since they have no partners
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ψeR ←→ (ψe)R

Just as we assume the isospin in strong interactions for the nucleon is a composite

of protons (isospin +1
2) and neutrons (isospin −1

2), we can also make such a formulation

of isospin for the SU (2)L. The field corresponding to the doublet

 ψνe

ψe


L

has isospin

I = 1
2 , with isospin I3 = +1

2 for νeL and isospin I3 = −1
2 for eL . The isospin for the singlet

is zero. The total doublets and singlets for both leptons and quarks in the weak interaction

are

 ψνµ

ψµ


L

,

 ψντ

ψτ


L

,

 ψνe

ψe


L

,

 ψu

ψd


L

,

 ψc

ψs


L

,

 ψt

ψb


L

,

(ψe)R , (ψµ)R , (ψτ )R , (ψu)R , (ψd)R , (ψc)R , (ψs)R , (ψt)R , (ψb)R

The gauge group corresponding to the electroweak interaction is the combination of

the SU (2)L isospin and the U (1)Y hypercharge given as SU (2)L×U (1)Y The relationship

between the charges is given by

Q = I3 +
Y

2

Q is the electromagnetic charge, I3 is the third projection of isospin which is the charge

corresponding to SU (2)L, and Y is the hypercharge corresponding to U (1)Y .

Now consider the doublet

 ψνeL

ψeL


QνeL

= 0 since it’s a neutral particle, I3νeL = +1
2 , therefore, these fix YνeL = −1.

QeL = −1 since it’s a negative particle, I3eL = −1
2 , therefore, these fix YeL = −1.
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QeR = −1 since it’s a negative particle, I3eR = 0, therefore, these fix YeR = −2.

The isospin and hypercharge are two quantum numbers that help us distinguish be-

tween left-handed and right-handed particles. Since both left-handed and right-handed

electrons have the same charge -1, they are indistinguishable in electromagnetic interac-

tions but distinguishable in weak interactions.

2.2 Weinberg-Salam-Glashow (WSG) Model and L-R Symmetry Breaking

TheWSGmodel unifies the electromagnetic and weak forces into the electroweak theory

at high energies. The standard model at high energies is summarized by the interaction

between elements of the group SU (3)×SU (2)L×U (1)Y where L stands for left-handedness

and Y for hypercharge in order to differentiate it from the electromagnetic charge. The left-

handed particles exist as a doublet of two flavors which can be interchanged under a weak

interaction. This is a special feature of weak interactions which is not obtainable from any

other interactions. The right-handed particles are singlets. In the simplest of assumptions

of this model, we write the Dirac Lagrangian as follows;

L = iℏcψ̄γµ∂µψ −mc2ψ̄ψ

ψ =

 ψ+

ψ−


=

 ψR

ψL


with projection operators defined as
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P±ψ =

(
1± γ5

)
2

ψ

ψR =

(
1 + γ5

)
2

ψ

ψL =

(
1− γ5

)
2

ψ

Then we obtain

ψ̄Lγ
µψR = 0

ψ̄Rγ
µψL = 0

ψ̄RψR = 0

ψ̄LψL = 0

Using these conditions, we restate our Lagrangian as follows in terms of the left-handed and

right-handed spinors;

L = iℏc
(
ψ̄Rγ

µ∂µψR + ψ̄Lγ
µ∂µψL

)
−mc2

(
ψ̄RψL + ψ̄LψR

)
Now, using an electron as a specific example, we have

L = iℏc

ēRγµ∂µeR +

 ν̄e

ē


L

γµ∂µ

 νe

e


L

−mc2
ψ̄R

 νe

e


L

+

 ν̄e

ē


L

ψR


An SU(2)L transformation acts on the doublets as follows using an arbitrary χL;
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χ
′
L → e−

ig
2
−→σ

−→
θ χL

= e−
ig
2
−→σ

−→
θ

 νe

e


L

χ
′
L → e

ig
2
−→σ

−→
θ χL

= e
ig
2
−→σ

−→
θ

 ν̄e

ē


L

where −→σ are the Pauli marices. Simulteneously we do a U (1)Y transformation on both the

left-handed electron doublet and right-handed singlet in the form:

χ
′′
L → e−g

′
YχL

ϕχL

= e−g
′
YχL

ϕ

 νe

e


L

χ
′′
L → eg

′
YχL

ϕχL

= eg
′
YχL

ϕ

 ν̄e

ē


L

and

e
′′
R → e−g

′
YχL

ϕeR

= e−g
′
YχL

ϕ (e)R

e
′′
R → eg

′
YχL

ϕeR

= eg
′
YχL

ϕ (e)R
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To make our lagrangian locally symmetric we do the following transformations for both

the doublets and singlets:

∂µχL −→ DµχL

= ∂µχL +
ig

2
−→σ .
−→
WµχL + ig

′
BµχL

∂µeR −→ DµeR

= ∂µeR + ig
′
YeRBµeR

We require three gauge fields for
−→
Wµ corresponding to the three generators of SU(2)L

(one for each Pauli matrix), and one gauge field for Bµ corresponding to the single generators

of U(1)Y . To preserve our local symmetry these gauge fields will also transform as follows:

−→σ .
−→
W

′
µ −→ e−

ig
2
−→σ .

−→
θ −→σ .
−→
Wµe

ig
2
−→σ .

−→
θ +

i

g
∂µ

(
e−

ig
2
−→σ .

−→
θ
)
e

ig
2
−→σ .

−→
θ

B
′
µ −→ Bµ + ∂µϕ

The next step is to allow these new gauge fields propagate by giving them kinetic terms

which we generally build by constructing

Fµν = − i
g
[Dµ, Dν ]

For U(1) this expression takes the form

Fµν = ∂µBν − ∂νBµ

while for SU(2) which is non-abelian, we add an extra term and it takes the form
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F a
µν = ∂µW

a
ν − ∂νW

a

µ − gεa bcW
b
µW

c
ν

2.3 The Higgs Mechanism

There were two major problems with the SU(2)L×U(1)Y electroweak model. The first

problem was the fact that from experiments the weak gauge bosons are found to be massive

while the Proca mass term
(
mc
ℏ
)2
W a

µW
µa is not locally gauge invariant which makes it

vanish from our Lagrangian. Secondly, we recall that to have mass terms for spinors requires

both the left and right-hand parts of ψ to combine as in mc2
(
ψ̄RψL + ψ̄LψR

)
, however we

have just constructed a gauge theory where the left and right parts transform differently

and as such we do not expect terms like mc2
(
ψ̄RψL + ψ̄LψR

)
to be gauge invariant. We

resolve both of these problems using the Higgs mechanism for mass generation.

A crucial part of this process is the breaking of SU(2)L × U(1)Y −→ U(1)EM . The

electroweak group,SU(2)L × U(1)Y , has four generators; W 3
µ,W

±
µ, Bµ. After symmetry

breaking to U(1)EM , one would expect only one of these four symmetry generators to

survive but this is not what happens. In actualty, the Bµ mixes with the neutral W 3
µ from

SU(2)L to form two orthogonal states

Aµ = BµcosθW +W 3
µsinθW

representing the photon for U(1)EM and

Zµ = −BµsinθW +W 3
µcosθW

for the massive neutral Z0 boson of the weak interactions. The angle θW is the Weinberg

mixing angle.



36

Another important point is that the original unified gauge group SU(2)L×U(1)Y will

not be truly unified if the SU(2)L and U(1)Y factors had completely independent couplings

g and g′ respectively. Since we experience the broken version of this theory, it is useful to

know how the couplings W±, Z0 and γ are related. It turns out that

gsinθW = g′cosθW

= gγ

g = gW±

gZ =
gγ

sinθW cosθW

To understand how the Higgs mechanism works let us consider a simple construction

of the model based on a U(1) theory. Consider the following Lagrangian for a spin-zero

scalar field

L =
1

2
(∂µϕ

∗) (∂µϕ)− 1

2
µ2ϕ∗ϕ+

1

4
λ2 (ϕ∗ϕ)2

When promoted to a local gauge symmetry and adding kinetic terms this becomes

L =
1

2

(
∂µ +

iq

ℏc
Aµ

)
ϕ∗
(
∂µ +

iq

ℏc
Aµ

)
ϕ− 1

2
µ2ϕ∗ϕ+

1

4
λ2 (ϕ∗ϕ)2 +

1

16
FµνFµν

where the fields in terms of some arbitrary background configuration can be written as

ϕ (xµ) = ϕ0 (x
µ) + δϕ (xµ)

Aµ (x
µ) = Aµ0 (x

µ) + δAµ (x
µ)
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and ϕ0 (x
µ) describes the constant background configuration of the field and δϕ (xµ) repre-

sents fluctuations relative to this background. These fluctuations are interpreted as parti-

cles. We then proceed to find solutions for the background by first setting ∂ϕ to zero. This

lets us solve for the first term in our Lagrangian. Secondly we vary the action. Finding

∂L
∂ϕ∗ = 0 for the equations of motion, we have,

0 =
∂L
∂ϕ∗

=
∂

∂ϕ∗

(
−1

2
µ2ϕ∗ϕ+

1

4
λ2 (ϕ∗ϕ)2

)
= −1

2
µ2ϕ+

1

2
λ2 (ϕ∗ϕ)ϕ

= −1

2
µ2ϕ+

1

2
λ2
∣∣ϕ2∣∣ϕ

One solution is taking Aµ = 0, ϕ = 0. Using this solution and studying

ϕ (xµ) = 0 + δϕ (xµ)

Aµ (x
µ) = 0 + δAµ (x

µ)

we get

L =
1

2

(
∂µ +

iq

ℏc
δAµ

)
δϕ∗

(
∂µ +

iq

ℏc
δAµ

)
δϕ− 1

2
µ2δϕ∗δϕ+

1

4
λ2 (δϕ∗δϕ)2 +

1

16
FµνFµν

with Fµν = ∂µδAν − ∂νδAµ in this case. The result is exactly like the original Lagrangian

with ϕ→ δϕ, ϕ∗ → δϕ∗, Aµ → δAµ.

But another solution is Aµ = 0, ϕ = ϕ0 where ϕ0 = ϕ1 + iϕ2 and

∂L
∂ϕ∗

= −1

2
µ2ϕ0 +

1

2
λ2
∣∣ϕ20∣∣ϕ0 = 0
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requires |ϕ0|2 = µ2

λ2 = ϕ210 + ϕ220. Choosing the phase so that ϕ10 = µ
λ , ϕ20 = 0, Aµ = 0 and

perturbing about this solution,

ϕ1 (x
µ) =

µ

λ
+ δϕ1 (x

µ)

≡ µ

λ
+ η (xµ)

Aµ (x
µ) = 0 + δAµ (x

µ)

≡ β (xµ)

Aµ (x
µ) = 0 + δAµ (x

µ)

≡ Aµ (x
µ)

we find

L =

[
1

2
(∂µη) (∂

µη) + µ2η2
]
+

[
1

2
(∂µβ) (∂

µβ)

]
+

[
1

16
FµνFµν +

1

2

( q
ℏc
µ

λ

)2
AµA

µ

]
+
(µ
λ

q

ℏc

)
(∂µβ)A

µ −
(
µ2

2λ

)2

+

{
q

ℏc
[η (∂µβ)− β (∂µη)]Aµ +

µ

λ

( q
ℏc

)2
η (AµA

µ) +
1

2

( q
ℏc

)2 (
β2 + η2

)
AµA

µ

}
+

{
λµ
(
η3 + ηβ2

)
+

1

4
λ2
(
η4 + 2η2β2 + β4

)}

Our new Lagrangian now describes a massive real scaler field η, a massive gauge field

Aµ and a massless scalar β with a lot of complex interactions between them. ϕ in our

original Lagrangian is the equivalent of the Higgs field and the procedure described so far

is how it generates mass in theory [4], [5].
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CHAPTER 3

BICONFORMAL GRAVITY

In order to have a basic understanding about how biconformal gauge theory works let

us first consider the Poincarè group P and its Lorentz subgroup L . If we take the quotient

P/L we can use this new quotient structure to immediately build a fiber bundle such that

each point of the new manifold so formed is a coset isomorphic to L in P . This means

that there is a one-to-one correspondence between points in this coset and elements of L

which essentially makes it a Lorentz fiber bundle over a 4-dimensional manifold. We define

ωb
c as the spin connection which defines the Lorentz part of the gauge or Lorentz fibers

and ea as the solder form which defines the set of orthonormal frame fields that span the

cotangent spaces to the manifold. The pure-gauge spin connection may be gauged to zero

so the solder forms become exact differentials of some coordinates, ea = δaαdx
α which makes

the manifold a flat spacetime or Minkowski space.

〈
ea, eb

〉
= ηab

The Lie algebra is

[Ma
b,M

c
d] = −1

2

(
ηbcM

a
d − ηbdMa

c − ηacM b
d − ηadM b

c

)
[Ma

b, Pc] =
1

2

(
ηbcη

ad − δacδdb
)
Pd

[Pa, Pb] = 0

It follows that the Maurer-Cartan equations are

dea = eb ∧ ωa
b

dωa
b = ωc

b ∧ ωa
c
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The generalized connections become:

ωa
b −→ ω̃a

b

ea −→ ẽa

We add the curvatures to generalize these equations in order to build a more general

class of spacetimes and the Maurer-Cartan equations just become Cartan equations. We

require the curvatures to be horizontal and the modified structure equations integrable.

Horizontality means that Lorentz transformation leaves the closed loop integrals of the

connections invariant.

dẽa = ẽb ∧ ω̃a
b + T̃a

dω̃a
b = ω̃c

b ∧ ω̃a
c + R̃a

b

A general 2-form on this group manifold will have the form

Ω =
1

2
Ωabe

a ∧ eb +Ω c
ab e

a ∧ ωb
c +

1

2
Ωa c

b dω
b
a ∧ ωd

c

but because we do not want the curvature 2-forms Ra
b and Ta (the Riemann curvature

and torsion respectively) to change when we change the Lorentz part of the gauge, we forbid

the last two terms. In other words if we have our base manifold with Lorentz fibers and

integrate the connection around any closed path, we do not want the result to depend on

whether we raise or lower that path. Therefore if we do a Lorentz transformation locally

Ω will transform and that means we will get something different around two curves that

differ only by a Lorentz transformation unless we ignore the last two terms. This condition

is called horizontality. As a result, we express the curvature 2-forms in terms of only the
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horizontal basis which is the solder form in this case. By doing this we find that the

resulting curvatures (Ra
b and Ta in this case) describe only the curvature of the base

manifold, maintaining the underlying Lorentz symmetry. Therefore

Ra
b =

1

2
Ra

bcde
c ∧ ed

Ta =
1

2
T a

bce
b ∧ ec

and integrability implies:

d2ω̃a
b = 0

=⇒ 0 = d (dω̃a
b)

= d
(
ω̃c

b ∧ ω̃a
c + R̃a

b

)
= dω̃c

b ∧ ω̃a
c − ω̃c

b ∧ dω̃a
c + dR̃a

b

= dω̃c
b ∧ ω̃a

c − ω̃c
b ∧ dω̃a

c + dR̃a
b

=
(
ω̃e

b ∧ ω̃c
e + R̃c

b

)
∧ ω̃a

c − ω̃c
b ∧
(
ω̃e

c ∧ ω̃a
e + R̃a

c

)
+ dR̃a

b

=
(
ω̃e

b ∧ ω̃c
e ∧ ω̃a

c + R̃c
b ∧ ω̃a

c

)
−
(
ω̃c

b ∧ ω̃e
c ∧ ω̃a

e + ω̃c
b ∧ R̃a

c

)
+ dR̃a

b

= ω̃e
b ∧ ω̃c

e ∧ ω̃a
c + R̃c

b ∧ ω̃a
c − ω̃c

b ∧ ω̃e
c ∧ ω̃a

e − ω̃c
b ∧ R̃a

c + dR̃a
b

= R̃c
b ∧ ω̃a

c − ω̃c
b ∧ R̃a

c + dR̃a
b

= DR̃a
b

=⇒ d2ω̃a
b = 0

= DR̃a
b

Similarly
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d2ẽa = 0

=⇒ 0 = d2ẽa

= d (dẽa)

= d
(
ẽb ∧ ω̃a

b + T̃a
)

= dẽb ∧ ω̃a
b − ẽb ∧ dω̃a

b + dT̃a

=
(
ẽc ∧ ω̃b

c + T̃b
)
∧ ω̃a

b − ẽb ∧
(
ω̃c

b ∧ ω̃a
c + R̃a

b

)
+ dT̃a

=
(
ẽc ∧ ω̃b

c ∧ ω̃a
b + T̃b ∧ ω̃a

b

)
−
(
ẽb ∧ ω̃c

b ∧ ω̃a
c + ẽb ∧ R̃a

b

)
+ dT̃a

= ẽc ∧ ω̃b
c ∧ ω̃a

b + T̃b ∧ ω̃a
b − ẽb ∧ ω̃c

b ∧ ω̃a
c − ẽb ∧ R̃a

b + dT̃a

= T̃b ∧ ω̃a
b − ẽb ∧ R̃a

b + dT̃a

= DT̃a − ẽb ∧ R̃a
b

=⇒ DT̃a = ẽb ∧ R̃a
b

This is the first and second Bianchi identity equivalent to what we have in GR

Ra
b[cd;e] = 0

Ra
[bcd] = T a

[bc;d]

If the torsion T a = 0, then we get a description equivalent to the Riemannian geometry

in GR. Ra
b is the Riemann curvature tensor Ra

bcd as a 2-form.

Now we intend to build a theory from these Lorentz tensors T a and Ra
b by writing the

most general action linear in these curvatures

S =

∫
Rab ∧ ec ∧ edεabcd

This is the integral of a 4-form. We first of all vary this action with respect to the
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spin connection δωS = 0 and this gives us field equations indicating vanishing torsion. Next

we vary the action with respect to the solder form e and this gives us the following field

equations

(
Rab ∧ ed

)
εabcd = 0

=⇒ 1

2
Rab

efe
e ∧ ef ∧ edεabcd = 0

Reducing this further gives the Einstein Equation as expected in GR. The Poincarè

fiber bundle now describes a general Einstein-Cartan (ECSK) geometry. In summary what

we have done after taking the quotient of the Poincare group by the Lorentz group is

creating a homogenous manifold which gives spacetime. We then generalized that into a

curved space by changing the connection giving us the Cartan equations.

In this research we propose to consider a similar construction for the conformal group.

Let the connection forms dual to the generators of the Lie algebra be written as spin

connection ωa
b (SO (p, q) transformations), solder form ea (translations), co-solder form fa

(special conformal transformations, called co-translations in the context of these biconformal

geometries), and Weyl vector ω (dilatations). We take the quotient of the conformal group

by its homogenous Weyl subgroup (which is just Lorentz transformations with dilatations).

The resulting equations, with curvatures, are the Cartan equations which gives us the

forms of the curvatures in terms of the connection. We then define our action (theory) as

the Wheeler-Whener action. Generic solutions give GR in n-dimensions.

So far, we are confident in the biconformal gauge theory formulation. We found the

structure equations from the commutator relations of our Lie group in a spinor representa-

tion, from which we wrote down the Maurer-Cartan equation. We then take the quotient

of this group by a Lie subgroup to form our fiber bundle. We checked that the spinor

representation reproduces the previous vector equations.

From the work done in [1] a space of dimension n = p+ q, with an SO (p, q)-symmetric

orthonormal metric η can be compactified with appropriate null cones at infinity to permit
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the inversions that give the space a well-defined conformal symmetry, C = SO (p+ 1, q + 1).

We take the quotient by W, where W = SO (p, q)×SO (1, 1) ⊂ C is the homogeneous Weyl

subgroup which consists of the pseudo-rotations and dilatations. The quotient C/W is a

2n-dimensional homogeneous manifold from which we immediately have a principal fiber

bundle with fiber symmetry W. We take the local structure of this bundle as a model for

a curved space à la Cartan, modifying the manifold and altering the connection subject to

the two conditions:

1. The resulting curvature 2-forms must be horizontal.

2. The resulting Cartan structure equations satisfy their integrability conditions (gener-

alized Bianchi identities).

In a vector representation, the Cartan structure equations are:

dωa
b = ωc

b ∧ ωa
c + 2∆ad

cb fd ∧ ec +Ωa
b (3.1)

dea = eb ∧ ωa
b + ω ∧ eb +Ta (3.2)

dfa = ωb
a ∧ fb + fa ∧ ω + Sa (3.3)

dω = ea ∧ fa +Ω (3.4)

Horizontality requires the curvature to be expanded in the (ea, fb) basis, giving each of the

components (Ωa
b,T

a,Sa,Ω) the general form

ΩA =
1

2
ΩA

cd e
c ∧ ed +ΩAc

d fc ∧ ed +
1

2
ΩAcd fc ∧ fd (3.5)

and integrability follows from the Poincaré lemma, d2 ≡ 0.

The (n−1)(n+2)
2 curvature components (Ωa

b,T
a,Sa,Ω) together comprise a single con-

formal curvature tensor. However, the local symmetries of the homogeneous Weyl symmetry

of the biconformal bundle do not mix these four separate parts. Thereofore, we call the

SO (p, q) part of the full conformal curvature Ωa
b the curvature, the translational part of
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the curvature Ta the torsion, the special conformal part of the curvature the co-torsion,

Sa, and the dilatational portion Ω the dilatational curvature or simply the dilatation.

Each of the curvatures each has three distinguishable parts, as seen in Eq.(3.5). We

call the ea ∧ eb term the spacetime term, the fa ∧ eb term the cross term, and the fa ∧ fb

term the momentum term. While it may be somewhat abusive to call a signature (p, q)

space “spacetime”, for the gravitational applications we consider the name is ultimately

appropriate. In the cases where the co-solder forms generate a nonabelian Lie group, the

name “momentum” is not appropriate, and we will speak of the relevant group manifold.

To avoid introducing too many symbols, the symbols for the three parts of curvatures

are distinguished purely by index position. Thus, Ωa c
b d denotes the cross-term of the

SO (p, q) curvature and Ωa
bcd the spacetime term of the SO (p, q) curvature. These are

independent functions. We therefore do not raise or lower indices unless, on some sub-

manifold, there is no chance for ambiguity. Note also that the raised and lowered index

positions indicate the conformal weights, +1 and −1 respectively, of all definite weight ob-

jects. Therefore, the torsion cross-term T ab
c has net conformal weight +1, the spacetime

term of the co-torsion Sabc has conformal weight −3, and the full torsion 2-form Ta has

conformal weight +1.

The generalized Bianchi identities are the integrability conditions for the Cartan equa-

tions which are found by applying the Poincaré lemma, d2 ≡ 0, to each structure equation,

then using the structure equations again to eliminate all but curvature terms. Thus, for the

SO (p, q) curvature, we take the exterior derivative of the structure equations.(3.1),

0 ≡ d2ωa
b

= dωc
b ∧ ωa

c − ωc
b ∧ dωa

c + 2∆ac
dbdfc ∧ ed − 2∆ac

dbfc ∧ ded + dΩa
b

= Ωc
b ∧ ωa

c − ωc
b ∧Ωa

c + 2∆ac
dbSc ∧ ed − 2∆ac

dbfc ∧Td + dΩa
b

= DΩa
b + 2∆ac

dbSc ∧ ed − 2∆ac
dbfc ∧Td
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where we have identified the covariant exterior derivative, DΩa
b = dΩa

b+Ωc
b∧ωa

c−ωc
b∧

Ωa
c. Proceeding through Eqs.(3.1) - (3.4), we find the full set of integrability conditions,

DΩa
b + 2∆ad

cb (Sd ∧ ec − fd ∧Tc) = 0 (3.6)

DTa − eb ∧Ωa
b +Ω ∧ ea = 0 (3.7)

DSa +Ωb
a ∧ fb − fa ∧Ω = 0 (3.8)

DΩ+Ta ∧ fa − ea ∧ Sa = 0 (3.9)

where the covariant derivatives are given by

DΩa
b = dΩa

b +Ωc
b ∧ ωa

c − ωc
b ∧Ωa

c

DTa = dTa +Tb ∧ ωa
b − ω ∧Ta

DSa = dSa − ωb
a ∧ Sb + Sa ∧ ω

DΩ = dΩ (3.10)

Since each Bianchi identity contains the covariant derivative of a curvature, it is typi-

cally difficult to use them to help find solutions to the field equations. They are simply the

conditions on the curvatures that guarantee that a solution exists, and if we find a solution

to the field equations, the Bianchi identities are necessarily satisfied. However, if one of the

curvatures vanishes the relations become algebraic and can be extremely helpful.

Carrying out each of the connection variations on the Wheeler-Wehner action,

S =

∫
e be···f
ac···d (αΩa

b + βδabΩ+ γea ∧ fb) ∧ ec ∧ · · · ∧ ed ∧ fe ∧ · · · ∧ ff (3.11)

we arrive, in the vector representation, at the final field equations:
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T ae
e − T ea

e − S ae
e = 0 (3.12)

T a
ca + S a

c a − S a
a c = 0 (3.13)

α∆ar
sb

(
Tmb

a − δma T eb
e − δma S bc

c

)
= 0 (3.14)

α∆ar
sb

(
δbcT

d
ad + S b

c a − δbcS d
d a

)
= 0 (3.15)

α
(
Ωa e

e b − Ωc d
d cδ

a
b

)
+ β (Ωa

b − Ωc
cδ

a
b) + Λδab = 0 (3.16)

αΩc
acb + βΩab = 0 (3.17)

α (Ωc a
b c − Ωc e

e cδ
a
b) + β (Ωa

b − Ωc
cδ

a
b) + Λδab = 0 (3.18)

αΩa cb
c + βΩab = 0 (3.19)

where the constant Λ is defined to be Λ ≡
(
(n− 1)α− β + n2γ

)
.

When we gauge the conformal group of Euclidean space, the biconformal space still

allows us the freedom to put a Lorentz connection on the spacetime and come up with GR.

This can be done in different ways. Spencer and Wheeler [10] require orthogonality for the

x and y spaces. They also require the restriction of the 2n-dimensional Killing metric to

spacetime and the momentum space to be non-degenerate. These conditions are enough to

force a Lorentzian metric onto spacetime even though we started with a Euclidean space.

These conditions split the biconformal space in such way that we get emergence of time and

therefore spacetime.

However, the Spencer-Wheeler approach forces the same Lorentzian metric on both

spacetime and momentum space. We want the second 4-space to be a subgroup of SO (4),

hence of different signature. We can do this if we allow an angle between the momentum

and configuration spaces. This allows different metrics on either lagrangian submanifoldof

the biconformal space.
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CHAPTER 4

EIGHT COMPONENT SPINORS

Spinors refer to the representations of spin groups on curves, spaces, or spacetimes.

The whole structure of the standard model ranging from the electroweak interactions to the

strong interactions are based on spinor representations which are used to explain all matter

as we know it till date. The importance of spinors therefore, cannot be overemphasized. In

The Classical Groups. . . [19], Herman Weyl writes :

“. . . only with spinors do we strike that level in the theory of its representa-

tions on which Euclid himself, flourishing ruler and compass, so deftly moves in

the realm of geometric figures. In some way Euclid’s geometry must be deeply

connected with the existence of the spin representation.”

A Spin (n) group is a double cover of the special orthogonal group SO (n), and similarly the

Spin (p, q) group is a double cover of the Special orthogonal group SO (p, q). The Spin (1)

group is the orthogonal group O (1), the Spin (2) group is the unitary group U (1), the

Spin (3) group is the special unitary group SU (2), and the Spin (4) group is the product of

two unitary groups SU (2)×SU (2). The general linear group GL (1, R) is the double cover

for the special orthogonal group SO (1, 1), the special linear group SL (2, R) is the double

cover for the special orthogonal group SO (1, 2), and the special linear group SL (2, C) is

the double cover for the special orthogonal group SO (1, 3).

4.1 Spin(4): 4-dimensional representation

The covering group, Spin (4), of the SO (4) symmetry of a 4-dimensional Euclidean

space gives a representation of the conformal group. The Dirac matrices for Spin (4) must

satisfy the Clifford algebra {
γa, γb

}
= 2δab
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where a, b, . . . = 1, 2, 3, 4. We may choose the Dirac matrices to be the 4× 4 matrices

γk =

 −iσk

iσk

 =

 τk

τ̄k


γ4 =

 1

1


where σk, k = 1, 2, 3 are the Pauli matrices. These are chosen so that linear combinations

Q = qaγ
a take the form

Q =

 q̄

q


where q = q4 + iq · σ is a quaternion and q̄ its conjugate.

In the usual way we build the additional matrices

σab =
[
γa, γb

]
γ5 = γ4γ1γ2γ3 =

 1 0

0 −1


and γ5γ

a. The 16 matrices ΓA =
{
1, γa, σab, γ5γ

a, γ5
}
form a basis for all complex 4 × 4

matrices.
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It is a coincidence that ΓA, taken together, give a representation of the conformal Lie

algebra,

[
σab, σcd

]
= 4δbcσad − 4δacσbd − 4δbdσac + 4δadσbc[

σab, T c
±

]
= 4

(
δbcT a

± − δacT b
±

)
[
T a
+, T

b
−

]
=

1

2

(
σab + 4δabD

)
[
D,T a

±
]

= ±T a
±[

D,σab
]

= 0[
T a
±, T

b
±

]
= 0

where

T a
± =

1

2
(1± γ5) γa

σab =
[
γa, γb

]
D =

1

2
γ5

are identified as the generators of translations T a
+, special conformal transformations T a

−,

Spin (4) rotations σab, and dilatations D.

Because γ25 = 1, we have projection operators

P± =
1

2
(1± γ5)

These project to self-dual and anti-self-dual subspaces. The matrices ΓA generate conformal

transformations on 4-component spinors,

ψ =

 χ

ξ

 =



α

β

µ

ν


=



a+ bi

c+ di

e+ fi

g + hi


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4.1.1 Vectors from spinors

The standard way to form a real 4-vector is to write

ua =
1

2
ψ†γaψ

A direct check shows that

uaua = (χ̄χ)
(
ξ̄ξ
)

(4.1)

We can also form a pure-imaginary pseudo-vector (“pseudo” simply meaning these will

have opposite properties from vector under spatial inversion). Multiplying by i gives a real

vector,

va =
i

2
ψ̄γ5γ

aψ

Also, if we combine these we form a complex 4-vector,

za =
1

2

(
ψ†γaψ + ψ̄γ5γ

aψ
)

= ψ†P+γ
aψ

with complex conjugate

(za)∗ = ψ†P−γ
aψ

We have two interesting limits:

ua =

[
1

2
ψ†γaψ

]
ξ0

va =

[
1

2
ψ†γaψ

]
χ0
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where

ξ0 =

 1

0


χ0 =

 1

0


Each of these is a general real 4-vector, but we cannot do both at once.

4.1.2 Vectors from projected spinors

Another way to form real 4-vectors is from projected spinors,

ψ+ =

 χ

0

 =
1

2
(1 + γ5)ψ

ψ− =

 0

ξ

 =
1

2
(1− γ5)ψ

The only way these give us a vector from 1
2ψ

†γaψ is if we mix them because γaP+ = P−γ
a:

1

2
ψ†γaP+ψ =

1

2
ψ†γaP+P+ψ

=
1

2
ψ†P−γ

aP+ψ

=
1

2
ψ†
−γ

aψ+

But

1

2
ψ†P+γ

aP+ψ = 0

1

2
ψ†P−γ

aP−ψ = 0

This means that the whole vector must vanish if either ξ or χ vanishes, in agreement with

the norm, Eq.(4.1).
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4.1.3 Vectors from outer products

Alternatively, we may take outer products of vectors or projected vectors:

ψ ⊗ ψ† = (χ, ξ)⊗

 χ†

ξ†


=

 χ⊗ χ† χ⊗ ξ†

ξ ⊗ χ† ξ ⊗ ξ†


where the 2-component products are

χ† ⊗ χ = (α∗, β∗)⊗

 α

β


=

 α∗α β∗α

α∗β β∗β

 = uaσa = u41 + uiσi

where α, β are complex numbers. The other outer products ξ† ⊗ χ, χ† ⊗ ξ, and ξ† ⊗ ξ are

similar. The resulting matrices are Hermitian,

 α∗α β∗α

α∗β β∗β


†

=

 α∗α β∗α

α∗β β∗β


and so is the full matrix ψ ⊗ ψ†. Since we may write any Hermitian 2 × 2 as a linear

combination of

σa = (1, σk)

we can set

χ†⊗χ = uaσa =
1

2
(α∗α+ β∗β) 1+

1

2
(α∗α− β∗β)σ3+

1

2
(α∗β + β∗α)σ1−

i

2
(α∗β − β∗α)σ2

thereby defining a real 4-vector ua.
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These are not general 4-vectors because they are always “null” in the sense that

(
u1
)2

+
(
u2
)2

+
(
u3
)2

=
1

4
(α∗β + β∗α)2 − 1

4
(α∗β − β∗α)2 + 1

4
(α∗α− β∗β)2

=
1

4
(α∗βα∗β + α∗ββ∗α+ β∗αα∗β + β∗αβ∗α)

−1

4
(α∗βα∗β − α∗ββ∗α− β∗αα∗β + β∗αβ∗α)

+
1

4
(α∗αα∗α− α∗αβ∗β − β∗βα∗α+ β∗ββ∗β)

=
1

4
(α∗αα∗α+ 2αα∗ββ∗ + β∗ββ∗β)

=
1

4
(α∗α+ β∗β)2

=
(
u4
)2

This form is therefore too restrictive for our purposes.

4.2 Spin(5,1)

While the conformal representation built from the Spin (4) Dirac matrices given above

is concise and easier to work with, the conformal group of Euclidean 4-space in a vector

representation is SO (5, 1), with covering group Spin (5, 1). The 8-dimensional representa-

tion means calculations here get longer, so we will use the computational software for some

of our calculations.

We now turn to an explicit representation for Spin (5, 1).

4.2.1 A convenient Clifford basis for the spin representation

A basis for the Clifford algebra spin (5, 1) is given (up to GL (n,C) similarity transfor-

mation) by six matrices γA satisfying

{
γA, γB

}
= 2ηAB (4.2)
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where

ηAB =



1

1

1

1

1

−1


(4.3)

is the SO (5, 1) metric.

A rotation of the coordinates in the last two dimensions gives the form convenient for

the SO (5, 1) vector representation of the conformal group.

η̃AB =



1

1

1

1

0 −1

−1 0


(4.4)

Matrices preserving η̃AB directly give the usual vector representation of SO (4) rotations,

translations, special conformal transformations, and dilatations, so may help to see how

the usual rotation algebra relates to the conformal algebra. However, η̃AB will not give the

canonical form of a Clifford algebra, for which the basis is (p, q)-diagonal.
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Returning to Eq.(4.3), the γA matrices must be at least 8 × 8, so we will have 8-

component spinors. We make a convenient choice of the gamma matrices,

γA = σk



1

1

1

1


,



−i1

i1

−i1

i1


,



−i1

−i1

i1

i1


,



−i1

i1

−i1

i1


(4.5)

where k = 1, 2, 3 and A = 1, 2, 3, 4, 5, 6. Here each component is a 2 × 2 matrix. These

γA satisfy the Clifford anticommutation algebra, Eq.(4.2). Of course, no essential results

should depend on any particular choice of the gamma matrices, but this basis gives the left-

and right-handed projections a simple form.

The commutators of the γA,

σAB =
[
γA, γB

]
generate the conformal group Spin (5, 1) with

g (wAB) = exp

(
1

2
wABσ

AB

)

where wAB = −wBA depend on 15 real parameters.

In place of γ5 of the spin (4) algebra, we define γV ≡ γ1γ2γ3γ4γ5γ6, satisfying γ2V = 1

and γ†V = γV . We also have
{
γA, γV

}
= 0 as usual.
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In the basis Eq.(4.5), γV takes the simple form

γV =



1

1

−1

−1


(4.6)

where 1 represents the 2× 2 identity. This form makes subsequent calculations more trans-

parent.

4.2.2 Real 6-vectors

Real 6-vectors may be written as

V A = Ψ†γ6γAΨ

These vectors are central to our current investigation. In particular, we show that the

subset of conformal transformations on spinors Ψ that preserve any given vector V A is the

electroweak symmetry. Since the biconformal geometry provides a geometric vector, the

Weyl vector, it is natural to find effects of SU (2)× U (1) playing a role as well.

Before demonstrating this invariance, we discuss various properties of these 6-vectors

and 8-spinors.

Conformal inner product

To achieve the usual conformal vector product we may define

γ̃5 =
1√
2

(
γ6 + γ5

)
γ̃6 =

1√
2

(
γ6 − γ5

)
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and conversely,

γ5 =
1√
2

(
γ̃5 − γ̃6

)
γ6 =

1√
2

(
γ̃5 + γ̃6

)
Then let

Ṽ A = Ψ†γ̃6γ̃AΨ

so the components become

Ṽ A ≡ 1√
2
Ψ† (γ̃5 + γ̃6

)
γ̃AΨ

Ṽ a = Ψ†γ6γaΨ = V a

Ṽ 5 = Ψ† (γ̃5 + γ̃6
)
γ̃5Ψ

= Ψ†γ6
1√
2

(
γ6 + γ5

)
Ψ

=
1√
2

(
V 6 + V 5

)
Ṽ 6 = Ψ†γ6γ̃6ΨΨ

= Ψ†γ6
1√
2

(
γ6 − γ5

)
Ψ

=
1√
2

(
V 6 − V 5

)
Summarizing,

Ṽ a = Ψ†γ6γaΨ = V a

Ṽ 5 =
1√
2

(
V 6 + V 5

)
Ṽ 6 =

1√
2

(
V 6 − V 5

)



59

These are clearly still real. The inner product is

η̃ABṼ
AṼ B = Ṽ aṼa − 2Ṽ 5Ṽ 6

= V aVa − 2
1√
2

(
V 6 + V 5

) 1√
2

(
V 6 − V 5

)
= V aVa −

(
V 6V 6 − V 5V 5

)
= V aVa + V 5V 5 − V 6V 6

= ηABV
AV B

as required.

4-vectors from conformal 6-vectors

From a real conformal 6-vector we can map to the original compactified 4-space to get

a vector at the origin and a vector at the point at infinity

va =
Ṽ a

Ṽ 5

wa =
Ṽ a

2Ṽ 6

These are proportional away from these the origin and infinity, and when not orthogonal

satisfy

vawa =
Ṽ aṼa

2Ṽ 5Ṽ 6
= 1

Because Ψ has 8 complex components, we have 16 real degrees of freedom. We seek a

way to use these degrees of freedom to form two independent 4-vectors.

4.2.3 Self-dual and anti-self-dual projections

We may use γV to form a pair of complementary projections in Spin (5, 1), analogous to

1
2 (1± γ5) within Spin (4). Compatibility with the conformal group is guaranteed because
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the projections

P± ≡ 1

2
(1± γV ) (4.7)

commute with the conformal generators,

[
P±, σ

AB
]

= 0

This also guarantees that the projections preserve the reality of 6-vectors,

(
Ψ†P±

)
γ6γQ (P±Ψ) = Ψ†γ6γQP±Ψ

Let an 8-component spinor Ψ be written as a pair of Dirac spinors, or a quartet of

2-component spinors,

Ψ =

 ψ

ϕ

 =



χ

ξ

α

β


Then P± project into the upper or lower pairs of spinors.

Ψ+ = P+Ψ =

 ψ

0

 =



χ

ξ

0

0



Ψ− = P−Ψ =

 0

ϕ

 =



0

0

α

β


This basis has been adapted to give these projections their simplest form.
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4.2.4 Vector components

Now compute the components of 6-vectors. We need the products γ6γA,

γ6γk =



−i1

i1

−i1

i1





σk

σk

σk

σk


=



0 −iσk

iσk 0

0 −iσk

iσk 0



γ6γ4 =



−i1

i1

−i1

i1





−i1

i1

−i1

i1


=



0 −1

−1 0

0 −1

−1 0



γ6γ5 =



−i1

i1

−i1

i1





−i1

−i1

i1

i1


=



1

−1

−1

1



γ6γ6 =



−1

−1

−1

−1


(4.8)

The components of real 6-vectors are

V A = Ψ†γ6γAΨ
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In terms of 2-component spinors, Ψ = (χ, ξ, α, β), the components of V A are

Ψ†γ6γkΨ =
(
χ†, ξ†, α†, β†

)


0 −iσk

iσk 0

0 −iσk

iσk 0





χ

ξ

α

β



=
(
χ†, ξ†, α†, β†

)


−iσkξ

iσkχ

−iσkβ

iσkα


= i

(
ξ†σkχ− χ†σkξ

)
+ i
(
β†σkα− α†σkβ

)

Ψ†γ6γ4Ψ =
(
χ†, ξ†, α†, β†

)


0 −1

−1 0

0 −1

−1 0





χ

ξ

α

β


= −χ†ξ − ξ†χ− α†β − β†α

Ψ†γ6γ5Ψ =
(
χ†, ξ†, α†, β†

)


1

−1

−1

1





χ

ξ

α

β


= χ†χ− ξ†ξ − α†α+ β†β

Ψ†γ6γ6Ψ =
(
χ†, ξ†, α†, β†

)


−1

−1

−1

−1





χ

ξ

α

β


= −χ†χ− ξ†ξ − α†α− β†β
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In sum,

V k = Ψ†γ6γkΨ = i
(
ξ†σkχ− χ†σkξ

)
+ i
(
β†σkα− α†σkβ

)
V 4 = Ψ†γ6γ4Ψ = −χ†ξ − ξ†χ− α†β − β†α

V 5 = Ψ†γ6γ5Ψ = χ†χ− ξ†ξ − α†α+ β†β

V 6 = Ψ†γ6γ6Ψ = −χ†χ− ξ†ξ − α†α− β†β (4.9)

In the next subsection we show unlike Spin (4), that the projected spinors can form general,

independent 6-vectors.

4.2.5 Components of self-dual vectors

We would like to know if we can form arbitrary 4-vectors from self-dual and anti-self-

dual spinors,

V A = Ψ†
+γ

6γAΨ+

UA = Ψ†
−γ

6γAΨ−

Unlike Spin (4), this is not automatically zero because of the presence of γ6.

Now compute components. The self-dual projection eliminates α, β, so Eqs.(4.9) for

V A reduce to

V k = i
(
ξ†σkχ− χ†σkξ

)
V 4 = −χ†ξ − ξ†χ

V 5 = χ†χ− ξ†ξ

V 6 = −χ†χ− ξ†ξ (4.10)
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Similarly, in the anti-self-dual case, we have χ = ξ = 0 so that UA becomes

Uk = i
(
β†σkα− α†σkβ

)
U4 = −α†β − β†α

U5 = −α†α+ β†β

U6 = −α†α− β†β

The self-dual and anti-self-dual vectors V A, UA are clearly completely independent vectors.

It is straightforward to show that each also gives rise to a general 4-vector. For a

generic pair of 2-component spinors, χ =

 ρ

σ

 and ξ =

 µ

ν

, Eq.(4.10) expands to

V 1 = i (µ∗σ − σ∗µ+ ν∗ρ− ρ∗ν)

V 2 = µ∗σ + σ∗µ− ν∗ρ− ρ∗ν

V 3 = i (µ∗ρ− ρ∗µ+ σ∗ν − ν∗σ)

V 4 = − (µ∗ρ+ ν∗σ + ρ∗µ+ σ∗ν)

V 5 = ρ∗ρ+ σ∗σ − µ∗µ− ν∗ν

V 6 = −ρ∗ρ− σ∗σ − µ∗µ− ν∗ν

A direct check of the norm shows that

V aV a = 4
(
ξ̄ξ
)
(χ̄χ)
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so we need both ξ and χ nonvanishing. However, if we restrict these expressions by setting

χ =

 ρ

σ

 =

 a

0

 then

V 1 = a Im (ν)

V 2 = −aRe (ν)

V 3 = a Im (µ)

V 4 = −aRe (µ)

V 5 = −
(
µ∗µ+ ν∗ν − a2

)
V 6 = −

(
µ∗µ+ ν∗ν + a2

)
which, setting λ = a

a2−(µ∗µ+ν∗ν) , already clearly gives rise to a fully general 4-vector,

va = λ (Im (ν) ,−Re (ν) , Im (µ) , Re (µ))

Other choices for ρ, σ give considerable additional freedom. This additional freedom is

central to our first principal result.

4.3 Projections

It is convenient to identify a complete set of independent projections for the spinor

space. To independently specify each component of an 8-spinor we reqire three mutually

compatible projections, each splitting the previous projection in half. In addition to the

usual positive/negative energy and up/down spin projections for 4-spinors, we emply the

self-dual/anti-self-dual projection provided by γV .

4.3.1 Self-dual and anti-self-dual projections

We have already identified projections using γV , Eqs.(4.7) and shown that the resulting

self-dual and anti-self-dual spinors produce general, independent 6-vectors. The use of γV
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divides 8-spinors into a pair of 4-spinors.

ψ+ =
1

2
(1 + γV )ψ =



χ

ξ

0

0


⇒

 χ

ξ



ψ− =
1

2
(1− γV )ψ =



0

0

α

β


⇒

 α

β



and these may be projected in the usual way into particle/antiparticle and spin-up/spin-

down components. The projections that accomplish this may be identified by first writing

the three mutually commuting commutators σ12, σ34, σ56. These are not all independent

because their product is proportional to γV , but all are diagonal. Forming normalized

combinations, these take the forms:

1

2i
σ12 =



σ3

σ3

σ3

σ3



1

2i
σ34 =



σ3

−σ3

σ3

−σ3



1

2
σ56 =



−1

1

1

−1


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We take σ56 and σ34 for our discussion.

It is also useful to consider the product σ12σ34,

−1

4
σ12σ34 =



1

−1

1

−1


4.3.2 Projections analogous to quantum field theory

The projections in quantum field theory are given physical meaning only when applied

to solutions of the Dirac equation. Here we are starting in Euclidean space–only later to

develop spacetime signature spontaneously. Therefore, we need the Euclidean version of

the Dirac equation–the 4-dimensional Helmholz equation–applied to the self-dual or anti-

self-dual 4-spinors.

Reduced gamma matrices

We begin by projecting the modified gamma matrices, γ6γA of Eq.(4.8), into the self-

dual and anti-self-dual subspaces,

γA± ≡ iP±γ
6γA

For the self-dual subspace in the current basis the explicit form is

γA+ =



0 σk

−σk 0

0

0


,



0 −i

−i 0

0

0


,



i

−i

0

0


,



−i

−i

0

0


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where γk,−iγ5 form a common choice of basis for Spin (3, 1). Here we choose the truncated

anti-hermitian foursome,

γ̃a+ ∈
{
γk+, γ

4
+

}
=


 0 σk

−σk 0

 ,

 −i

−i


 (4.11)

satisfy a Euclidean Clifford subalgebra

{
γ̃a+, γ̃

b
+

}
= −2δab1 (4.12)

where a, b = 1, 2, 3, 4. The remaining matrices are proportional to γ̃5 and the identity,

respectively.

iγ̃5+ = γ̃1+γ̃
2
+γ̃

3
+γ̃

4
+ = γ̃5 =

 −1 0

0 1


γ̃6+ = −i1

Similar expressions hold in the lower quadrant for γA−.

γA− ≡ iP−γ
6γA

These anti-self-dual matrices take the explicit form

γA− =



0

0

0 σk

−σk 0


,



0

0

0 −i

−i 0


,



0

0

−i

i


,



0

0

−i

−i


Truncating as before gives the same Clifford algebra,

γ̃a− ∈
{
γk−, γ

4
−

}
=


 0 σk

−σk 0

 ,

 −i

−i


 (4.13)
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satisfying {
γ̃a−, γ̃

b
−

}
= −2δab1

where a, b = 1, 2, 3, 4. This time

γ5 = γ̃1−γ̃
2
−γ̃

3
−γ̃

4
− =

 −1 0

0 1

 = −iγ̃5−

with γ̃6+ = −i1.

The Euclidean-Dirac equation

To be certain of signs, we repeat here the familiar derivation of the Dirac equation and

solutions, but using the Euclidean inner product. The starting point is the 4-dimensional

Helmholz equation,

δab∂a∂bϕ+m2ϕ = 0

This has plane-wave solutions ϕ ∼ e±ikaxa
. We proceed to look for a “square root”.

Let
(
aγ̃a+∂a + bm

)
ψ = 0 and apply the conjugate, remembering that γ̃b†+ = −γ̃b+:

0 =
(
−āγ̃b+∂b + b̄m

) (
aγ̃a+∂a + bm

)
ψ

=
(
− |a|2 γ̃a+γ̃b+∂b∂a − bmāγ̃b+∂b + b̄maγ̃a+∂a + |b|

2m2
)
ψ

=
(
|a|2 δab∂b∂a + |b|2m2 +

(
b̄a− bā

)
mγ̃a+∂a

)
ψ

where the Clifford algebra reduces the first term to − |a|2 δab∂a∂b. To reproduce the

Helmholz equation we therefore need

|a|2 = |b|2

bā− ab̄ = 0
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We satisfy the first by setting a = a0e
iφ and b = a0e

iθ. Then the second requires

ei(θ−φ) − e−i(θ−φ) = 2i sin (φ− θ) = 0

so that φ = θ + nπ. Thus,

a = z

b = ±z

for any complex number z = a0e
iφ. The normalization uses the real part of z, leaving the

usual U (1) invariance.

Dropping the overall factor, but maintaining the optional sign by setting λ = ±1, we

require

(
γ̃a+∂a + λm

)
ψ = 0 (4.14)

To extract pseudo-physical information, we now solve the resulting Eucidean-Dirac

equation by setting

ψ = w (ka) e±ikaxa

where w is a pair of 2-component spinors, w =

 α

β

. This yields the algebraic form

(
±iγ̃a+ka + λm

)
w = 0 (4.15)

Expanding using Eq.(4.11)

±i

 0 σiki

−σiki 0

+

 −ik4

−ik4


+ λm


 α

β

 = 0

 ∓iλm σiki − ik4

−σiki − ik4 ∓iλm


 α

β

 = 0
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to give the algebraic Dirac equations. Writing this as a pair of equations

∓iλmα+
(
σiki − ik4

)
β = 0 (4.16)(

−σiki − ik4
)
α∓ iλmβ = 0 (4.17)

we proceed to solve.

An orthonormal basis

Solving the first equation for α,

α = ±
(
σiki − ik4
iλm

)
β

and substituting,

±
(
−σjkj − ik4

) (
σiki − ik4

)
iλm

β ∓ iλmβ = 0

±−σ
jkjσ

iki − k24
iλm

β ∓ iλmβ = 0

±
(
−δijkikj − k24

)
β ± λ2m2β = 0(

−δijkikj − k24 +m2
)
β = 0

and therefore

kaka = m2

as expected. The solution for the spinors is

v =

 α

β

 =

 ±
(
σiki−ik4

iλm

)
β

β

 (4.18)
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If instead we solve Eq.(4.17 for β first,

β = ∓
(
σiki + ik4
iλm

)
α

Eq.(4.16) becomes

∓iλmα+
(
σjkj − ik4

)(
∓
(
σiki + ik4
iλm

)
α

)
= 0(

iλm+

(
σjkj − ik4

) (
σiki + ik4

)
iλm

)
α = 0(

−m2 + k2 + k24
)
α = 0

and the spinor form is

u =

 α

β

 =

 α

∓
(
σiki+ik4

iλm

)
α

 (4.19)

From these various solutions we choose the orthonormal set. Let the first be Eq.(4.19)

with α =

 1

0

 and the spatial dependence e−ikaxa
(bottom sign).

u1 =
1√
2



1

0

k3+ik4
iλm

k1+ik2
iλm



Then with α =

 0

1

 and the same spatial dependence we find we can choose

u2 =
1√
2



0

1

k1−ik2
iλm

−k3−ik4
iλm


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Checking orthogonality,

ū1u2 =
1

2

(
1, 0,

(
k3 − ik4
−iλm

)
,

(
k1 − ik2
−iλm

))


0

1

k1−ik2
iλm

−k3−ik4
iλm


=

1

2m2
(− (k3 − ik4) (k1 − ik2) + (k1 − ik2) (k3 − ik4))

= 0

For the eikax
a
modes (top sign) we have

v =

 σiki−ik4
iλm β

β



Then for β =

 1

0



v2 =
1√
2



k3−ik4
iλm

k1+ik2
iλm

1

0



and with β =

 0

1



v1 =
1√
2



k1−ik2
iλm

−k3−ik4
iλm

0

1


These are easily seen to be orthonormal. then checking the remaining orthogonality
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Checking orthogonality

ū1v2 =
1

2

(
1, 0,

(
k3 − ik4
−iλm

)
,

(
k1 − ik2
−iλm

))


k3−ik4
iλm

k1+ik2
iλm

1

0


=

1

2

(
k3 − ik4
iλm

+
k3 − ik4
−iλm

)
= 0

ū1v1 =
1

2

(
1, 0,

(
k3 − ik4
−iλm

)
,

(
k1 − ik2
−iλm

))


k1−ik2
iλm

−k3−ik4
iλm

0

1


=

1

2

(
k1 − ik2
iλm

+
k1 − ik2
−iλm

)
= 0
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and for u2,

ū2v2 =
1

2

(
0, 1,

k1 + ik2
−iλm

,
k3 + ik4
iλm

)


k3−ik4
iλm

k1+ik2
iλm

1

0


=

1

2

(
k1 + ik2
iλm

+
k1 + ik2
−iλm

)
= 0

ū2v1 =
1

2

(
0, 1,

k1 + ik2
−iλm

,
k3 + ik4
iλm

)


k1−ik2
iλm

−k3−ik4
iλm

0

1


=

1

2

(
−k3 − ik4
iλm

+
k3 + ik4
iλm

)
= 0
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The choice of λ plays no role, so we set λ = 1. Collecting solutions,

u1e
−ikaxa

=
1√
2



1

0

k3+ik4
im

k1+ik2
im


e−ikaxa

u2e
−ikaxa

=
1√
2



0

1

k1−ik2
im

−k3−ik4
im


e−ikaxa

v2e
ikaxa

=
1√
2



k3−ik4
im

k1+ik2
im

1

0


eikax

a

v1e
ikaxa

=
1√
2



k1−ik2
im

−k3−ik4
im

0

1


eikax

a

Energy projections

Returning to the general algebraic form of the Dirac equation, Eq.(4.15), we recognize

it as an eigenvalue equation

iγ̃a+kaw = ∓mw

with eigenvectors u1,2 for the upper sign and v1,2 for the lower. This lets us construct

projection operators.
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Therefore, let

Π± =
1

2

(
1∓ i

m
γ̃a+ka

)
Π−Π− =

1

4

(
1 +

i

m
γ̃a+ka

)(
1 +

i

m
γ̃b+kb

)
=

1

4

(
1 +

2i

m
γ̃b+kb −

1

2m2

{
γ̃b+γ̃

a
+

}
kakb

)
=

1

4

(
1 +

2i

m
γ̃b+kb +

1

m2
δabkakb

)
=

1

2

(
1 +

i

m
γ̃b+kb

)
= Π−

and similarly for Π+. For the mixed product,

Π−Π+ =
1

4

(
1 +

i

m
γ̃a+ka

)(
1− i

m
γ̃b+kb

)
=

1

4

(
1 +

1

2m2

{
γ̃b+γ̃

a
+

}
kakb

)
=

1

4

(
1− 1

m2
δabkakb

)
= 0

The form of the projections depends on

i

m
γ̃a+ka =

i

m

 0 kiσ
i − ik4

−kiσi − ik4 0


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Then checking explicitly,

Π+ =
1

2

(
1− i

m
γ̃a+ka

)

=
1

2m

 m −ikiσi − k4

ikiσ
i − k4 m


Π− =

1

2

(
1 +

i

m
γ̃a+ka

)

=
1

2m

 m ikiσ
i + k4

−ikiσi + k4 m


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For the action of Π± on general states,

Π+u =
1√
2

1

2m

 m −ikiσi − k4

ikiσ
i − k4 m


 α

σiki+ik4
iλm α



=
1√
2

1

2m

 mα−
(
ikiσ

i + k4
) (

σiki+ik4
iλm α

)
(
ikiσ

i − k4
)
α+mσiki+ik4

iλm α




1

0

k3+ik4
im

k1+ik2
im



=
1√
2

1

2m

 1
m

(
m2 − k2

)
α(

ikiσ
i − k4 − iσiki + k4

)
α




1

0

k3+ik4
im

k1+ik2
im


= 0

Π+v =
1√
2

1

2m

 m −ikiσi − k4

ikiσ
i − k4 m


 σiki−ik4

iλm β

β


=

1√
2

1

2m

 mσiki−ik4
im β −

(
ikiσ

i + k4
)
β(

(ikiσi−k4)(σiki−ik4)
im +m

)
β


=

1√
2

1

2m

 (
−2ikiσi − 2k4

)
β

1
m

(
k2 +m2

)
β


=

1√
2

 kiσ
i−ik4
im β

β


= v
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and for Π−,

Π−u =
1√
2

1

2m

 m ikiσ
i + k4

−ikiσi + k4 m


 α

σiki+ik4
im α


=

1√
2

1

2m

 mα+
(ikiσi+k4)(σiki+ik4)

im α(
−ikiσi + k4

)
α+mσiki+ik4

im α


=

1√
2

1

2m

 m
(
1 + k2

m2

)
α

2
(
−iσiki + k4

)
α


=

1√
2

 α

1
im

(
σiki + ik4

)
α


= u

Π−v =
1√
2

1

2m

 m ikiσ
i + k4

−ikiσi + k4 m


 σiki−ik4

im β

β


=

1√
2

1

2m

 mσiki−ik4
im β +

(
ikiσ

i + k4
)
β(

−ikiσi + k4
)

σiki−ik4
im β +mβ


=

1√
2

1

2m


(
−iσiki − k4 + ikiσ

i + k4
)
β(

(−ik2i−k4kiσ
i+k4σiki−ik24)
im +m

)
β


= 0

In short, Π± separate u1, u2 from v1, v2:

Π+ui = 0

Π+vi = vi

Π−ui = ui

Π−vi = 0
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Since Π± are descendend from 8× 8 matrices, on the full space they have the form

Π± =

 Π̃± 0

0 0


and therefore commute with the duality projections,

[P±,Π±] = 0

and similarly for the anti-self-dual sector.

Spin projections

Finally, we define the projections on the

Σ± =
1

2

(
1± saγ̃5γ̃a+

)
Σ2
+ =

1

4

(
1 + saγ̃5γ̃

a
+

) (
1 + sbγ̃5γ̃

a
+

)
=

1

4

(
1 + 2saγ̃5γ̃

a
+ −

1

2
sasb

{
γ̃a+, γ̃

b
+

})
=

1

4

(
1 + 2saγ̃5γ̃

a
+ + δabsasb

)
=

1

2

(
1

2

(
1 + δabsasb

)
+ saγ̃5γ̃

a
+

)

Therefore, these are projections provided

s2 = 1
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In addition, they commute with Π± if

0 = [Σ±,Π±]

=

[
1

2

(
1 + λsaγ̃5γ̃

a
+

)
,
1

2

(
1∓ i

m
kbγ̃

b
+

)]
=

1

4

(
1 + λsaγ̃5γ̃

a
+

)(
1∓ i

m
kbγ̃

b
+

)
− 1

4

(
1∓ i

m
kbγ̃

b
+

)(
1 + λsaγ̃5γ̃

a
+

)
=

1

4

(
1∓ i

m
γ̃a+ka + λsaγ̃5γ̃

a
+ ∓

i

m
λγ̃5γ̃

a
+γ̃

b
+sakb

)
−1

4

(
1 + λsaγ̃5γ̃

a
+ ∓

i

m
kbγ̃

b
+ ∓ λsa

i

m
kbγ̃

b
+γ̃5γ̃

a
+

)
= ∓1

4

iλ

m

(
γ̃5γ̃

a
+γ̃

b
+sakb − sakbγ̃b+γ̃5γ̃a+

)
= ∓1

4

iλ

m
γ̃5sakb

({
γ̃a+, γ̃

b
+

})
= ±1

2

iλ

m
γ̃5δ

absakb

and therefore we demand

saka = 0

In our basis the form of Σ± becomes

Σ± =
1

2

(
1± saγ̃a+γ̃5

)
=

1

2

1±

 0 siσ
i − is4

−siσi − is4 0


 −1 0

0 1




=
1

2

 1 ±
(
siσ

i − is4
)

±
(
siσ

i + is4
)

1


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Let sa = (0, 0, 1, 0) and ka = (0, 0, 0,m) and expand the matrices,

Σ+ =
1

2

 1 σ3

σ3 1



=
1

2



1 1

1 −1

1 1

−1 1


Σ− =

1

2

 1 −σ3

−σ3 1



=
1

2



1 −1

1 1

−1 1

1 1


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and

u1 =
1√
2



1

0

1

0



u2 =
1√
2



0

1

0

1



v2 =
1√
2



−1

0

1

0



v1 =
1√
2



0

−1

0

1


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so the action of Σ+ is

Σ+u1 =
1

2
√
2



1 1

1 −1

1 1

−1 1





1

0

1

0


= u1

Σ+u2 =
1

2
√
2



1 1

1 −1

1 1

−1 1





0

1

0

1


= 0

Σ+v2 =
1

2
√
2



1 1

1 −1

1 1

−1 1





−1

0

1

0


= 0

Σ+v1 =
1

2
√
2



1 1

1 −1

1 1

−1 1





0

−1

0

1


= v1
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while for Σ−,

Σ−u1 =
1

2
√
2



1 −1

1 1

−1 1

1 1





1

0

1

0


= 0

Σ−u2 =
1

2
√
2



1 −1

1 1

−1 1

1 1





0

1

0

1


= u2

Σ−v2 =
1

2
√
2



1 −1

1 1

−1 1

1 1





−1

0

1

0


= v2

Σ−v1 =
1

2
√
2



1 −1

1 1

−1 1

1 1





0

−1

0

1


= 0

Summarizing, Σ± separate u1, v1 from u2, v2. These are spin-up/spin-down projections.

The three projections in combination can project the components of any 8-spinor into

any single component along three independent axes:

• Self-dual/anti-self-dual

• Energy eigenvalues, ±m

• Spin-up/spin-down



87

Here we are principally interested in the self-dual/anti-self-dual projections, which allow us

to partition any eight component spinor into two independent 4-spinors with thier corre-

sponding 4-dimensional Clifford algebras.

4.4 Self-duality in 4-dimensions

4.4.1 Self-dual and anti-self-dual projections

The projections PV± = 1
2 (1± γV ) produce two 4-dimensional subspaces, each described

by its own representation and Clifford algebra of SO (4) symmetry. Because SO (4) ∼=

SU (2) × SU (2), there is a further self-duality projection. Dropping the γ̃a± notation in

favor of simply γa and with γ5 = γ1γ2γ3γ4, we define projections

P± ≡
1

2
(1± γ5)

In the basis of Eqs.(4.11) and (4.12)

γa =


 0 σk

−σk 0

 ,

 −i

−i




satisfying
{
γ̃a+, γ̃

b
+

}
= −2δab1 and

γ5 =

 −1 0

0 1


The projections therefore take the form

P+ =
1

2
(1 + γ5) =

 0 0

0 1


P− =

1

2
(1− γ5) =

 1 0

0 0


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Unlike P± the 2-component spinors resulting from these projection cannot build fully general

vectors. Indeed, defining ψ+ = P+ψ, we would have

va = ψ†
+γ

aψ+

= ψ†P+γaP+ψ

= 0

The effect of P± is to separate spinors transforming under SU (2)L from those trans-

forming under SU (2)R. To see this, consider the SO (4) rotation generators,

σab =
1

2

[
γa, γb

]

Under the action of P± we define

σab± = P±σabP−1
±

= P±σab (4.20)
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where the generators take the form

σij =
1

2


 0 σi

−σi 0

 ,

 0 σj

−σj 0




=
1

2

 − [σi, σj]
−
[
σi, σj

]


= −iεij kσ
k

 1

1


σ4i =

1

2


 −i

−i

 ,

 0 σi

−σi 0




=
1

2

 −i

−i


 0 σi

−σi 0

− 1

2

 0 σi

−σi 0


 −i

−i


=

 iσi

−iσi


so that the group generators are

∆ =
1

2
wabσ

ab = w4iσ
4i +

1

2
wijσ

ij
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Using Eq.(4.20)

σij+ = −iεij kσ
k

 0

1


σ4i+ = iσk

 0

−1


σij− = −iεij kσ

k

 1

0


σ4i− = iσk

 1

0


we may write

∆+ =
1

2
wabσ

ab
+

= w4iσ
4i +

1

2
wijσ

ij

=

(
w4k −

1

2
wijε

ij
k

)
iσk

= ukiσ
k

∆− =
1

2
wabσ

ab
−

= −iw4iσ
i − i

2
wijε

ij
kσ

k

=

(
−w4k −

1

2
wijε

ij
k

)
iσk

= vkiσ
k

Exponentiating P+∆+ + P−∆−

g =

 eivkσ
k

eiukσ
k

 ∈ SU (2)× SU (2)

and clearly P± project into the two independent copies of SU (2).
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4.4.2 The ’t Hooft matrices

It proves convenient to distinguish labels A,B, . . . = 1, 2, 3 in su (2) from 4-dimensional

vector labels a, b, . . . = 1, 2, 3, 4 under SO (4), and we follow this convention in all subsequent

expressions. Also, let A2 be the space of antisymmetric, rank 2 tensors, 1
2 (Tab − Tba) ∈ A2

and define the identity and dual mappings, I : A2 → A2 and E : A2 → A2

Icd ab =
1

2

(
δcaδ

d
b − δdaδcb

)
E cd

ab =
1

2
ε cd
ab

Clearly, Icd abT
ab = T ab for all T ab ∈ A2.

We may now write the ’t Hooft matrices in a more symmetric form by defining

εabc ≡ εABCδ
A
a δ

B
b δ

C
c = εabc4

That is, εabc vanishes if any of a, b, c equals 4, and gives εABC otherwise, where the anti-

symmetric components εABC are the structure constants of SU (2). Then

∆+ =
1

2
uab

(
δaAδ

b
4 − δa4δbA + εab A

)
iσA

= uab

(
Iab A4 + Eab

A4

)
iσA

∆− = uab

(
Iab A4 − Eab

A4

)
iσA

where the coefficients,

ηA+ab =
1

2

(
δAa δ

4
b − δ4aδAb + ε A

ab

)
= IA4

ab + EA
ab4

ηA−ab =
1

2

(
δAa δ

4
b − δ4aδAb − ε A

ab

)
= IA4

ab − EA
ab4

are the ’t Hooft matrices [20]. These provide a mapping from any antisymmetric, rank 2

tensor to su (2)+ or su (2)−.

Combining pairs of ’t Hooft matrices gives us the usual self-dual and anti-self-dual
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projections for antisymmetric rank 2 tensors. We can raise and lower indices freely, since

both metrics δAB and δab are Euclidean. Computing

ηA+abη
Acd
+ =

1

2

(
δAa δ

4
b − δ4aδAb + ε A

ab

) 1
2

(
δAcδ4d − δ4cδAd + εcdA

)
=

1

4

(
δAa δ

4
b δ

Acδ4d − δAa δ4b δ4cδAd − δ4aδAb δAcδ4d + δ4aδ
A
b δ

4cδAd + ε A
ab εcdA

)
+
1

4

(
δAa δ

4
bε

cdA − δ4aδAb εcdA + ε A
ab δAcδ4d − ε A

ab δ4cδAd
)

=
1

4

((
δca − δ4aδ4c

)
δ4b δ

4d −
(
δda − δ4aδ4d

)
δ4b δ

4c − δ4a
(
δcb − δ4b δ4c

)
δ4d + δ4a

(
δdb − δ4b δ4d

)
δ4c
)

+
1

4

((
δca − δc4δ4a

) (
δdb − δd4δ4b

)
−
(
δda − δd4δ4a

) (
δcb − δc4δ4b

))
+
1

4
ε cd
ab

=
1

4

(
δcaδ

4
b δ

4d − δ4aδ4cδ4b δ4d − δdaδ4b δ4c + δ4aδ
4dδ4b δ

4c
)

+
1

4

(
−δcbδ4aδ4d + δ4b δ

4cδ4aδ
4d + δdb δ

4
aδ

4c − δ4b δ4dδ4aδ4c
)

+
1

4

(
δcaδ

d
b − δcaδd4δ4b − δc4δ4aδdb + δc4δ

4
aδ

d
4δ

4
b − δdaδcb + δdaδ

c
4δ

4
b + δd4δ

4
aδ

c
b − δd4δ4aδc4δ4b

)
+
1

4
ε cd
ab

=
1

4

(
δcaδ

d
b − δdaδcb + ε cd

ab

)
+
1

4

(
δcaδ

4
b δ

4d − δcaδd4δ4b + δdb δ
4
aδ

4c − δdb δc4δ4a + δdaδ
c
4δ

4
b − δdaδ4b δ4c + δcbδ

d
4δ

4
a − δcbδ4aδ4d

)
=

1

4

(
δcaδ

d
b − δdaδcb + ε cd

ab

)

so that

ηA+abη
Acd
+ =

1

2

(
Icd ab + Ecd

ab

)
= P cd

+ ab

and similarly

ηA−abη
Acd
− =

1

4

(
ε A
ab −

(
δAa δ

4
b − δ4aδAb

)) (
εcd A −

(
δcAδ

d
4 − δdAδc4

))
=

1

4

((
δcaδ

d
b − δdaδcb

)
− ε cd

ab

)
=

1

2

(
Icd ab − Ecd

ab

)
= P cd

− ab
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The projections P ab
± cd map the space A2 into self-dual and anti-self-dual parts.

P± : A2 → A±
2

The Hodge dual allows us to do the same on elements of A2 expressed as 2-forms, by taking

them to their dual.

ω =
1

2
ωabe

a ∧ eb

∗ω =
1

4
ωabε

ab
cde

c ∧ ed

=
1

2

(
Eab

cdωab

)
ec ∧ ed

The self-dual and anti-self-dual 2-forms ω± may be written as

ω± ≡
1

2
(ω ± ∗ω) =

1

4

(
Iabcd ± Eab

cd

)
ωabe

c ∧ ed

=
1

2
P ab

cdωabe
c ∧ ed

=
1

2
ω±
cde

c ∧ ed

Therefore the Hodge dual gives the same components as projection by P ab
± cd.

4.4.3 Identities with ’t Hooft matrices

The ’t Hooft matrices are

ηA+ab =
1

2

(
δAa δ

4
b − δ4aδAb + ε A

ab

)
= IA4

ab + EA
ab4

ηA−ab =
1

2

(
δAa δ

4
b − δ4aδAb − ε A

ab

)
= IA4

ab − EA
ab4

where half the sum gives the identity and half the difference gives the SU (2) structure

constants.
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Compute the products

IA4
abI

B4bc =
1

4

(
δAa δ

4
b − δ4aδAb

) (
δBbδ4c − δ4bδBc

)
=

1

4

(
δAa δ

4
b δ

Bbδ4c − δAa δ4b δ4bδBc − δ4aδAb δBbδ4c + δ4aδ
A
b δ

4bδBc
)

= −1

4

(
δAa δ

Bc + δ4aδ
4cδAB

)
IA4

abE
B4bc =

1

4

(
δAa δ

4
b − δ4aδAb

)
εBbc

=
1

4
εABcδ4a

EA4
abI

B4bc =
1

4
εAab

(
δBbδ4c − δBcδ4b

)
= −1

4
εAB

aδ
4c

EA4
abE

B4bc =
1

4
εAabε

Bbc

= −1

4

(
δAB

(
δca − δc4δ4a

)
− δAcδBa

)
= −1

4

(
δABδca − δAcδBa − δABδc4δ

4
a

)
Now consider further products.

ηA+abη
Bbc
+ =

(
IA4

ab + EA4
ab

) (
IB4bc + EB4bc

)
= IA4

abI
B4bc + IA4

abE
B4bc + EA4

abI
B4bc + EA4

abE
B4bc

= −1

4

(
δAa δ

Bc + δ4aδ
4cδAB

)
+

1

4
εABcδ4a

−1

4
εAB

aδ
4c − 1

4

(
δABδca − δAcδBa − δABδc4δ

4
a

)
=

1

4

(
−δAa δBc − δ4aδ4cδAB + εABcδ4a

)
+
1

4

(
−εAB

aδ
4c − δABδca + δAcδBa + δABδc4δ

4
a

)
=

1

4

(
δAcδBa − δAa δBc − δABδca + εABcδ4a − εAB

aδ
4c
)
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This has traces,

ηA+abη
Bba
+ = −δAB

η+Babη
Bbc
+ = −3

4
δca

η+Babη
Bba
+ = −3

For +/−,

ηA+abη
Bbc
− =

(
IA4

ab + EA4
ab

) (
IB4bc − EB4bc

)
= IA4

abI
B4bc − IA4

abE
B4bc + EA4

abI
B4bc − EA4

abE
B4bc

= −1

4

(
δAa δ

Bc + δ4aδ
4cδAB

)
− 1

4
εABcδ4a −

1

4
εAB

aδ
4c

+
1

4

(
δABδca − δAcδBa − δABδc4δ

4
a

)
=

1

4

(
−δAa δBc − δ4aδ4cδAB − εABcδ4a − εAB

aδ
4c + δABδca − δAcδBa − δABδc4δ

4
a

)
=

1

4

(
−δAcδBa − δAa δBc + δAB

(
δca − 2δc4δ

4
a

)
− εABcδ4a − εAB

aδ
4c
)

with traces

ηA+cbη
Bbc
− = 0

η+Babη
Bbc
− =

1

4

(
−2
(
δca − δc4δ4a

)
+ 3

(
δca − 2δc4δ

4
a

))
=

1

4

(
δca − 4δc4δ

4
a

)
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Finally, for −/−,

ηA−abη
Bbc
− =

(
IA4

ab − EA4
ab

) (
IB4bc − EB4bc

)
= IA4

abI
B4bc − IA4

abE
B4bc − EA4

abI
B4bc + EA4

abE
B4bc

= −1

4

(
δAa δ

Bc + δ4aδ
4cδAB

)
− 1

4
εABcδ4a +

1

4
εAB

aδ
4c

−1

4

(
δABδca − δAcδBa − δABδc4δ

4
a

)
= −1

4

(
δAa δ

Bc + δ4aδ
4cδAB + εABcδ4a − εAB

aδ
4c + δABδca − δAcδBa − δABδc4δ

4
a

)
= −1

4

(
δABδca + δAa δ

Bc − δAcδBa + εABcδ4a − εAB
aδ

4c
)

with further contractions

ηA−cbη
Bbc
− = −δAB

η−Babη
Bbc
− = −3

4
δca

η−Bcbη
Bbc
− = −3

4.4.4 Summary of 4-dim self-dual and anti-self-dual projections

We make use of several forms of projections. PV± divide the 8-component spinors into

two sets of 4-component spinors. Then Π and Σ further subdivide the 4-component spinors

into the usual particle/antiparticle, and spin-up/spin-down sectors. Each of the classes of

4-component spinors can produce an independent space of real 4-vectors spanning R4.

The overarching projections from 8-dimensional spinors to 4-dimensional subspaces are

given by

PV+ =
1

2
(1 + γV )

PV− =
1

2
(1− γV )

To describe the 4-component spinors, we take upper case Latin letters to be su (2)

indices, A,B, . . . = 1, 2, 3 while 4-space indices are denoted by lower case Latin indices
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Fig. 4.1: Projections from 8-dimensional spinors

running a, b, . . . = 1, 2, 3, 4. Then we have various equivalent ways to form self-dual and

anti-self-dual projections

1. Direct self-dual and anti-self-dual projection tensors,

PV±
ab
cd =

1

4

(
δac δ

b
d − δadδbc ± εab cd

)

These are idempotent orthogonal, and complete on the space of antisymmetric

 0

2


tensors:

PV±
ab
cdPV±

cd
ef = PV±

ab
ef

PV+
ab
cdPV−

cd
ef = 0

PV+
ab
cd + PV−

ab
cd =

1

2

(
δac δ

b
d − δadδbc

)

where Iab cd = 1
2

(
δac δ

b
d − δadδbc

)
is the identity operation on antisymmetric

 0

2


tensors, A2. These divide any antisymmetric SO (4) tensor into self-dual and anti-

self-dual parts.
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2. The Hodge dual also maps antisymmetric

 0

2

 tensors, expressed as 2-forms, by

taking them to their dual.

ω =
1

2
ωcde

c ∧ ed

∗ω =
1

4
ωabε

ab
cde

c ∧ ed

3. Left and right handed spinor projections,

Pright =
1

2
(1 + γ5)

Pleft =
1

2
(1− γ5)

Right-handed projections correspond to self-dual projections; left-handed projections

correspond to anti-self-dual projections.

Each of these projections maps spinors to subspaces acted on by SU (2)+ or SU (2)−, re-

spectively. These same projections take antisymmetric tensors into the two representations

of SU (2). The ’t Hooft matrices map the projected tensors A±
2 to elements of su (2)±.

ηA±ab : A2 → su (2)±

The matrices are given by

ηA+ab =
1

2

(
δAa δ

4
b − δ4aδAb + ε A

ab

)
= IA4

ab + EA
ab4

ηA−ab =
1

2

(
δAa δ

4
b − δ4aδAb − ε A

ab

)
= IA4

ab − EA
ab4

4.5 Preserving the Weyl Vector as Symmetry Breaking

We now come to our first main result.

From the quotient Spin (5, 1) /Weyl (4) we will develop a biconformal space which, in

addition to the usual solder form, spin connection and curvature will have a gauge vector
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for dilatations, the Weyl vector. As a 1-form, the Weyl vector is ω = Wαdx
α +Wαdyα

with gauge freedom ω′ = ω + df expressed through the dilatational part of the Weyl (4)

fibers.

It is known that the extra 4 dimensions of 8 dimensional biconformal spaces are fibrated

by a Lie group. Generically, this Lie group is abelian but for a subclass of cases it may

be non-abelian. Pursuing those cases of biconformal gravity solutions which permit a non-

abelian subgroup, we expect half of the biconformal space to become an additional fiber

symmetry. We know this symmetry must be a 4-dimensional Lie group, and a subgroup of

the SO (4) fiber symmetry. It is natural to suppose that since SO (4) = SU (2) × SU (2),

this 4-dimensional group will be the electroweak group, SU (2) × U (1), but we still desire

a derivation of this particular reduction.

Start with the spinor representation, Ψ ∈ V (8) (C) for Spin (5, 1). From each element

Ψ we form a real vector

V A = Ψ†γ6γAΨ

which may be partitioned into two independent 4-vectors by first partitioning Ψ→ Ψ+,Ψ−.

Ua = Ψ†
+γ

6γaΨ+

V a = Ψ†
−γ

6γaΨ−

The vector V A has 8 degrees of freedom, while the spinor Ψ has 16. Therefore, there may

be more than one Ψ that gives rise to any given vector. Our goal at this point is twofold:

• For a fixed V A, identify the class of spinors such that V A = Ψ†γ6γAΨ.

• Demonstrate that fixing V A as the Weyl vector is sufficient to identify the non-Abelian

subgroup.

• Show that the subgroup is the electroweak group.
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To gain insight into these goals, we first worked with some special cases, implementing the

calculations using Maple.

Looking at the components of general V A we noted that a simple k, o vector simplifies

Φ to the form

Φ =



0

k

0

−o

0

k

0

o


which is sufficient to find a nonvanishing vector. Indeed, we find

V a = (0, 0, 0, 4ko)

and the Weyl vector is preserved. Moreover, it is clear that there exists a 3-dimensional ro-

tation subgroup that will preserve this form, since the vector lies purely in the V 4 direction.

The rotations will be implemented with the group SU (2) acting on Ψ, with an additional

phase freedom providing a U (1) symmetry.

Explicitly, we found that the transformations that work have the form
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Φ̃ =

(
1 +

1

2
εabcdU

aV bσcd
)
Φ

=
(
1 + 2koεa4cdU

aσcd
)
Φ

=
(
1− 2koεijkU

iσjk
)
Φ

where i, j, k = 1, 2, 3. We looked at the cases

U i = (1, 0, 0)

U i = (0, 1, 0)

U i = (0, 0, 1)

which give

σ23, σ31, σ12

as three independent generators leaving V a invariant.

In a similar scenario we had used even a simpler 8-component spinor
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Φ =



1

0

1

0

0

0

0

0


and the Weyl vector is also preserved.

Further investigations with Maple prompted a more general approach.

Suppose a spinor Ψ gives us the Weyl vector

WA = Ψ†γ6γAΨ = (a, b, c, d, e, f)

where the 4-vector part is

W a = (a, b, c, d)

Rotations of WA are induced by the action of SO (4) on Ψ. We want to find the rotations

that leave this particular 4-vector unchanged. Let Ua be any other vector. Note that the

remaining components, V 5, V 6 only rescale W a so they will not affect its direction.

Generalizing the first simple examples, suppose we first rotate to a frame in which W a

takes the form W a = (w, 0, 0, 0). Then rotations in the 23, 34, 24 planes clearly have no

effect, and this corresponds to the induced action of SU (2). In addition, a phase transfor-

mation of Ψ has no effect on W a, providing an additional U (1) symmetry. We would like

to make these observations concrete by constructing a general form of the transformations.
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The antisymmetric product

V aU b − V bUa

is an area in the plane spanned by Ua and V a, just like the components of the cross product

but in higher dimension. Among the rotations we want are those in the complementary

plane, i.e. the plane dual to this one. That’s what the Hodge dual gives us, and we can

find it with the Levi-Civita tensor,

Σcd = εabcdU
aV b

This is an area element in the space perpendicular to both Ua and V a.

A rotation of this plane is generated by

1

2
Σcdσ

cd

where σcd are our 6 “Lorentz” generators. The transformation is the exponential of this, or

for an infinitesimal transformation

1 +
ε

2
Σcdσ

cd = 1 +
ε

2
εabcdU

aV bσcd

This works for any 4-vector Ua but gives zero if Ua is parallel to V a. This means that

varying Ua will give us a 3-parameter family of transformations leaving V a invariant.
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To make the group more explicit let

Ua
⊥ = Ua − δbcU

bV c

δdeV dV e
V a

= P a
bU

b

so that Ua
⊥Va = 0. The projection P a

b = δab −
1

|V |2V
aVb produces a 3-dimensional vector

subspace V(3) since

α
(
P a

bU
b
1

)
+ β

(
P a

bU
b
2

)
= P a

b

(
αU b

1 + βU b
2

)

General linear transformations of this subspace GL (3,R) do not affect V a. Since the non-

abelian group must be a subgroup of SO (4) = SU (2)×SU (2), we are restricted to SU (2).

We implemented this procedure in Maple, starting with a fully general spinor,

Φ =



a+ bI

c+ dI

e+ fI

g + hI

i+ jI

k + lI

m+ nI

o+ pI


We construct the vector

V a = Φ†γ6γaΦ

Next, rotate Φ by any transformation of the form 1 + ε
2εabcdU

aV bσcd,
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Φ̃ =
(
1 +

ε

2
εabcdU

aV bσcd
)
Φ (4.21)

and construct the new vector

Ṽ a = Φ̃†γ6γaΦ̃

and check that it is the same no matter how we change Ua. We can let Ua depend on some

parameters, say Ua = (u, v, w, x), and show that V ′a is independent of them.

4.6 Isospin

Begin with a vector representation of SU (2)×SU (2), that is, a Spin (5, 1) spinor. The

Spin (5, 1) transformations have generators

σAB =
[
γA, γB

]
These are 8 × 8 matrices. The parity matrix, γV = γ1γ2γ3γ4γ5γ6 gives a projection of all

initial spinors into pairs of 4-spinors. We identify this splitting with isospin and may label

4-spinors as up or down: 

χ

ξ

α

β


⇒
PV



χu

ξu

αd

βd


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where P±
V = 1

2 (1± γV ). Then γV alone is proportional to the z-component of isospin

operator:

I3 ≡
1

2
γV Ψ =

1

2



1

1

−1

−1





χ

ξ

α

β


=



1
2χ

1
2ξ

−1
2α

−1
2β


The weak interaction mixes isospin doublets. The SU (2) symmetry rotates isospin pairs,

Ψ =

 Φ

Ξ


e

iφ
2
n̂·σΨ = e

iφ
2
n̂·σ

 Φ

Ξ


How does this related to the y-space Lie group?

The spaces of 4-spinors have their own projection, P±
5 = 1

2 (1± γ5) based on γ̃5 =

γ̃1γ̃2γ̃3γ̃4. This breaks each 4-spinor into left and right handed parts,



χu

ξu

αd

βd


⇒
P5



χu,l

ξu,l

αd,l

βd,l


+



χu,r

ξu,r

αd,r

βd,r


where

P±
5 =

 1
2 (1± γ5) 0

0 1
2 (1± γ5)


These commute with I3, so that isospin doublets may be made left handed or right handed.

Any operator of the form  A 0

0 B


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will commute with I3, and we may write the particle/antiparticle and spin-up/spin-down

projections this way.

We know from experiments however, that right handed particles have zero value for

the third component of isospin. This ooses a difficulty from our represeb=ntation above.

In order to fit our model with experiments we will have to choose a diferent basis for our

gamma mattrices such that we get I3 in the form

I3 ≡
1

2
γV Ψ = 1

2



1

−1

1

−1





χ

ξ

α

β


=



1
2χ

1
−2ξ

1
2α

−1
2β



So that P±
5 = 1

2 (1± γ5) based on γ̃5 = γ̃1γ̃2γ̃3γ̃4 then breaks each 4-spinor into left

and right handed parts,



χu

ξd

αu

βd


⇒
P5



χu,l

ξd,l

αu,l

βd,l


+



χu,r

ξd,r

αu,r

βd,r


where

P±
5 =

 1
2 (1± γ5) 0

0 1
2 (1± γ5)


These commute with I3, so that isospin doublets may be made left handed or right handed.

Any operator of the form  A 0

0 B


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will commute with I3, and we may write the particle/antiparticle and spin-up/spin-down

projections this way.



χu

ξd

αu

βd


⇒
P5



χu,l 0

ξd,l 0

0 αu,r

0 βd,r



We already klnow that fixing a spinor preserves the Weyl vector. In this case what this

allows us to do is that we can choose a spinor say

ϕ =



0

0

0

1



or

ϕ =



0

0

1

0


which breaks the right handed doublet into a singlet. (It is not clear how this gives rise to

zero isospin for the singlet). Projections using the PV± give us two sets of 4 gamma matrices

and with the 4-dimensional gamma matrices we can still build the conformal group which

still gives us a representation of SO (5, 1). One interpretation of this projection is in terms
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of Isospin up and down (after choosing the correct basis) and this gives us the first picture

of interpreting the PV± projection as illustrated in more details in the diagram below;

Fig. 4.2: Isospin Interpretation of Projections

Another interpretation is to say that one of PV± sets applies to the x-space and generates

the spacetime symmetry while the other applies to the y-space and generates the electroweak

symmetry since any of these outcomes are possible within a conformal group representation.

This is also illustrated in more details in the diagram below:

Fig. 4.3: Graviweak symmetry interpretation of the projections
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We anticipate that further study in the context of solutions to the field equations will

clarify which interpretation is most appropriate.
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CHAPTER 5

SELF-DUAL AND ANTI-SELF-DUAL CONNECTIONS

Using the projections (see Appendix A)

P ab
+ cd =

1

4

(
δac δ

b
d − δadδbc ± εab cd

)
P+ =

1

2
(1− γ5)

ηAab = εAab4 + δAaδb4 − δAbδa4

F+ =
1

2
(F+ ∗F)

and their complements, we can form the self-dual parts of the connection and curvature in

a variety of ways.

Begin with the spin connection,

ωab = ωab
+ + ωab

−

≡ P ab
+ cdω

cd + P ab
− cdω

cd (5.1)

where

P ab
± cdω

cd =
1

4

((
δac δ

b
d − δadδbc

)
ωcd ± εab cdω

cd
)

=
1

2

(
ωab ± 1

2
εab cdω

cd

)

5.1 Identities

In terms of the ’t Hooft matrices we can get equivalent pieces,
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ωA
+ =

1

2
ηAabω

ab

ωA
− =

1

2
η̄Aabω

ab

and from the relations

ηAab =
1

2
εabcdηAcd

η̄Aab = −1

2
εabcdη̄Acd

and

P ab
+ cdη

Acd = ηAab

P ab
− cdη

Acd = 0

P ab
+ cdη̄

Acd = 0

P ab
− cdη̄

Acd = η̄Aab

we confirm the consistency,

ωA
+ =

1

2
ηAabω

ab

=
1

2
ηAabP

ab
+ cdω

cd

=
1

2
ηAabω

cd
+

To invert this, act again,

1

2
ωA

+ηAab =
1

4
ηAabη

A
cdω

cd

= Pabcdω
cd

= ωcd
+ (5.2)
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In this way the ’t Hooft matrices give a bijection,

ωA
+ ↔ ωab

+

ωA
− ↔ ωab

−

We can reconstruct the tensor projections as

1

4
ηAabη

A
cd = P+

abcd

1

4
η̄Aabη̄

A
cd = P−

abcd

and

1

4

(
ηAabηAcd + η̄Aabη̄Acd

)
=

1

2

(
δac δ

b
d − δbcδad

)

We also have projections in a spinor representation. Let

〈
ωab, σcd

〉
= δac δ

b
d − δadδbc

Then we can project with any of the projections,

σ+cd = P+σcd

=
1

2
(1− γ5)σcd

= P ab
cdσab

σA+ =
1

2
ηAabσab

1

2
η cd
A σA+ =

1

4
η cd
A ηAabσab

=
1

4

(
4P abcd

)
σab

= P abcdσab

σA− =
1

2
η̄Aabσab
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Each of the last two generates an independent SU (2).

5.2 Connection and curvature

Now compute the curvature by expanding

ωab =
1

2
ωA

+ηAab +
1

2
ωA

−η̄Aab

ωa
b =

1

2
ωA

+η
a

A b +
1

2
ωA

−η̄
a

A b

and similarly for the curvature,

Ωab =
1

2
ΩA

+ηAab +
1

2
ΩA

−η̄Aab

Ωa
b =

1

2
ΩA

+η
a

A b +
1

2
ΩA

−η̄
a

A b

To invert these,

1

2
ΩA

+η
a

A b =
1

2

(
1

2
ηAcdΩ

cd

)
η a
A b

=
1

4
ηAcdη

a
A bΩ

cd

= P a
+bcdΩ

cd

Ωa
b =

1

2
ΩA

+η
a

A b +
1

2
ΩA

−η̄
a

A b

Ωa
bη

b
B a =

1

2
ΩA

+η
a

A bη
b

B a +
1

2
ΩA

−η̄
a

A bη
b

B a

= 2ΩA
+δAB

and therefore,

ΩA
+ =

1

2
ηAb

aΩ
a
b

ωA
+ =

1

2
ηAb

aω
a
b
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We may also expand the antisymmetric identity, ∆ac
db

δadδ
c
b − δcdδab = P ac

+ db + P ac
− db

=
1

4

(
ηAabηAcd + η̄Aabη̄Acd

)

5.3 Splitting the curvature structure equation

Substituting into

dωa
b = ωc

b ∧ ωa
c + 2∆ac

dbfc ∧ ed +Ωa
b

we have

1

2
dωA

+η
a

A b +
1

2
dωA

−η̄
a

A b =

(
1

2
ωA

+η
c

A b +
1

2
ωA

−η̄
c

A b

)
∧
(
1

2
ωA

+η
a

A c +
1

2
ωA

−η̄
a

A c

)
+2∆ac

dbfc ∧ ed +
1

2
ΩA

+η
a

A b +
1

2
ΩA

−η̄
a

A b

=

(
1

2
ωA

+η
c

A b +
1

2
ωA

−η̄
c

A b

)
∧
(
1

2
ωA

+η
a

A c +
1

2
ωA

−η̄
a

A c

)
+2

1

4

(
ηAabηAcd + η̄Aabη̄Acd

)
fc ∧ ed +

1

2
ΩA

+η
a

A b +
1

2
ΩA

−η̄
a

A b

Separating like terms,

0 = −1

2
dωA

+η
a

A b +
1

2
ωA

+ ∧
1

2
ωB

+η
c

A bη
a

B c +
1

2
η a
A bη

A
cdfc ∧ ed +

1

2
ΩA

+η
a

A b

+
1

4
ωA

− ∧ ωB
+ (η̄ c

A bη
a

B c − η̄ a
A cη

c
B b)

−1

2
dωA

−η̄
a

A b +
1

4
ωA

−η̄
c

A b ∧ ωA
−η̄

a
A c +

1

2
η̄ a
A bη̄

A
cdfc ∧ ed +

1

2
ΩA

−η̄
a

A b (5.3)
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For the cross-terms,

η̄ c
A bη

a
B c − η̄ a

A cη
c

B b = η a
B cη̄

c
A b − η̄ a

A cη
c

B b

= (ε a
B c4 + δaBδc4 − δBcδ

a
4) η̄

c
A b − (ε a

B c4 − δaBδc4 + δBcδ
a
4) η

c
B b

= (ε a
B c4 + δaBδc4 − δBcδ

a
4) (ε

c
A b4 − δcAδb4 + δAbδ

c
4)

− (ε a
A c4 − δaAδc4 + δAcδ

a
4) (ε

c
B b4 + δcBδb4 − δBbδ

c
4)

= ε ac
B 4εAcb4 − ε a

B A4δb4 + δaBδAb − δa4εABb4 + δBAδ
a
4δb4

−ε a
A c4ε

c
B b4 − ε a

A B4δb4 − δaAδBb − δa4εBAb4 − δABδ
a
4δb4

= ε ac
B 4εAcb4 − εBcb4ε

ac
A 4 + (δa4εABb4 − δa4εABb4)

+ (ε a
AB 4δb4 − ε a

AB 4δb4)

+δaBδAb − δaAδBb + (δBAδ
a
4δb4 − δABδ

a
4δb4)

and then

η̄ c
A bη

a
B c − η̄ a

A cη
c

B b = ε ac
B 4εAcb4 − εBcb4ε

ac
A 4 + δaBδAb − δaAδBb

= (−δBAδ
a
b + δaAδBb)− (−δBAδ

a
b + δaBδAb) + δaBδAb − δaAδBb

= δaAδBb − δaBδAb + δaBδAb − δaAδBb

= 0

Returning to the curvature,

0 = −dωA
+η

a
A b +

1

2
ωA

+ ∧ ωB
+η

c
A bη

a
B c + η a

A bη
A
cdfc ∧ ed +ΩA

+η
a

A b

−dωA
−η̄

a
A b +

1

2
ωA

−η̄
c

A b ∧ ωA
−η̄

a
A c + η̄ a

A bη̄
A
cdfc ∧ ed +ΩA

−η̄
a

A b
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Now we need

ηAcbη
ca

B − ηBcbη
ca

A = (εAcb4 + δAcδb4 − δAbδ4c) (ε
ca

B 4 + δcBδ
a
4 − δaBδc4)− (A↔ B)

= εAbc4ε
ac

B 4 + εABb4δ
a
4 + δb4ε

a
BA 4 + δABδb4δ

a
4 + δAbδ

a
B

−εBbc4ε
ac

A 4 − εBAb4δ
a
4 − δb4ε a

AB 4 − δBAδb4δ
a
4 − δBbδ

a
A

= (δABδ
a
b − δaAδbB)− (δBAδ

a
b − δaBδbA)

+δAbδ
a
B − δBbδ

a
A + 2εABb4δ

a
4 − 2δb4ε

a
AB 4

= 2 (εbAB4δ
a
4 − δb4εa AB4 − δaAδbB + δAbδ

a
B)

= 2 (εbABδ
a
4 − δb4εa AB − εa bcε

c
AB )

= 2ε c
AB (δbcδ

a
4 − δac δb4 − εa bc)

= −2ε C
AB (εa bC − δbCδa4 + δaCδb4)

= −2ε C
AB (ε a

C b + δaCδb4 − δbCδa4)

= −2ε C
AB η a

C b

Then finally,

0 = −dωA
+η

a
A b +

1

4
ωA

+ ∧ ωB
+ (ηAcbη

ca
B − ηBcbη

ca
A ) + η a

A bη
A
cdfc ∧ ed +ΩA

+η
a

A b

−dωA
−η̄

a
A b +

1

2
ωA

− ∧ ωB
− (η̄Acbη̄

ca
B − η̄Bcbη̄

ca
A ) + η̄ a

A bη̄
A
cdfc ∧ ed +ΩA

−η̄
a

A b

=

(
−dωA

+ −
1

2
ωB

+ ∧ ωC
+ε

A
BC + ηAcdfc ∧ ed +ΩA

+

)
η a
A b

+

(
−dωA

− −
1

2
ωB

− ∧ ωC
−ε

A
BC + η̄Acdfc ∧ ed +ΩA

−

)
η̄ a
A b

and therefore the curvature projects cleanly into a pair of conformal SU (2) curvatures:

dωA
+ = −1

2
εABCω

B
+ ∧ ωC

+ + ηAc
dfc ∧ ed +ΩA

+

dωA
− = −1

2
εABCω

B
− ∧ ωC

− + η̄Ac
dfc ∧ ed +ΩA

−
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For the remaining connection forms,

dea = eb ∧ ωa
b + ω ∧ ea +Ta

=
1

2
eb ∧ ωA

+η
a

A b +
1

2
eb ∧ ωA

−η̄
a

A b + ω ∧ ea +Ta

dfa = ωb
a ∧ fb + fa ∧ ω + Sa

=
1

2
ωA

+ ∧ fbη
b

A a +
1

2
ωA

− ∧ fbη̄
b

A a + fa ∧ ω + Sa

dω = ea ∧ fa +Ω

δωa
b = Aa

bce
c +Ba c

b fc

This depends on
[
A[ab]c

]
= 24 plus

[
B[ab]c

]
= 24 degrees of freedom, for a total of 48

equations. The variations preserving duality are

δωA
± = AA

± ce
c +BAc

± fc

for a total of 12+12+12+12 = 48 variations. The count is the same, so nothing is changed

if the variation preserves duality.

5.4 Summary of the structure equations

We have

dωA
+ = −1

2
εABCω

B
+ ∧ ωC

+ + ηAc
dfc ∧ ed +ΩA

+

dωA
− = −1

2
εABCω

B
− ∧ ωC

− + η̄Ac
dfc ∧ ed +ΩA

−

dea =
1

2
eb ∧ ωA

+η
a

A b +
1

2
eb ∧ ωA

−η̄
a

A b + ω ∧ ea +Ta

=
1

2
eb ∧ ωa

b + ω ∧ ea +Ta

dfa =
1

2
ωA

+ ∧ fbη
b

A a +
1

2
ωA

− ∧ fbη̄
b

A a + fa ∧ ω + Sa

= ωb
a ∧ fb + fa ∧ ω + Sa

dω = ea ∧ fa +Ω
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CHAPTER 6

ACTION AND FIELD EQUATIONS

6.1 The action in the spin basis

6.1.1 Introduction of the curvatures

The biconformal action,

S =

∫
(αΩa

b + βδabΩ+ γea ∧ fb) ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d (6.1)

may now be written as

S =

∫ (
αΩ a

+ b + αΩ a
− b + βδabΩ+ γea ∧ fb

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

We vary ω a
+ b,ω

a
− b, e

a, fa,ω independently.

However, the curvatures we have are

ΩM
+ ,Ω

M
− ,T

a,Sa,Ω

where M = 1, 2, 3 and a = 1, 2, 3, 4. To connect the curvatures to the basis forms, we use

the ’t Hooft matrices, η a
M b, η̄

a
M b. These connect the six antisymmetric pairs, [a, b] to

two sets of three SU (2) indices, M±. With this notation, we may write

S =

∫ (
αΩM

+ η̄
a

M b + αΩM
− η

a
M b + βδabΩ+ γea ∧ fb

)
∧fe∧· · ·∧ff ∧ec∧· · ·∧edebe···f ac···d

(6.2)

We vary ωm
+ ,ω

m
− , e

A, fA,ω.
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6.2 Variation of the action

We vary

S =

∫ (
αΩA

+η̄
a

A b + αΩA
−η

a
A b + βδabΩ+ γea ∧ fb

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

where the curvatures are

ΩA
+ = dωA

+ +
1

2
εABCω

B
+ ∧ ωC

+ − 2η̄Aa
bfa ∧ eb

ΩA
− = dωA

− +
1

2
εABCω

B
− ∧ ωC

− − 2ηAa
bfa ∧ eb

Ta = dea − 1

2
η̄ a
A bω

A
+ ∧ eb − 1

2
η a
A bω

A
− ∧ eb − ω ∧ ea

Sa = dfa −
1

2
η̄ b
Aa ωA

+ ∧ fb −
1

2
η b
Aa ωA

− ∧ fb + ω ∧ fa

Ω = dω − 2ea ∧ fa

Upper case Latin indices refer to SU (2), with A,B, . . . = 1, 2, 3, while lower case Latin

indices refer to SO (4) and run a, b, . . . = 1, 2, 3, 4.
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6.2.1 Solder form variation

Vary ea,

δS =

∫ (
αδeΩ

A
+η̄

a
A b + αδeΩ

A
−η

a
A b

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
(βδabδeΩ+ γδea ∧ fb) ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫ (
αΩA

+η̄
a

A b + αΩA
−η

a
A b

)
∧ fe ∧ · · · ∧ ff ∧ (n− 1) δec ∧ eg ∧ · · · ∧ edebe···f acg···d

+

∫
(βδabΩ+ γea ∧ fb) ∧ fe ∧ · · · ∧ ff ∧ (n− 1) δec ∧ eg ∧ · · · ∧ edebe···f acg···d

=

∫
δeh ∧

(
2αη̄Ag

hfgη̄
a

A b

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
δeh ∧

(
2αηAg

hfgη
a

A b − 2βδabfh + γδahfb

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n−1 (n− 1)

∫
δeh ∧

(
αΩA

+η̄
a

A b

)
∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n−1 (n− 1)

∫
δeh ∧

(
αΩA

−η
a

A b

)
∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n−1 (n− 1)

∫
δeh ∧ (βδabΩ+ γea ∧ fb) ∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

Looking at just the variation of the Lagrangian density, and setting

δeh = Ah
ke

k +Bhkfk
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we find

δL =
(
Ah

ke
k +Bhkfk

)
∧
(
2αη̄Ag

hη̄
a

A b

)
fg ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+
(
Ah

ke
k +Bhkfk

)
∧
(
2αηAg

hη
a

A b

)
fg ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

−
(
Ah

ke
k +Bhkfk

)
∧
(
2βδabδ

g
h + γδahδ

g
b

)
fg ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n−1 (n− 1)
(
Ah

ke
k +Bhkfk

)
∧
(
αΩA

+η̄
a

A b

)
∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n−1 (n− 1)
(
Ah

ke
k +Bhkfk

)
∧
(
αΩA

−η
a

A b

)
∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n−1 (n− 1)
(
Ah

ke
k +Bhkfk

)
∧ (βδabΩ+ γea ∧ fb) ∧ fe ∧ · · · ∧ ff ∧ eg ∧ · · · ∧ edebe···f ahg···d

= (−1)nAh
k

(
2αη̄Ag

hη̄
a

A b

)
fg ∧ fe ∧ · · · ∧ ff ∧ ek ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)nAh
k

(
2αηAg

hη
a

A b − 2βδabδ
g
h + γδahδ

g
b

)
fg ∧ fe ∧ · · · ∧ ff ∧ ek ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n (n− 1)Ah
k

(
αΩA m

+ nη̄
a

A b

)
fm ∧ fe ∧ · · · ∧ ff ∧ ek ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n (n− 1)Ah
k

(
αΩA m

− nη
a

A b

)
fm ∧ fe ∧ · · · ∧ ff ∧ ek ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

+(−1)n (n− 1)Ah
k (βδ

a
bΩ

m
n − γδanδmb ) fm ∧ fe ∧ · · · ∧ ff ∧ ek ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

+
1

2
(−1)n−1 (n− 1)Bhk

(
αΩA

+ mnη̄
a

A b

)
∧ fk ∧ fe ∧ · · · ∧ ff ∧ em ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

+
1

2
(−1)n−1 (n− 1)Bhk

(
αΩA

− mnη
a

A b

)
∧ fk ∧ fe ∧ · · · ∧ ff ∧ em ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

+
1

2
(−1)n−1 (n− 1)Bhk (βδabΩmn) ∧ fk ∧ fe ∧ · · · ∧ ff ∧ em ∧ en ∧ eg ∧ · · · ∧ edebe···f ahg···d

Now replace the volume forms with

fc···d ∧ ee···f =
1√
K
εe···f c···dΦ

= ē e···f
c···d Φ
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to give

δL = (−1)nAh
k

(
2αη̄Ag

hη̄
a

A b + 2αηAg
hη

a
A b − 2βδabδ

g
h + γδahδ

g
b

)
ē kc···d
ge···f ebe···f ac···dΦ

+(−1)n (n− 1)Ah
k

(
αΩA m

+ nη̄
a

A b + αΩA m
− nη

a
A b

)
ē kng···d
me···f ebe···f ahg···dΦ

+(−1)n (n− 1)Ah
k (βδ

a
bΩ

m
n − γδanδmb ) ē kng···d

me···f ebe···f ahg···dΦ

+
1

2
(−1)n−1 (n− 1)Bhk

(
αΩA

+ mnη̄
a

A b + αΩA
− mnη

a
A b + βδabΩmn

)
ē mng···d
ke···f ebe···f ahg···dΦ

= (n− 1)! (n− 1)! (−1)nAh
k

(
2αη̄Ag

hη̄
a

A b + 2αηAg
hη

a
A b − 2βδabδ

g
h + γδahδ

g
b

)
δkaδ

b
gΦ

+(−1)n (n− 1)! (n− 2)! (n− 1)Ah
k

(
αΩA m

+ nη̄
a

A b + αΩA m
− nη

a
A b

)
δbm

(
δkaδ

n
h − δna δkh

)
Φ

+(−1)n (n− 1)! (n− 2)! (n− 1)Ah
k (βδ

a
bΩ

m
n − γδanδmb ) δbm

(
δkaδ

n
h − δna δkh

)
Φ

+
1

2
(−1)n−1 (n− 1)! (n− 2)! (n− 1)Bhk

(
αΩA

+ mnη̄
a

A b

)
δbk (δ

m
a δ

n
h − δna δmh )Φ

+
1

2
(−1)n−1 (n− 1)! (n− 2)! (n− 1)Bhk

(
αΩA

− mnη
a

A b + βδabΩmn

)
δbk (δ

m
a δ

n
h − δna δmh )Φ

= (n− 1)! (n− 1)! (−1)n [Ah
a

(
2αη̄Ab

hη̄
a

A b + 2αηAb
hη

a
A b − 2βδabδ

b
h + nγδah

)
+An

a

(
αΩA b

+ nη̄
a

A b + αΩA b
− nη

a
A b + βΩa

n

)
−An

a

(
δan

(
αΩA b

+ cη̄
c

A b + αΩA b
− cη

c
A b + βΩc

c − n (n− 1) γ
))

−Bhb
(
αΩA

+ ahη̄
a

A b + αΩA
− ahη

a
A b + βδabΩah

)
]Φ

Collecting, we use the identity (see Appendix)

ηAabηAcd + η̄Aabη̄Acd = 2
(
δac δ

b
d − δbcδad

)
ηAa

bη
c

A d + η̄Aa
bη̄

c
A d = 2 (δacδbd − δcbδad)

and definitions

ΩA c
+ bη̄

a
A c = Ωa c

+ c b

ΩA c
− bη̄

a
A c = Ωa c

− c b
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Then

(−1)n

(n− 1)! (n− 1)!
δL = [Ah

a

(
2α
(
2
(
δbaδhb − δahδbb

))
− 2βδabδ

b
h + nγδah

)
+An

a

(
αΩa b

+ b n + αΩa b
− b n + βΩa

n

)
−An

a

(
δan

(
αΩA b

+ cη̄
c

A b + αΩA b
− cη

c
A b

))
−An

a (δ
a
n (βΩ

c
c − n (n− 1) γ))

−Bhb
(
αΩa

+ bah + αΩa
− bah + βδabΩah

)
]Φ

= Ab
a

(
αΩa c

+ c b + αΩa c
− c b + βΩa

b

)
Φ

−Ab
a

(
δab

(
αΩd c

+ c d + αΩd c
− c d

))
Φ

−Ab
a

(
δab
(
βΩc

c + 4 (n− 1)α+ 2β − n2γ
))

Φ

−Bhb
(
αΩa

+ bah + αΩa
− bah + βδabΩah

)
Φ

(−1)n

(n− 1)! (n− 1)!
δL = Ab

a

(
αΩa c

+ c b + αΩa c
− c b + βΩa

b

)
Φ

−Ab
a

(
δab

(
αΩd c

+ c d + αΩd c
− c d

))
Φ

−Ab
a

(
δab
(
βΩc

c + 4 (n− 1)α+ 2β − n2γ
))

Φ

−Bab
(
αΩc

+ bca + αΩc
− bca + βΩba

)
Φ
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6.2.2 Co-solder form variation

Now vary the co-solder form,

δfS =

∫ (
αδfΩ

A
+η̄

a
A b + αδfΩ

A
−η

a
A b

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
(βδabδfΩ+ γea ∧ δf fb) ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫ (
αΩA

+η̄
a

A b

)
∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

+

∫ (
αΩA

−η
a

A b

)
∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

+

∫
(βδabΩ+ γea ∧ fb) ∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

=

∫ (
α
(
−2η̄Am

nδfm ∧ en
)
η̄ a
A b

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫ (
α
(
−2ηAm

nδfm ∧ en
)
η a
A b

)
∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

−
∫

(−2βδabem ∧ δfm + γδmb ea ∧ δfm) ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫ (
αΩA

+η̄
a

A b

)
∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

+

∫ (
αΩA

−η
a

A b

)
∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

+

∫
(βδabΩ+ γea ∧ fb) ∧ (n− 1) δfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebeg···fac···d

=

∫
δfm ∧

(
−2αη̄Am

nη̄
a

A b

)
en ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
δfm ∧

(
−2αηAm

nη
a

A b

)
en ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
δfm ∧ (2βδabδ

m
n − γδmb δan) en ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
(n− 1) δfm ∧

(
αΩA

+η̄
a

A b

)
∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+

∫
(n− 1) δfm ∧

(
αΩA

−η
a

A b

)
∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+

∫
(n− 1) δfm ∧ (βδabΩ+ γea ∧ fb) ∧ fg ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebmg···f

ac···d

Let

δfm = Cmke
k +D k

m fk
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Then

δfL = (−1)n−1D k
m

(
−2αη̄Am

nη̄
a

A b

)
fk ∧ fe ∧ · · · ∧ ff ∧ en ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n−1D k
m

(
−2αηAm

nη
a

A b

)
fk ∧ fe ∧ · · · ∧ ff ∧ en ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n−1D k
m (2βδabδ

m
n ) fk ∧ fe ∧ · · · ∧ ff ∧ en ∧ ec ∧ · · · ∧ edebe···f ac···d

+(−1)n−1D k
m (−γδmb δan) fk ∧ fe ∧ · · · ∧ ff ∧ en ∧ ec ∧ · · · ∧ edebe···f ac···d

+
1

2
(n− 1) (−1)nCmk

(
αΩAhi

+ η̄ a
A b

)
fh ∧ fi ∧ fg ∧ · · · ∧ ff ∧ ek ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+
1

2
(n− 1) (−1)nCmk

(
αΩAhi

− η a
A b

)
fh ∧ fi ∧ fg ∧ · · · ∧ ff ∧ ek ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+
1

2
(n− 1) (−1)nCmk

(
βδfΩ

hi
)
fh ∧ fi ∧ fg ∧ · · · ∧ ff ∧ ek ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
αΩAh

+ iη̄
a

A b

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
αΩAh

− iη
a

A b

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
βδabΩ

h
i

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
−γδhb δai

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
αΩAh

+ iη̄
a

A b

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
αΩAh

− iη
a

A b

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
βδabΩ

h
i

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

+(n− 1) (−1)nD k
m

(
−γδhb δai

)
fk ∧ fh ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ec ∧ · · · ∧ edebmg···f

ac···d

Now

fc···d ∧ ee···f = ē e···f
c···d Φ
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so

δfL = (−1)n−1D k
m

(
−2αη̄Am

nη̄
a

A b

)
ē nc···d
ke···f ebe···f ac···dΦ

+(−1)n−1D k
m

(
−2αηAm

nη
a

A b

)
ē nc···d
ke···f ebe···f ac···dΦ

+(−1)n−1D k
m (2βδabδ

m
n − γδmb δan) ē nc···d

ke···f ebe···f ac···dΦ

+
1

2
(n− 1) (−1)nCmk

(
αΩAhi

+ η̄ a
A b

)
ē kc···d
hig···f ebmg···f

ac···dΦ

+
1

2
(n− 1) (−1)nCmk

(
αΩAhi

− η a
A b + βδfΩ

hi
)
ē kc···d
hig···f ebmg···f

ac···dΦ

+(n− 1) (−1)nD k
m

(
αΩAh

+ iη̄
a

A b

)
ē ic···d
khg···f ebmg···f

ac···dΦ

+(n− 1) (−1)nD k
m

(
αΩAh

− iη
a

A b

)
ē ic···d
khg···f ebmg···f

ac···dΦ

+(n− 1) (−1)nD k
m

(
βδabΩ

h
i − γδhb δai

)
ē ic···d
khg···f ebmg···f

ac···dΦ

= (n− 1)! (n− 2)! (n− 1) (−1)nD k
m

(
αΩAh

+ iη̄
a

A b

)
δia

(
δbkδ

m
h − δmk δbh

)
Φ

+(n− 1)! (n− 2)! (n− 1) (−1)nD k
m

(
αΩAh

− iη
a

A b

)
δia

(
δbkδ

m
h − δmk δbh

)
Φ

+(n− 1)! (n− 2)! (n− 1) (−1)nD k
m

(
βΩh

i − γδhb δai
)
δia

(
δbkδ

m
h − δmk δbh

)
Φ

+(−1)n−1 (n− 1)! (n− 1)!D k
m

(
−2αη̄Am

nη̄
a

A b − 2αηAm
nη

a
A b

)
δbkδ

n
aΦ

+(−1)n−1 (n− 1)! (n− 1)!D k
m (2βδabδ

m
n − γδmb δan) δbkδnaΦ

+
1

2
(n− 1)! (n− 2)! (n− 1) (−1)nCmk

(
αΩAhi

+ η̄ a
A b

)
δka

(
δbhδ

m
i − δmh δbi

)
Φ

+
1

2
(n− 1)! (n− 2)! (n− 1) (−1)nCmk

(
αΩAhi

− η a
A b

)
δka

(
δbhδ

m
i − δmh δbi

)
Φ

+
1

2
(n− 1)! (n− 2)! (n− 1) (−1)nCmk

(
βδabΩ

hi
)
δka

(
δbhδ

m
i − δmh δbi

)
Φ
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Therefore,

(−1)n

(n− 1)! (n− 1)!
δfL = D k

m

(
αΩAh

+ aη̄
a

A b + αΩAh
− aη

a
A b + βΩh

a − nγδhb
)(

δbkδ
m
h − δmk δbh

)
Φ

−D k
m

(
−2αη̄Am

aη̄
a

A k − 2αηAm
aη

a
A k + 2βδmk − nγδmk

)
Φ

+
1

2
Cma

(
αΩAhi

+ η̄ a
A b + αΩAhi

− η a
A b + βδabΩ

hi
)(

δbhδ
m
i − δmh δbi

)
Φ

= D k
m

(
α
(
Ωa m
+ k a − δmk Ωa b

+ b a

)
+ α

(
Ωa m
− k a − δmk Ωa b

− b a

))
Φ

+D k
m (β (Ωm

k − Ωa
aδ

m
k ) + n (n− 1) γδmk )Φ

−D k
m (−4α (δacδbd − δcbδad) + 2βδmk − nγδmk )Φ

+Cma

(
αΩa bm

+ b + αΩa bm
+ b + βΩbm

)
Φ

where again

ηAabηAcd + η̄Aabη̄Acd = 2
(
δac δ

b
d − δbcδad

)
ηAm

aη
a

A k + η̄Am
aη̄

a
A k = −2 (n− 1) δmk

so that finally

(−1)n

(n− 1)! (n− 1)!
δfL = D k

m

(
α
(
Ωa m
+ k a − δmk Ωa b

+ b a

)
+ α

(
Ωa m
− k a − δmk Ωa b

− b a

))
Φ

+D k
m

(
β (Ωm

k − Ωa
aδ

m
k ) + δmk

(
n2γ − 4α (n− 1)− 2β

))
Φ

+Cma

(
αΩa bm

+ b + αΩa bm
+ b + βΩbm

)
Φ
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6.2.3 Left spin connection

Varying ωA
+,

δS =

∫
αδΩA

+η̄
a

A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
α

(
dδωA

+ +
1

2
εABCδω

B
+ ∧ ωC

+

)
η̄ a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

+

∫
α

(
1

2
εABCω

B
+ ∧ δωC

+

)
η̄ a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
α
(
dδωA

+ + δωB
+ ∧

(
εABCω

C
+

))
η̄ a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
α
(
D+δω

A
+

)
η̄ a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
αD+

(
δωA

+η̄
a

A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ ed
)
ebe···f ac···d

=

∫
αδωA

+η̄
a

A b ∧D+

(
fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ ed

)
ebe···f ac···d

= (n− 1)

∫
αδωA

+η̄
a

A b ∧
((

(D+fe) ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed
))

ebeg···fach···d

+(n− 1)

∫
αδωA

+η̄
a

A b ∧ (−1)
(
fe ∧ fg ∧ · · · ∧ ff ∧D+e

c ∧ eh ∧ · · · ∧ ed
)
ebeg···fach···d

= (n− 1)

∫
αδωA

+η̄
a

A b ∧
(
S+
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αδωA

+η̄
a

A b ∧
(
(−1)n−1

(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

+ ∧ eh ∧ · · · ∧ ed
))

ebeg···fach···d

= (n− 1)

∫
αδωA

+η̄
a

A b ∧
(
S+
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αδωA

+η̄
a

A b ∧
(
(−1)n−1

(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

+ ∧ eh ∧ · · · ∧ ed
))

ebeg···fach···d

where we know (and have shown elsewhere) that the covariant integration by parts must

yield tensors. Extracting the variation of the Lagrangian and expanding the connection as

δωA
+ = AAmem +BAmfm



130

then the torsion and co-torsion,

δS = (n− 1)

∫
αδωA

+η̄
a

A b ∧
(
S+
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αδωA

+η̄
a

A b ∧
(
(−1)n−1

(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

+ ∧ eh ∧ · · · ∧ ed
))

ebeg···fach···d

= (n− 1)

∫
αAAmη̄ a

A be
m ∧

(
S+
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αAAmη̄ a

A be
m ∧

(
(−1)n−1

(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

+ ∧ eh ∧ · · · ∧ ed
))

ebeg···fach···d

+(n− 1)

∫
αBAmfmη̄

a
A b ∧

(
S+
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αBAmfmη̄

a
A b ∧ (−1)

(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

+ ∧ eh ∧ · · · ∧ ed
)
ebeg···fach···d

= (n− 1)

∫
αAAmη̄ a

A be
m ∧

(
1

2
S+ ij
e ∧ fi ∧ fj ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αAAmη̄ a

A be
m ∧ (−1)

(
fe ∧ fg ∧ · · · ∧ ff ∧ T ci

+ jfi ∧ ej ∧ eh ∧ · · · ∧ ed
)
ebeg···fach···d

+(n− 1)

∫
αBAmfmη̄

a
A b ∧

(
S+ i
e jfi ∧ ej ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αBAmfmη̄

a
A b ∧ (−1)

(
fe ∧ fg ∧ · · · ∧ ff ∧

1

2
T c
+ ije

i ∧ ej ∧ eh ∧ · · · ∧ ed
)
ebeg···fach···d

= (n− 1)

∫
α

2
AAmη̄ a

A b (−1)
n S+ ij

e ∧ fi ∧ fj ∧ fg ∧ · · · ∧ ff ∧ em ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

+(n− 1)

∫
αAAmη̄ a

A b (−1)T ci
+ j

(
fi ∧ fe ∧ fg ∧ · · · ∧ ff ∧ ej ∧ em ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
αBAmη̄ a

A b (−1)S+ i
e jfm ∧ fi ∧ fg ∧ · · · ∧ ff ∧ ej ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

+(n− 1)

∫
αBAmη̄ a

A b (−1)
1

2
T c
+ ij

(
fm ∧ fe ∧ fg ∧ · · · ∧ ff ∧ ei ∧ ej ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

= (n− 1) (−1)n
∫
αAAmη̄ a

A b

(
−T ci

+ j ē
jmh···d

ieg···f ebeg···fach···d

)
Φ

+(n− 1) (−1)n
∫
αAAmη̄ a

A b

(
1

2
S+ ij
e ē mch···d

ijg···f ebeg···fach···d

)
Φ

+(n− 1) (−1)n
∫
αBAmη̄ a

A b

(
S+ i
e j ē

jch···d
mig···f ebeg···fach···d

)
Φ

+(n− 1) (−1)n
∫
αBAmη̄ a

A b

(
−1

2
T c
+ ij ē

ijh···d
meg···f ebeg···fach···d

)
Φ



131

Then

δL = (n− 1)! (n− 1)! (−1)n
∫
αAAmη̄ a

A b

(
1

2
S+ ij
e δma

(
δbi δ

e
j − δei δbj

))
Φ

+(n− 1)! (n− 1)! (−1)n
∫
αAAmη̄ a

A b

(
−T ci

+ jδ
b
i

(
δjaδ

m
c − δma δjc

))
Φ

+(n− 1)! (n− 1)! (−1)n
∫
αBAmη̄ a

A b

(
S+ i
e jδ

j
a

(
δbmδ

e
i − δemδbi

))
Φ

+(n− 1)! (n− 1)! (−1)n
∫
αBAmη̄ a

A b

(
−1

2
T c
+ ijδ

b
m

(
δiaδ

j
c − δjaδic

))
Φ

and finally

(−1)n

(n− 1)! (n− 1)!
δL =

∫
αAAm

[
η̄ a
A b

(
S+ be
e δma −

(
Tmb
+ a − T cb

+ cδ
m
a

))]
Φ

+

∫
αBAm

[
η̄ a
A b

((
S+ i
i aδ

b
m − S+ b

m a

)
− T c

+ acδ
b
m

)]
Φ

Note that the projection is tighter than the previous ∆ab
cd, and that the torsion and co-torsion

are only the self-dual parts.

6.2.4 Right spin connection

Varying ωA
−, is identical to varying ωA

− except for the presence of η a
A b instead of

η̄ a
A b and minus instead of plus. We follow it through as a check.

δ−S =

∫
αδ−Ω

A
−η

a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
α
(
dδωA

− + εABCδω
B
− ∧ ωC

−
)
η a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
α
(
D−

(
δωA

−
))
η a
A b ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

= (n− 1)

∫
αδωA

−η
a

A b ∧
(
D−fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

)
+(n− 1)

∫
αδωA

−η
a

A b ∧
(
(−1)n−1 fe ∧ · · · ∧ ff ∧D−e

c ∧ · · · ∧ edebe···f ac···d

)
= (n− 1)

∫
αδωA

−η
a

A b ∧
(
S−
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

)
+(n− 1)

∫
αδωA

−η
a

A b ∧
(
fe ∧ fg ∧ · · · ∧ ff ∧Tc

− ∧ eh ∧ · · · ∧ edebeg···fach···d

)
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With

δωA
− = AAmem +BAmfm

the variation of the Lagrange density is

δ−L = α (n− 1)AAmemη a
A b ∧

(
S−
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

)
+α (n− 1)AAmemη a

A b ∧ (−1) fe ∧ fg ∧ · · · ∧ ff ∧Tc
− ∧ eh ∧ · · · ∧ edebeg···fach···d

+α (n− 1)BAmfmη
a

A b ∧
(
S−
e ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

)
+α (n− 1)BAmfmη

a
A b ∧ (−1) fe ∧ fg ∧ · · · ∧ ff ∧Tc

− ∧ eh ∧ · · · ∧ edebeg···fach···d

= α (n− 1)AAmη a
A b (−1)

1

2
S− ij
e fi ∧ fj ∧ fg ∧ · · · ∧ ff ∧ em ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

+α (n− 1)AAmη a
A b (−1)T ci

− jfi ∧ fe ∧ fg ∧ · · · ∧ ff ∧ ej ∧ em ∧ eh ∧ · · · ∧ edebeg···fach···d

+α (n− 1)BAmη a
A b (−1)S− i

e jfm ∧ fi ∧ fg ∧ · · · ∧ ff ∧ ej ∧ ec ∧ eh ∧ · · · ∧ edebeg···fach···d

+
α

2
(n− 1)BAmη a

A b (−1)
n−1 fm ∧ fe ∧ fg ∧ · · · ∧ ff ∧ T c

− ije
i ∧ ej ∧ eh ∧ · · · ∧ edebeg···fach···d

= (−1)n (n− 1)αAAmη a
A b

(
1

2
S− ij
e ē mch···d

ijg···f ebeg···fach···d

)
Φ

+(−1)n (n− 1)αAAmη a
A b

(
−T ci

− j ē
jmh···d

ieg···f ebeg···fach···d

)
Φ

+(−1)n (n− 1)αBAmη a
A b

(
S− i
e j ē

jch···d
mig···f ebeg···fach···d

)
Φ

+(−1)n (n− 1)αBAmη a
A b

(
−1

2
T c
− ij ē

ijh···d
meg···f ebeg···fach···d

)
Φ

Next,

(−1)n δ−L = α (n− 1)! (n− 1)!AAmη a
A b

(
1

2
S− ij
e δma

(
δbi δ

e
j − δei δbj

))
Φ

+α (n− 1)! (n− 1)!AAmη a
A b

(
−T ci

− jδ
b
i

(
δjaδ

m
c − δma δjc

))
Φ

+α (n− 1)! (n− 1)!BAmη a
A b

(
S− i
e jδ

j
a

(
δbmδ

e
i − δemδbi

))
Φ

+α (n− 1)! (n− 1)!BAmη a
A b

(
−1

2
T c
− ijδ

b
m

(
δiaδ

j
c − δjaδic

))
Φ

(−1)n

(n− 1)! (n− 1)!
δ−L = αAAmη a

A b

(
S− be
e δma −

(
Tmb
− a − T cb

− cδ
m
a

))
Φ

+αBAmη a
A b

((
S− e
e aδ

b
m − S− b

m a

)
− T c

− acδ
b
m

)
Φ
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6.2.5 Weyl vector

Vary,

δWS =

∫
βδabdδω ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

=

∫
βδabDδω ∧ fe ∧ · · · ∧ ff ∧ ec ∧ · · · ∧ edebe···f ac···d

= (n− 1)

∫
βδabδω ∧

(
Dfe ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)

∫
βδabδω ∧

(
(−1)n−1 fe ∧ fg ∧ · · · ∧ ff ∧Dec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

= (n− 1)β

∫
δabAmem ∧

(
Se ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)β

∫
δabAmem ∧

(
(−1)n−1 fe ∧ fg ∧ · · · ∧ ff ∧Tc ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)β

∫
δabB

mfm ∧
(
Se ∧ fg ∧ · · · ∧ ff ∧ ec ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

+(n− 1)β

∫
δabB

mfm ∧
(
(−1)n−1 fe ∧ fg ∧ · · · ∧ ff ∧Tc ∧ eh ∧ · · · ∧ ed

)
ebeg···fach···d

= (−1)n (n− 1)β

∫
δabAm

(
1

2
S ij
e ē mch···d

ijg···f Φ+ T ci
j ē

mjh···d
ieg···f Φ

)
ebeg···fach···d

+(−1)n (n− 1)β

∫
δabB

m

(
S i
e j ē

jch···d
mig···f Φ− 1

2
T c

ij ē
ijh···d

meg···f Φ

)
ebeg···fach···d

so

(−1)n

(n− 1)! (n− 1)!
δL = βδabAm

(
1

2
S ij
e δma

(
δbi δ

e
j − δei δbj

)
+ T ci

jδ
b
i

(
δma δ

j
c − δjaδmc

))
Φ

+βδabB
m

(
S i
e jδ

j
a

(
δbmδ

e
i − δemδbi

)
− 1

2
T c

ijδ
b
m

(
δiaδ

j
c − δjaδic

))
Φ

= β

∫
Am

(
S be
e δmb + T cm

c − Tma
a

)
Φ

+β

∫
Bm

(
S c
c m − S b

m b − T c
mc

)
Φ
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6.2.6 Collected field equations

The Lagrange density variations are

(−1)n

(n− 1)! (n− 1)!
δL =

∫
αAAm

[
η̄ a
A b

(
S+ be
e δma −

(
Tmb
+ a − T cb

+ cδ
m
a

))]
Φ

+

∫
αBAm

[
η̄ a
A b

((
S+ i
i aδ

b
m − S+ b

m a

)
− T c

+ acδ
b
m

)]
Φ

(−1)n

(n− 1)! (n− 1)!
δ−L = αAAmη a

A b

(
S− be
e δma −

(
Tmb
− a − T cb

− cδ
m
a

))
Φ

+αBAmη a
A b

((
S− e
e aδ

b
m − S− b

m a

)
− T c

− acδ
b
m

)
Φ

(−1)n

(n− 1)! (n− 1)!
δL = Ab

a

(
α
(
Ωa c
+ c b − δabΩd c

+ c d

)
+ α

(
Ωa c
− c b − δabΩd c

− c d

))
Φ

+Ab
a

(
β (Ωa

b − δabΩc
c)− δab

(
⃗4 (n− 1)α+ 2β − n2γ

))
Φ

−Bab
(
αΩc

+ bca + αΩc
− bca + βΩba

)
Φ

(−1)n

(n− 1)! (n− 1)!
δfL = D k

m

(
α
(
Ωa m
+ k a − δmk Ωa b

+ b a

)
+ α

(
Ωa m
− k a − δmk Ωa b

− b a

))
Φ

+D k
m

(
β (Ωm

k − Ωa
aδ

m
k )− δmk

(
4α (n− 1) + 2β − n2γ

))
Φ

+Cma

(
αΩa bm

+ b + αΩa bm
+ b + βΩbm

)
Φ

(−1)n

(n− 1)! (n− 1)!
δL = βAm

(
S be
e δmb + T cm

c − Tma
a

)
Φ

+βBm
(
S c
c m − S b

m b − T c
mc

)
Φ
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so the field equations are

0 = αη̄ a
A b

(
S+ be
e δma − Tmb

+ a + T cb
+ cδ

m
a

)
0 = αη̄ a

A b

(
S+ i
i aδ

b
m − S+ b

m a − T c
+ acδ

b
m

)
0 = αη a

A b

(
S− be
e δma − Tmb

− a + T cb
− cδ

m
a

)
0 = αη a

A b

(
S− e
e aδ

b
m − S− b

m a − T c
− acδ

b
m

)
0 = β

(
S be
e δmb + T cm

c − Tma
a

)
0 = β

(
S c
c m − S b

m b − T c
mc

)

0 = α
(
Ωa c
+ c b − δabΩd c

+ c d

)
+ α

(
Ωa c
− c b − δabΩd c

− c d

)
+ β (Ωa

b − δabΩc
c)

−δab
(

⃗4 (n− 1)α+ 2β − n2γ
)

0 = α
(
Ωa m
+ k a − δmk Ωa b

+ b a

)
+ α

(
Ωa m
− k a − δmk Ωa b

− b a

)
+ β (Ωm

k − Ωa
aδ

m
k )

−δmk
(
4α (n− 1) + 2β − n2γ

)
0 = α

(
Ωc
+ bca +Ωc

− bca

)
+ βΩba

0 = α
(
Ωa bm
+ b +Ωa bm

+ b

)
+ βΩbm

These equations comprise our second principal result.

6.3 Conclusion

We successfully constructed the biconformal gauge theory in 8-dimensional spinor rep-

resentation of Spin (5, 1). The quotient of this conformal group by its homogeneous Weyl

subgroup gives a principal fiber bundle with 8-dim base manifold and Weyl fibers. The

Cartan generalization to a curved 8-dim geometry admits an action functional linear in

the curvatures, and the field equations generically yield general relativity on the cotangent

bundle of spacetime. We focussed on the subclass of cases when the extra 4 dimensions

can give a fibration by a non-Abelian Lie group, where the maximal case is the electroweak

group. Thus, while the final Lorentz and electroweak symmetries are of the direct product
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form required by Coleman-Mandula, the model is predictive of the specific group.

Satisfying the Coleman-Mandula theorem comes automatically because after taking

the quotient, the Lie group on the 4-dimensional y-subspace effectively extends the bundle

symmetry as a direct product of the fibers.

Our procedue in spinor representation includes projections that split left-handed par-

ticles from the right-handed ones, particles from antiparticles, and spin states of particles

as known in quatum field theory. This procedure also separates our curvatures and field

equations into self-dual and anti-delf-dual parts, making the field equations distinct from

those of previous studies.

However, due to our choice of basis, the projection operator PV± = 1
2 (1± γV ) also

produces two 4-dimensional SO(5, 1) subspaces, each described by its own representation

and Clifford algebra of SO (4) symmetry. This gives us a new, alternative opportunity to

realize gravity other than the previous method described above. We conjecture that, if we

apply PV± on the group before taking the quotient by the homogenous Weyl group, we

can generate the correct gravity and electroweak symmetries directly. Specifically, if we

take the quotient of the first SO(5, 1) partition say PV+ by SO (3, 1), this leaves a spacetime

signature on the fibers from which we get Einsteins equations for gravity leaving behind and

an extra SO (2) on the base manifold. Then if we take the quotient of the second SO(5, 1)

partition say PV− by SO (4) = SU (2)×SU (2), this leaves an electroweak signature on the

fibers and leaving behind and an extra SO (1, 1) on the base manifold.
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Identities with ’t Hooft matrices

The t’Hooft matrices are

ηAab = εAab + δAa δ
4
b − δAb δ4a

η̄Aab = εAab − δAa δ4b + δAb δ
4
a

If we add these,

ηAab + η̄Aab = εAab + δAa δ
4
b − δAb δ4a + εAab − δAa δ4b + δAb δ

4
a

= 2εAab

we do not recover the identity. This is awkward, because we would like to recover the vector

structure equations by adding the spinor ones.

Raise an index:

ηAa
b = εAa

b + δAaδ4b − δ4aδAb

η̄Aa
ab = εAa

b − δAaδ4b + δ4aδAb

The product is

ηAa
bη̄

Bb
c =

(
εAa

b + δAaδ4b − δ4aδAb
) (
εBb

c − δBbδ4c + δ4bδBc

)
= εAa

bε
Bb

c − εAaBδ4c − δAaδB4δ4c + δAaδBc − δ4aεBA
c + δ4aδBAδ4c

= −δABδaKδ
K
c + δAc δ

Ba − εAaBδ4c − δ4aεBA
c − δAaδB4δ4c + δAaδBc + δ4aδBAδ4c

= −εAaBδ4c − δ4aεBA
c − δABδaKδ

K
c + δAc δ

Ba + δAaδBc + δ4aδBAδ4c − δAaδB4δ4c
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Consider the special cases

ηAC
bη̄

Bb
D = −εACBδ4D − δ4CεBA

D − δABδCKδ
K
D + δADδ

BC + δACδBD + δ4CδBAδ4D − δACδB4δ4D

= δADδ
BC − δABδCD + δACδBD

ηA4
bη̄

Bb
D = −εA4Bδ4D − δ44εBA

D − δABδ4Kδ
K
D + δADδ

B4 + δA4δBD + δ44δBAδ4D − δA4δB4δ4D

= −εBA
D

ηAC
bη̄

Bb
4 = −εACBδ44 − δ4CεBA

4 − δABδCKδ
K
4 + δA4 δ

BC + δACδB4 + δ4CδBAδ44 − δACδB4δ44

= −εACB

ηA4
bη̄

Bb
4 = δBA

One further contraction gives

ηAa
bη̄

Bb
a = −εAaBδ4a − δ4aεBA

a − δABδaKδ
K
a + δAa δ

Ba + δAaδBa + δ4aδBAδ4a − δAaδB4δ4a

= −3δAB + δAB + δAB + δBA

= 0

If we multiply the same one:

ηAa
bη

Bb
c =

(
εAa

b + δAaδ4b − δ4aδAb
) (
εBb

c + δBbδ4c − δ4bδBc
)

= εAa
bε

Bb
c + εAa

bδ
Bbδ4c − εAa

bδ
4bδBc + δAaδ4bε

Bb
c

+δAaδ4b δ
Bbδ4c − δAaδ4b δ

4bδBc − δ4aδAb εBb
c − δ4aδAb δBbδ4c + δ4aδAb δ

4bδBc

= δAc δ
aB − δABδaKδ

K
c + εAaBδ4c − δAaδBc − δ4aεBA

c − δ4aδABδ4c

= εAaBδ4c − δ4aεBA
c + δAc δ

aB − δABδaKδ
K
c − δAaδBc − δ4aδABδ4c
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Special cases:

ηAC
bη

Bb
D = εACBδ4D − δ4CεBA

D + δADδ
CB − δABδCKδ

K
D − δACδBD − δ4CδABδ4D

= εACBδ4D − δ4CεBA
D + δADδ

CB − δABδCD − δACδBD

ηA4
bη

Bb
D = εA4Bδ4D − δ44εBA

D + δADδ
4B − δABδ4Kδ

K
D − δA4δBD − δ44δABδ4D

= −εBA
D

ηAC
bη

Bb
4 = εACBδ44 − δ4CεBA

4 + δA4 δ
CB − δABδCKδ

K
4 − δACδB4 − δ4CδABδ44

= εACB

ηA4
bη

Bb
4 = εA4Bδ44 − δ44εBA

4 + δA4 δ
4B − δABδ4Kδ

K
4 − δA4δB4 − δ44δABδ44

= −δAB

Contracting again,

ηAa
bη

Bb
a = εAaBδ4a − δ4aεBA

a + δAa δ
aB − δABδaKδ

K
a − δAaδBa − δ4aδABδ4a

= δAB − 3δAB − δAB − δAB

= −4δAB

Now the conjugates,

η̄Aa
bη̄

Bb
c =

(
εAa

b − δAaδ4b + δ4aδAb
) (
εBb

c − δBbδ4c + δ4bδBc

)
= εAa

bε
Bb

c − εAaBδ4c − δAaδ4bε
Bb

c − δAaδBc + δ4aεBA
c − δ4aδABδ4c

= −δABδaKδ
K
c + δAc δ

Ba − εAaBδ4c − δAaδBc + δ4aεBA
c − δ4aδABδ4c
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Special cases:

η̄AC
bη̄

Bb
D = −δABδCKδ

K
D + δADδ

BC − εACBδ4D − δACδBD + δ4CεBA
D − δ4CδABδ4D

= −δABδCD + δADδ
BC − δACδBD

η̄A4
bη̄

Bb
D = −δABδ4Kδ

K
D + δADδ

B4 − εA4Bδ4D − δA4δBD + δ44εBA
D − δ44δABδ4D

= εBA
D

η̄AC
bη̄

Bb
4 = −δABδCKδ

K
4 + δA4 δ

BC − εACBδ44 − δACδB4 + δ4CεBA
4 − δ4CδABδ44

= −εACB

η̄A4
bη̄

Bb
4 = −δABδ4Kδ

K
4 + δA4 δ

B4 − εA4Bδ44 − δA4δB4 + δ44εBA
4 − δ44δABδ44

= −δAB

and another contraction,

η̄Aa
bη̄

Bb
a = −δABδaKδ

K
a + δAa δ

Ba − εAaBδ4a − δAaδBa + δ4aεBA
a − δ4aδABδ4a

= −3δAB + δAB − δAB − δAB

= −4δAB
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