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Abstrakt

Tento výzkum se snaží vyřešit problém kontroly čety pomocí schopností umělých neuronových sítí.
Protože je obtížné získat analytické řešení problému řízení čety, je před hledáním přibližných řešení
upřednostňována schopnost aproximace funkcí neuronových sítí. V této práci vytváříme chybovou
funkci, která zahrnuje všechny podmínky odvozené z Pontryaginova minimálního principu (PMP)
pro řízení formace čety v topologii navazující na předchůdce. Experimentální řešení pro stavovou
funkci, Řídicí funkci a Lagrangeovy multiplikátory je odvozeno z chybové funkce. Funkce stavu,
řízení a nákladů jsou implementovány pomocí neuronových sítí. Pro optimalizaci váhy pro chy-
bovou funkci se používají optimalizační techniky, jako je genetický algoritmus (GA), diferenciální
evoluce (DE) a variace algoritmu samoorganizujícího se migračního algoritmu (SOMA). Nahradíme
optimalizované váhy v aproximovaných funkcích a získáme řešení problému řízení formace čety.

Klíčová slova

Pontryaginův minimální princip; problém optimálního řízení; umělé neuronové sítě; připojené a
automatizované vozidlo (CAV); řízení formace čety

Abstract

This research seeks to solve the platoon control problem using the abilities of Artificial Neural Net-
works. Because it is difficult to obtain an analytical solution to the platoon control problem, the
function approximation ability of Neural Networks is preferred to search for approximate solutions.
In this thesis, we create an error function that encompasses all of the Pontryagin minimum principle
(PMP) derived conditions for the platoon formation control under the Predecessor-following topol-
ogy. The experimental solution for the state function, control function, and Lagrange multipliers
is derived from the error function. State, control, and cost functions are implemented using Neural
Networks. To optimize weights for the error function, optimization techniques such as the Genetic
Algorithm (GA), Differential Evolution (DE), and variations of the self-organizing migrating al-
gorithm (SOMA) algorithm are used. We substitute the optimized weights in the approximated
functions and get the solutions to the platoon formation control problem.

Keywords

Pontryagin minimum principle; Optimal control problem; Artificial Neural Networks; Connected
and automated vehicle (CAV); Platoon formation control
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Chapter 1

Introduction

In this world of technology , autonomous vehicles using Artificial Intelligence is among the most
important and fast-growing fields of study of Deep Learning. Autonomous vehicle is a ground-
based vehicle with integrated vehicle automation. These vehicles senses its surroundings so it can
move safely without human intervention. Facing the problem of increasing traffic and traffic safety,
autonomous vehicles help respond to increased traffic, density, efficiency, safety and comfort when
traveling. Many self-driving vehicles solutions have been tested around the world. Research efforts
continue to be made to improve the performance, reliability and cut costs of autonomous vehicles.

Autonomous vehicles are integrated with many sensors to collect information from the sur-
rounding environment such as thermographic cameras, Global Positioning System (GPS), and so
on. Advanced control systems receive information from sensors and analyze them to determine suit-
able navigation for autonomous vehicles. Autonomous vehicle navigation [1] consists of three main
steps: Perception and localization – Planning – Control. Among these steps, the motion control task
plays an important role in determining the overall performance in navigation systems. Recently,
researchers proposed methods for optimizing this task via advancements in Artificial Intelligence,
especially Deep Neural Networks. The goal of the motion controller is to ensure that the vehicle
follows a desired path by minimizing the error between the vehicle and the reference path. At the
same time, the speed of the vehicle must also be stable, to avoid collisions with other vehicles [2, 3].

In transportation, there is rarely a single but a group of autonomous or manned vehicles joining
traffic together. This group is usually preferred to as a platoon. And platooning problem is the
process of routing self-driving vehicles based on a leading vehicle given a set of starting points and
deadlines. The leading vehicle can be an autonomous vehicle or a manned vehicle. This vehicle
decides the route, speed and status of the whole platoon. Platooning brings great potential benefits
such as: reduce fuel consumption because of the decrease in the need for acceleration, deceleration,
and stopping to maintain traffic flow; reduce congestion; substantially shorter commutes during rush
hours; and fewer traffic collisions. For example, when the distance between vehicles in the platoon
is close enough, it makes better use of the road, saving time, energy and reducing emissions[4, 5].
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The primary objective of this research is to optimize a platoon of autonomous vehicles with
a leading vehicle using Neural Networks. We suggests to use the Predecessor-following topology
(PF) to get an error function containing all PMP conditions [6]. The error function proposes an
experimental solution for state, control, and cost functions. The Neural Networks are implemented
for each function in the experimental solution: state function, cost function, control function,
respectively. The main optimization technique used in this research is to apply Heuristic algorithms
to optimize the weights of Neural Networks. When obtained the Neural Network with optimized
weights, we substitute the optimal weights into the approximation solution and get the solution to
the platoon control problem.

The motivation behind this approach is the ability of Computational Artificial Intelligence to
locate vehicles in a platoon. Computational Artificial Intelligence using computer technology allows
solving problems with very high accuracy to meet the requirements of increasing accuracy of platoon
control problem. Artificial Neural Network is an outstanding application of Computational Artificial
Intelligence with the ability to work like human being, learn from experiential data, and have high
fault tolerance. The Artificial Neural Network [7] determines the relationship between input and
output parameters for high accuracy combined with optimization algorithms to optimize weights to
achieve the lowest error value.

In section 2, we introduce the platoon control problem under the PF topology [8] and the model
of Neural Network. The construction of a Neural Network to solve the problem is covered in section
3. Section 4 tells us how to set up to get the Neural Network Solver. The simulation results as
well as the efficiency of the optimization algorithms shown in Section 5 and Section 6 gives the final
conclusions and possible development directions.
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Chapter 2

Problem Formation

In this part, we look at different techniques to solve the problem of vehicle platooning. A platooning
control problem emerges to control the collective motions of vehicles as a platoon on the roads. These
vehicles are autonomously operated and linked to one another via a communication architecture
(CT). By this association, the location information of the vehicles is provided to find the relative
distance between the vehicles and optimize it to solve the platoon problem. To find the optimal
controller [9] for each vehicle in the platoon, it is assumed that vehicles form a platoon according to
the Predecessor-following topology (2.1). The purpose of this part is to apply the optimal control
principles to formulate the platoon formation control as an optimal control problem. This problem
has been discussed in [10, 11] under the framework of differential games and individual trajectories
for the PF topology have been obtained. The optimal control problem in this thesis is a simplified
version of the proposed differential game problem in [10, 11].

Generating the individual trajectories of the PF topology requires high computational perfor-
mance. Meeting this need, Neural Networks not only have high computational power but also large
capacity to model the platoon problem. The approach of the Neural Network to generic topology
is the major aim of section (2.2). Additionally, to optimize the results obtained from the Neural
Network, numerical approaches were used for the problem and the Hamilton [12] function.

2.1 Platoon Formulation

A control problem is presented to imitate the real-world challenge we face in vehicle platooning.
In this problem, we consider the control a platoon of CAVs going in the PF topology, as shown in
Figure 2.1.

There are two types of links in the platoon that we need to pay attention to in terms of connec-
tivity. First, a sensor link to get information of the predecessor vehicle. The source of information
is its predecessor vehicle. This implies that information can only be transmitted from the vehicle in
front to the vehicle near it in order to maintain a single and one-way communication flow through-
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Figure 2.1: A vehicle platoon with predecessor-following (PF) topology. The figure is reprinted
from [11].

out the platoon. On the other hand, a V2V connection is the link between two sequential vehicle.
The direction of information transmission of V2V connection between two of these vehicles is not
restricted, just as with a sensor link. The V2V connection allows us to connect the car in front to
the car behind and vice versa. More information on this link can be found in [13].

In order to better understand the vehicle platoon arrangement, assume a platoon of n CAVs
traveling with a vehicle in the lead. This platoon is follow the traffic lane in which the lead vehicle
is traveling. According to the PF topology, depending on information received from the sensor
connection, this platoon automatically changes the distance between each vehicle and the vehicle
ahead of it in the platoon. As a result, when the vehicle leading the platoon changes traffic lanes
or the speed causes a change in distance with the platoon’s vehicle following it, the vehicles behind
it immediately alter their behavior according to the PF topology.

As indicated in Figure 2.1, the platoon control problem has been concretized. The reference (x0)
is a moving vehicle. The reference (x0) can be manned or unmanned, but we don’t need to worry
about it because it won’t link the V2V to any of the vehicles in our platoon. Figure 1 shows that
the vehicle leading the platoon is numbered 1 if it is a real vehicle and 0 if it is a virtual vehicle,
from right to left. Lane Following Assist (LFA) [14], for example, produces a reference trajectory
that supports the lead vehicle and vehicles in platoons. The platoon’s real vehicles are indexed as
1, . . . , n.

Let xi and ui indicate the longitudinal position and control input of the ith vehicle (i = 1, . . . , n),
respectively. The longitudinal dynamics of inter-vehicle distance policies can be characterized as

ẋi − ẋi−1 = ui. (2.1)

The platoon formation control cost function is defined as:

J(x0, · · · , xn, u1, · · · , un) = 1
2

∫︂ tf

0

n∑︂
i=1

((xi − xi−1 − di)2 + u2
i ) dt, (2.2)

where tf is a limited time horizon.
To ensure traffic safety, the PF topology used for platoons must also ensure that no collision

occurs. In other words xi−xi−1−di
< 0. Using information from the sensor, each vehicle perceives its

relative distance from its predecessor. From there, the vehicle will adjust the appropriate speed to
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avoid collisions causing traffic accidents. The platoon does not need a communication environment
between autonomous vehicles because there is no V2V connection. Using information from the
distance sensor with the predecessor vehicle avoids the situation when the information exchange
network is hacked or the information sent is faulty.

Assumption 1: (Collision-avoidance) The initial positions hold x0(0) > x1(0) > . . . > xn(0)
and di < 0 (i = 1, . . . , n) since the its direction is opposite to the traffic flow [11].

Under Assumption 1, collision-avoidance is embedded in the platoon formation control given
by (2.1) and (2.2).

Assumption 2: (Reference trajectory) We assume ẋ0 = 0, i.e., the reference has a constant
speed [11].

To make the dynamics and cost functions in (2.1) and (2.2) easier to calculate, we may substitute
the individual location of each vehicle with a value of relative distance between two vehicles through
sensor links.

Let’s define the relative distance yi = xi − xi−1 that can be directly monitored via the sensor
connection for vehicle i (i = 1, . . . , n). The platoon formation control in (2.1) and (2.2) may be
recast as the minimizing of the following optimization:

min
u1,··· ,un

J(y1, · · · , yn, u1, · · · , un) = 1
2

∫︂ tf

0

n∑︂
i=1

((yi − di)2 + u2
i )dt, (2.3)

s.t.

ẏi = ui, yi(0) = xi(0) − xi−1(0), i = 1, . . . , n.

We quote the closed-form solution of above optimal control problem from [11] in the following:

Theorem 1 For a n-vehicle platoon defined as the optimal control problem (2.3) the relative dis-
tances trajectories yi’s are obtained as [11]

yi(t) = α(t)yi(0) + (α(t) − 1)di, (2.4)

where

α(t) = cosh(tf − t)
cosh(tf ) . (2.5)

Proof Define the Hamiltonian

H = 1
2

n∑︂
i=1

((yi − di)2 + u2
i + λiui) (2.6)

where λi is the costate.
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According to the Pontryagin’s minimum principle, the necessary conditions for optimality are
∂H
∂yi

= −λ̇i and ∂H
∂λi

= ẏi, ∂Hi
∂ui

= 0. Applying the necessary conditions on (2.6) yields:

λ̇i = −yi + di, , λi(tf ) = 0 (2.7)

ui = ẏi (2.8)

ui = −λi (2.9)

for i = 1, . . . , n.

Substituting (2.7) in relative dynamics results in

ẏi = −λi, yi(0) = xi(0) − xi−1(0), i = 1, . . . , n. (2.10)

Let y = [y1, . . . , yn]⊤ ∈ Rn, λ = [λ1, . . . , λn]⊤ ∈ Rn, and d = [d1, . . . , dn]⊤ ∈ Rn. Also, let 0
and I denote the zero and identity matrix of appropriate dimension. The equations (2.7), (2.9) and
(2.10) can be unified into the following differential equation

[︄
ẏ

λ̇

]︄
=

[︄
0 −I

−I 0

]︄ [︄
y

λ

]︄
+

[︄
0
d

]︄
, (2.11)

with the initial condition vector y(0) where yi(0) = xi(0) − xi−1(0) (i = 1, . . . , n) and terminal
condition vector λ(tf ) where λi(tf ) = 0 (i = 1, . . . , n).

If there is a solution, then equation (2.11) has a solution for each y(0) and λ(tf ). Matrix
analyses in Laplace Transform domain [15] (which transforms equation (2.11) into a more solvable
algebraic equation) then shows that (2.11) has a solution as follows

[︄
y

λ

]︄
= Φ(t)

[︄
y(0)
λ(0)

]︄
+ Ψ(t, 0)d, (2.12)

where

Φ(t) =
[︄
Φ11(t) Φ12(t)
Φ21(t) Φ22(t)

]︄
= L−1{

[︄
sI I

I sI

]︄−1

} = (2.13)

L−1{
[︄

s(s2I − I)−1 −(s2I − I)−1

−I(s2I − I)−1 s(s2I − I)−1

]︄
} =

[︄
cosh(t)I −sinh(t)I

−sinh(t)I cosh(t)I

]︄
,

and

Ψ(t, 0) =
[︄
Ψ1(t, 0)
Ψ2(t, 0)

]︄
=

∫︂ t

0

[︄
Φ12(t − τ)
Φ22(t − τ)

]︄
dτ =

[︄
−(1 − cosh(t))I

−sinh(t)I

]︄
. (2.14)
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From (2.12), y and λ are obtained as

y = Φ11(t)y(0) + Φ12(t)λ(0) + Ψ1(t, 0)d, (2.15)

λ = Φ21(t)y(0) + Φ22(t)λ(0) + Ψ2(t, 0)d. (2.16)

which can be simplified as:

y = cosh(t)y(0) − sinh(t)λ(0) − (1 − cosh(t))d, (2.17)

λ = −sinh(t)y(0) + cosh(t)λ(0) − sinh(t)d. (2.18)

Applying the terminal condition λ(tf ) = 0, we obtain vector λ(0) as

λ(0) = Φ−1
22 (tf ) [−Φ21(tf )y(0) − Ψ2(tf , 0)d] . (2.19)

which can be simplified as:

λ(0) = cosh(tf )−1sinh(tf ) [y(0) + d] . (2.20)

To conclude the Proof 2.1, what we need to do is substitute (2.20) by (2.17). After replacing
and simplifying the expression, we get the relative distancing policies trajectories yi as in (2.4).

The control actions ui’s and the individual vehicle trajectories xi’s can be calculated from (2.1)
and the relative distances given by (2.4).

2.2 Neural Networks

A Neural Network (or Artificial Neural Network) is a beautiful mathematical-based programming
model inspired by the human biological brain network. Artificial Intelligence, particularly Deep
Learning, makes extensive use of it. Its variants are used to solve typical real-world issues such as
image processing with CNN [16], natural language processing with RNN [17], and so on.

An Artificial Neural Network has a structure that is comparable to that of a biological Neural
Network. In computer science, an Artificial Neural Network has three layers: input layer, hidden
layers, and output layer. Nodes make up the layers of an Artificial Neural Network. Figure 2.2
depicts a nice example of an Artificial Neural Network.

There are one or more nodes in each of the input and output layers. The number of hidden layers
in an Artificial Neural Network is limitless, or there are no hidden layers at all. The more hidden
layers there are, the more complicated the problem becomes and the Artificial Neural Network
becomes tough to calculate and train. As a result, it’s critical to think about creating Artificial
Neural Network models.
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Input Layer Hidden Layer Hidden Layer Output Layer 

Figure 2.2: An Artificial Neural Network example structure.

Layers are connected to one another via weights. The value for each node is calculated using the
input weight group for that node. The activation function is applied to the node values to generate
the output value.

Activation functions are non-linear functions because the calculations used before are linear
functions resulting in the whole Artificial Neural Network being linear. The activation function is
often used as Sigmoid function, tanh function, ReLU function and so on.

After the Artificial Neural Network has calculated all of the nodes, a cost function is required to
regulate the computation’s cost as efficiently as possible. The optimum Artificial Neural Network
is formed by adjusting the weights to minimize the cost value to the lowest feasible level.
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Chapter 3

Solving Platooning Problem with Neural
Networks

Figure 3.1 illustrates our overall approach to the platooning problem (2.3). First of all, it is estab-
lished that the cost function in (2.2), along with the dynamic constraint in (2.3) must be determined.
Secondly, the aspects of (2.2) and (2.3) are converted into Hamiltonian terms in (2.6). Then, the
Pontryagin principle is operated on the Hamiltonian in (2.6). The resulting ordinary differential
equations in (2.7),(2.8) and (2.9) are then converted to the state equation in (2.11). Once an initial
value problem is determined, the linear time invariant structure is exploited to solve the system.
The next step is to build Neural Networks to approximately solve the problem.

Start Cost function and
dynamic constraint 

Hamiltonian
construction Pontryagin principle

Conversion to state
equation

Transforming initial
conditions to

boundary conditions

Neural Network
SolverVehicle trajectories  End

Figure 3.1: Solution steps for the optimal pairwise distances in (2.3).
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3.1 Boundary Conditions

Procedures 1-4 have been completed in subsection 2.1 based on the solution steps presented in
Figure 3.1. We proceed with the next step in solving the challenge of converting initial conditions
to boundary conditions in this subsection. In Artificial Neural Networks, boundary conditions are
required for identifying waste solutions.

Because the simulation is based on a genuine issue, we may assume for the Eq. (2.3) that the
platoon is continue along the road without interruption.

Additionally, we have the well-known Hamiltonian (2.6). The spacing between vehicles must be
optimized as a solution to problem (2.3). It also indicates that the value of the function Hamiltonian
(2.6) must be optimized as follows for t ∈ [t0, tf ] and all controls admissible:

H(y∗(t), u∗(t), λ∗(t), t) ≤ H(y∗(t), u(t), λ∗(t), t) (3.1)

An optimum control equation (3.1), according to the Pontryagin minimum principle, must op-
timize the function the Hamiltonian (see [18]). We obtain an optimum argument by demonstrating
the requirement of the Pontryagin minimal principle. These values is optimum if the y(t) state,
λ(t) costate, u(t) control fulfill the following requirements:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂H(y,u,t,λ)
∂y = −λ̇(t)

∂H(y,u,t,λ)
∂λ = ẏ(t)

∂H(y,u,t,λ)
∂u = 0

(3.2)

The issue may be solved fast and easily using a system of ordinary differential equations to
solve (2.3) and the Hamiltonian function. However, in practice, obtaining the formula for ordinary
differential equations might be challenging. Only the value of the function at certain values of
the independent variables y(t), λ(t), and u(t) are of relevance. There are some applications where
even actual value is difficult to come by. As a result, utilizing an Artificial Neural Network with an
approximation function to compute values within a specific approximation is a reasonable approach.

3.2 Preliminaries of the Neural Network Solver

As we can see in Figure 3.2, one of the major components of an Artificial Neural Network is
the perceptron, designed after a living neuron. With the help of perceptrons, it is possible to
approximate the nonlinear function to an arbitrary level of precision.

20



Taking a look at Figure 3.2, we can see that w is the weight vector of the input layer, v represents
the output layers weights, while b contains the bias weights.

Input Layer Hidden Layer  Hidden Layer  Output Layer  

X
w

+
z v

σ(z)

b

Figure 3.2: Neural Network perceptrons.

Based on these formulation, we arrives at the following result based on the Neural Network:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Output =

∑︁k
i=1 viσ(zi)

zi =
∑︁k

i=1 wix + bi

(3.3)

where k is number is the number of sigmoid units. The activation function here is the sigmoid
function in the following formula:

σ(x) = 1
1 + e−x

(3.4)

For optimal control problem (2.3), we utilizes Neural Networks for function approximation so that
we can approximate the state, co-state, and control function. We discuss this in more detail in the
following subsection.

3.3 Neural Network Solver

Our goal in this section is to approximate the proposed equations for the optimal control problem
(2.3) using a Neural Network. We interested in three functions: state, costate, and control. Specif-
ically, for each function, we need to build 3 separate Neural Networks: a state Neural Network is
called ny, a costate Neural Network is called nλ, and a control Neural Network is called nu. The
fine-tuning parameters of each Neural Network is different, as shown in Figure 3.2. In this regard, it
is important to note that the structures of Neural Network models must be constructed in order to
satisfy the initial or boundary conditions. The Neural Network model can be expressed as follows:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ny =
∑︁m

n=1 vn
y σ(zn

y ), zn
y = wn

y t + bn
y

nλ =
∑︁m

n=1 vn
λσ(znλ), zn

λ = wn
λt + bn

λ

nu =
∑︁m

n=1 vn
uσ(zn

u), zn
u = wu

y t + bn
u

(3.5)

for n = 1, . . . , m. where m is the number of possible neurons different for each Neural Network. As
an example, Figure (3.3) depicts the results when m = 5.

Figure 3.3: Neural Network architecture for m = 5.

The 3 Neural Networks are being built now based on expressions (3.5), and the trail has been
demodulated. Clearly, the state, cost and control main trail solution that includes Neural Networks
need to satisfy the initial and boundary conditions. A solution to the main trail approximation
problem is also determined based on the initial and boundary conditions:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

yT = y0 + tny

λT = (t − tf )nλ

uT = nu

(3.6)

Hamiltonian trail solutions can be obtained by substituting the trail solutions into Hamilyonian
. With its trail solution, it replaces y, u, λ functions. As a result, the Hamiltonian function contains
the weights of the Neural Network. Since the trial solutions (3.6) must satisfy conditions (3.2), they
are substituted into the equation (3.2):
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂HT
∂yT

+ λ̇T = 0

∂HT
∂λT

− ẏT = 0

∂HT
∂uT

= 0

(3.7)

As a result of this definition [19], we have three error functions corresponding to each equation in
order to solve system (3.7) as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E1(ϕ, t) =
[︂

∂HT
∂yT

+ λ̇T

]︂2

E2(ϕ, t) =
[︂

∂HT
∂λT

− ẏT

]︂2

E3(ϕ, t) =
[︂

∂HT
∂uT

]︂2

(3.8)

The input layer weight vector, the bias weight vector, and the output layer weight vector are
contained within vector ϕ. Now all that is left for us to do is to differentiate the interval [t0, tf ] into
m points and solve the following unconstrained optimization problem [20]:

min
ϕ

m∑︂
i=1

E1(ϕ, ti) + E2(ϕ, ti) + E3(ϕ, ti) (3.9)

As we discussed in our earlier article, it is possible to solve (3.9) with any optimization algorithm.
For example, we can use a metaheuristic algorithm such as Genetic Algorithm (GA) or Particle
Swarm Optimization algorithm [21], etc.

The optimization results are then used to substitute the value of the ϕ constant in equation (3.6)
and determine the components of the state, costate, and control functions.The main advantage to
this method is that it is not an extremely complicated algorithm to implement for beginners, and to
improve the accuracy of the approximations, we can use a large number of hidden layers or training
points within the interval [t0, tf ] to get more accurate approximations.

Last but not least is that the solution for the state, co-state, control functions is presented as a
function of time (t), so that we can compute the outcome at any arbitrary point during the interval
[t0, tf ]. It is also worth mentioning that the proposed state and control functions are distinguishable
and can be used in applications.
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3.4 Metaheuristic Algorithm

In Computer Science and Mathematical Optimization, Metaheuristic is a high-level process. Alter-
natively, a Metaheuristic can be a Heuristic designed to find, generate, or select a heuristic that
provides a good enough optimization solution under conditions of limited computing power. From
a very large collection, Metaheuristic selects a subset that can be studied in a different way. Meta-
heuristic does not have too many assumptions to solve the problem, so it is used for many different
problems.

Compared with other optimization algorithms, Metaheuristic does not guarantee that a globally
optimal solution is found. However, Metaheuristic approaches the optimization problem in a useful
way. Many small simulations applied some form of random optimization yield small solutions.
These solutions are dependent on sets of random variables because of the stochastic optimization
of the simulation. A large collection of solutions are created. The large collection of solutions gives
Metaheuristic an advantage. Metaheuristic does not need too much computational effort to find
the optimal solution from that collection.

Many Metaheuristic Method has been published with claims of novelness and practical utility.
One of the powerful algorithms that is applied in this study is Self-Organizing Migrating Algorithm
with Narrowing Search Space Strategy (iSOMA) is applied in this study.

iSOMA is defined as a algorithm of optimizing a problem by repeated iterations in order to
improve the experimental solution. The experimental solution will be tied to a metric to assess
whether it tends to be optimal. The iSOMA generates a set of candidates, also known as particles.
These particles move in a search space generated by the algorithm. A mathematical formula based
on position and velocity evaluates the position of particles. The motion of the particles is affected
by the position of the particle whose position is the best and the better position in the search space.
One of the remaining particles moves in the direction of the best position it found. The particle
with the best position will be updated when the other particles find a better positions. This process
is repeated many times to direct the whole swarm to a better position. The final solution is found
when the whole swarm is in the best position in the search space. However, there are also cases
where the final solution is not found. See iSOMA algorithm at [22, 23].

In this study, Artificial Neural Networks are applied Metaheuristic algorithms such as iSOMA
to optimize the weights. The optimal Neural Network weights provide an approximate solution to
the platoon control problem base on Hamiltonian trail solutions 3.6.

24



Chapter 4

Experimental Setup

4.1 Test Function

The Sigmoid function takes a real integer as an input and transforms it to a value between 0 and 1
(see Figure 4.1). The output is asymptotically to 0 if the input is a very tiny negative real number,
and asymptotically to 1 if the input is a very big positive real number. The Sigmoid function is
frequently utilized because its derivatives are quite attractive. The Sigmoid function also has the
benefit of producing a smooth and continuous output.

In this section, we employ the Sigmoid function (3.4) as an activation function for Neural
Networks.

-10 -5 0 5 10
x

0

0.2

0.4

0.6

0.8

1

Si
gm
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Sigmoid Function

Figure 4.1: Graph of Sigmoid function.
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4.2 Comparison Algorithms

The optimization of Artificial Neural Networks is the optimization of expressions (3.9) as well.
As the E loss in expression (3.9), gets smaller, the more the Neural Network becomes efficient.
For this we can make use of a typical Metaheuristic algorithm such as the iSOMA. To determine
whether or not using iSOMA [22, 23] algorithm may be more effective in optimizing these Neural
Networks, we intend to apply more existing popular algorithms to evaluate the effectiveness such as
the Genetic Algorithm (GA) [24, 25], Differential Evolution (DE) [26, 27], Self-organizing migrating
algorithm AllToOne (SOMA ATO) [28, 29], Self-organizing migrating algorithm team to team
adaptive (SOMA T3A) [30, 31].

4.3 Parameter Settings

The simulation is based on n = 3 vehicles within a the platoon, and the reference vehicle/trajectory
consists of three of the actual vehicles in the platoon. Within a finite horizon time under PF
topology, tf = 5 is considered. In this simulation, by applying the closed-form solutions given in
Theorem 1 with the parameter values given in Table 4.1, the simulation results are illustrated under
two different scenarios. Unless otherwise stated in Table 4.1, the positions and spacing policies for
CAVs, as well as weighting parameters, are entirely generated at random.

Table 4.1: Simulation model’s parameter values under the PF topology.

Scenario 1 Scenario 2
i di xi(0) di xi(0)
0 - 5.0937 - 4.3064
1 -0.1 4.6469 -0.2 3.2456
2 -0.2 3.8786 -0.1 0.8450
3 -0.2 2.4340 -0.3 0.2151

Considering each vehicle, it is necessary to build three Neural Networks, ny, nlambda and nu

corresponding to the values we are interested in recognizing as state, state control, and control.
The input layer, output layer, and bios vector of each Neural Network have a total of five weights.
Overall, we have 9 Neural Networks, which is the number of vehicles n = 3. Each of the Neural
Networks has 15 weights. The total weight is n × 3 × 3 × 5 = 135 weights.

Scenario 1. The weighting parameter values given on the left section of Table 4.1 are generated
randomly in range [0.1,1]. In terms of distances between adjacent vehicles, the difference between
them is not too great.

Scenario 2. Another experiment with the platoon formation control model’s parameter values
given on the right section of Table 4.1 is carried out. For this experiment, the range for generating
the weighting parameter values is [0,1]. From the value of the initial position, the distance between
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the 1st and 2nd vehicle is much larger than the distance between the 2nd and 3rd vehicle or the
distance between the 1st vehicle and the vehicle leading the platoon.

Regarding the parameter settings for the algorithms, the dimensions of the algorithms are the
same. There are 15 neurons in a network, so dimensionality is defined as the sum of all the
weights of all the Neural Networks for a vehicle. When the conditional GA algorithm reaches the
limit after a certain amount of time, it stops. In our case, the GA algorithm is stopped after
400 seconds. The following parameters need to be installed for the DE, iSOMA, SOMA ATO,
and SOMA T3A algorithms. Maximum function evaluations (MaxFEs) were calculated with a
dimension as MaxFEs = 10000 ∗ dimensions. The control parameter of iSOMA, SOMA ATO,
SOMA T3A: PopSize = 100, Njump = 10, n = 5, m = 10, k = 15, Step = 0.3. There have been no
differences between the control parameter values of the rest algorithms, as they are the same as in
the original articles cited.
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Chapter 5

Result and Discussion

Throughout this section, we perform a number of simulation experiments to demonstrate the effec-
tiveness of the proposed models and to verify the closed-form solutions under the PF topology in
Theorem 1. The differential input values implemented in the proposed platoon formation control is
also simulated on the general topology to observe the behavior of the platoon formation. Due to the
fact that for general topology case, there are no closed-form solutions (see [11]), the relative distance
trajectories of all CAVs can be approximated by Neural Networks utilized in this thesis. Each sce-
nario is built Neural Networks based on the experimental setup outlined in Section 4. Optimization
algorithms are applied to optimize the error function value for each vehicle in the platoon. The
error function value of the whole platoon is the error function values of all vehicles in the platoon.
Each optimization algorithm is run 15 times for each scenario to eliminate unpredictability. One of
15 executions of the algorithms is seen in the graphs below.

Scenario 1. The time histories of the sum of the relative distances trajectories with the CAVs
spacing policies are shown in Figure 5.1. On a time history model, we see that each of the time
histories approaches zero, so each relative distance satisfies limt→∞ yi(t)+di = 0 (note that di < 0).
We are able to observe, from Figure 5.2, that the associated control input to the formation control
signal tends to zero by the end of the terminal time. Since their distance at the beginning of the
convergence process is not too far away from each other, the convergence speed of the CAVs does
not differ much in this scenario.

In Figure 5.3, we can observe the error function value (Bestfitness) of the platoon when ap-
plying the GA. In the first 30 generations of the algorithm, the error function value of the Neural
Networks has a very high value but decreases very quickly from 4500 to 200. From generation 30th

to generation 45th, the amplitude of change of error value is not big. After generation 45th until
the end of the algorithm, the error function value approaches 0.

The value of the error function while using the DE approach (Figure 5.4) is initially lower than
when using the GA algorithm, about 50. The amplitude of Bestfitness falling is seldom consistent,
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Figure 5.1: Time histories of relative distance errors under the PF topology. The parameter values
are set according to Scenario 1 column of Table 4.1.
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Figure 5.2: Time histories of control input under the PF topology. The parameter values are set
according to Scenario 1 column of Table 4.1.
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Figure 5.3: Error for estimating E in (3.9) according to Scenario 1 with GA.

but the trend is always downward. In the first six generations, the value of Bestfitness dropped
by 90%, then dropped steadily as it approached 0, finally ending in the 23rd generation.
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Figure 5.4: Error for estimating E in (3.9) according to Scenario 1 with DE.

The SOMA ATO in Figure 5.5, on the other hand, includes three phase. Unlike the first phase
of the DE algorithm, the error function’s value reduces from 72 to 15 (79%) throughout the first
eight generations. During the 8th to 20th generation, the value of the error function continues to
decline by 93%, although at a slower rate. The value of the error function approaches close 0 and
finishes at the 42th generation.

SOMA T3A is an advancement over SOMA ATO. The function evaluation is depicted in Figure
5.6. This strategy appears to have worked effectively for the first 10 generations. The optimal
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Figure 5.5: Error for estimating E in (3.9) according to Scenario 1 with SOMA ATO.

amplitude of the Bestfitness value (89) is rather large. After the 10th generation, the optimal
speed begins to drop, and by the 30th generation, it has saturated.
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Figure 5.6: Error for estimating E in (3.9) according to Scenario 1 with SOMA T3A.

When evaluating the first 20 generations, the iSOMA algorithm is significantly more powerful
than the SOMA T3A. The iSOMA method only decreases the value of Bestfitness by roughly
94% when compared to the starting value. The best fitness value was decreased until the 40th

generation, when it saturated. The iSOMA algorithm generated more than 1100 generations. To
make comparisons with different algorithms simpler, Figure 5.7 only shows the first 150 generations.

Scenario 2. The relative distance trajectories of CAVs 1 and CAVs 3 converge quicker, as seen
in Figure 5.1. This occurs because CAV 2 initial distance is greater. Figure 5.9 shows that similar
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Figure 5.7: Error for estimating E in (3.9) according to Scenario 1 with iSOMA.

observations can be made about their control inputs.
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Figure 5.8: Time histories of relative distance errors under the PF topology. The parameter values
are set according to Scenario 2 column of Table 4.1.

On Scenario 2, Figure 5.10 illustrates the values of E in (3.9) through generations using Ge-
netic Algorithms (GA). The Bestfitness values tend to decline over generations. The value of
Bestfitness reduces dramatically throughout the first five generations, from 6330 to 1879. The
Bestfitness value is found in the saturated optimal state. It is deteriorating at a glacial rate.

Unlike the Genetic algorithm, when using the Differential evolution (Figure 5.11), The algorithm
ends up with a very small number of generations, 13 generations. The value of fitness has dropped
by more than 97% over 13 generations.

When the SOMA ATO algorithm is applied to Scenario 2 in Figure 5.12, the algorithm begins
to work well with very high value of error function, approximate 137. From the initial to the 20th
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Figure 5.9: Time histories of control input under the PF topology. The parameter values are set
according to Scenario 2 column of Table 4.1.
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Figure 5.10: Error for estimating E in (3.9) according to Scenario 2 with GA.
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Figure 5.11: Error for estimating E in (3.9) according to Scenario 2 with DE.

generation, the most significant decreasing rate is observed (98%).
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Figure 5.12: Error for estimating E in (3.9) according to Scenario 2 with SOMA ATO.

Scenario 2’s SOMA T3A algorithm eliminates data at a faster pace than Scenario 1. This drop
rate is estimated to be 97% during the first 20 generation.

The iSOMA algorithm retains the same decreasing rate, as seen in Figure 5.14. The value
of Best fitness dropped dramatically from the first to the 30th generation (97%). The algorithm
begins nearing the optimal solution around the 30th generation and continues to minimize the
value of Best fitness until the method is completed around 1200 generations. After reviewing the
algorithms to evaluate the optimal efficiency of the algorithm, and Table 5.1 shows the average
value of the algorithm’s execution time along with the minimum E value found by the algorithm,
the GA algorithm and the algorithm DE is not effective in some cases. The value of error function
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Figure 5.13: Error for estimating E in (3.9) according to Scenario 2 with SOMA T3A.
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Figure 5.14: Error for estimating E in (3.9) according to Scenario 2 with iSOMA.
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Table 5.1: The average value of simulation time and error for Scenario 1 and 2 after executing 15
times.

GA DE SOMA ATO SOMA T3A iSOMA
Scenario Time Error Time Error Time Error Time Error Time Error

1 186 1.520 92 0.757 29 0.443 87 0.386 89 0.013
2 186 2.463 90 2.250 36 1.321 81 0.698 86 0.013

of GA and DE greater than 0,1 is not good. The SOMA ATO algorithm outperforms the DE and
GA algorithms. The SOMA ATO algorithm not only employs a smallest time interval than the
other algorithm, but also it produces a error that is approximately 65 − 70% smaller than with GA
and DE. The iSOMA algorithm is the one that produces the best results. Despite taking around
twice as long as the SOMA T3A algorithm, it produces an astonishingly optimum outcome for the
Eq.3.9. When compared to other algorithms, the generated outputs are at least ten times smaller
and might be hundreds of times smaller. Figure 5.15, 5.16, 5.17, 5.18 depicts the approximate
solution provided by iSOMA for relative distance errors and control input of scenario 1 and 2,
respectively. It is impossible to deny that this approximate solution is excellent. The PF topology
approximations have relatively modest deviations from the answer.
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Figure 5.15: Time histories of relative distance errors under the PF topology and approximation
solution using Neural Network with iSOMA. The parameter values are set according to Scenario 1

column of Table 4.1.
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Figure 5.16: Time histories of control input under the PF topology and approximation solution
using Neural Network with iSOMA. The parameter values are set according to Scenario 1 column

of Table 4.1.
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Figure 5.17: Time histories of relative distance errors under the PF topology and approximation
solution using Neural Network with iSOMA. The parameter values are set according to Scenario 2

column of Table 4.1.
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Figure 5.18: Time histories of control input under the PF topology and approximation solution
using Neural Network with iSOMA. The parameter values are set according to Scenario 2 column

of Table 4.1.
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Chapter 6

Conclusion

In this thesis, Neural Network-based function approximation is utilized to find approximate solutions
to the platoon control problem. To solve this problem, the Neural Network is applied to approximate
3 functions namely, the individual relative distancing policies trajectories yi, costate λi, and control
actions ui. Each function is built 3 Neural networks to find the approximate solution. Essentially,
the solution proposes is a distinguishable function that consists of three components respectively:
state, co-state, and control. Heuristic algorithms such as GA, DE, SOMA ATO, SOMA T3A and
iSOMA are used to apply the function approximation to optimize the Neural Network weights .The
iSOMA algorithm gives the best results when simulating the problem as a platoon control problem.
On the other hand, when applied to practical problems such as automatic control of a platoon,
there are plenty of unforeseen conditions that may arise while traveling on road. Including these
dynamic constraints will make the control problem very difficult to solve. Here, the approximation
ability of Neural Networks as well as deep learning methods in general can be used to cope with
highly intricate control problems.
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