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ABSTRACT

THE IMMEDIACY OF LINGUISTIC COMPUTATION

Spencer Caplan

Charles Yang

John C. Trueswell

This dissertation investigates the wide-ranging implications of a simple fact: language un-

folds over time. Whether as cognitive symbols in our minds, or as their physical realization

in the world, if linguistic computations are not made over transient and shifting information

as it occurs, they cannot be made at all. This dissertation explores the interaction between

the computations, mechanisms, and representations of language acquisition and language

processing—with a central theme being the unique study of the temporal restrictions in-

herent to information processing that I term the immediacy of linguistic computation. This

program motivates the study of intermediate representations recruited during online pro-

cessing and acquisition rather than simply an Input/Output mapping. While ultimately

extracted from linguistic input, such intermediate representations may differ significantly

from the underlying distributional signal. I demonstrate that, due to the immediacy of

linguistic computation, such intermediate representations are necessary, discoverable, and

offer an explanatory connection between competence (linguistic representation) and per-

formance (psycholinguistic behavior). The dissertation is comprised of four case studies.

First, I present experimental evidence from a perceptual learning paradigm that the inter-

mediate representation of speech consists of probabilistic activation over discrete linguistic

categories but includes no direct information about the original acoustic-phonetic signal.

Second, I present a computational model of word learning grounded in category formation.

Instead of retaining experiential statistics over words and all their potential meanings, my

model constructs hypotheses for word meanings as they occur. Uses of the same word

vi



are evaluated (and revised) with respect to the learner’s intermediate representation rather

than to their complete distribution of experience. In the third case study, I probe predic-

tions about the time-course, content, and structure of these intermediate representations of

meaning via a new eye-tracking paradigm. Finally, the fourth case study uses large-scale

corpus data to explore syntactic choices during language production. I demonstrate how a

mechanistic account of production can give rise to highly “efficient” outcomes even without

explicit optimization. Taken together these case studies represent a rich analysis of the im-

mediacy of linguistic computation and its system-wide impact on the mental representations

and cognitive algorithms of language.
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CHAPTER 1 : Introduction

One the fundamental question of linguistics asks “what does a person know when they

know a language?” What are the mental representations that underlie our cognitive system

of linguistic meaning, how do we learn them, and how are they processed in real time?

To address these question, this dissertation investigates the wide ranging implications of a

simple fact: language unfolds over time.

Whether as cognitive symbols in our minds, or as their physical realization in sound waves

and ever-changing referents in the world, if linguistic computations are not made over tran-

sient and shifting information as it occurs, they cannot be made at all. This dissertation

explores the interaction between the computations, mechanisms, and representations of lan-

guage acquisition and language processing—with a central theme being the unique study

of the temporal restrictions inherent to information processing that I term the immediacy

of linguistic computation. This program motivates the study of intermediate representations

recruited during online processing and acquisition rather than simply an Input/Output map-

ping. While ultimately extracted from linguistic input, such intermediate representations

may differ significantly from the underlying distributional signal. I demonstrate in sev-

eral lines of work that, due to the immediacy of linguistic computation, such intermediate

representations are necessary, discoverable, and offer an explanatory connection between

competence (linguistic representation) and performance (psycholinguistic behavior).

Given the system-wide impact that temporal restrictions have on language processing and

acquisition, this dissertation examines the immediacy of computation and the impact of

intermediate representations through a diverse set of projects involving computational mod-

eling, quantitative corpus analysis of language use, and psycholinguistic experimentation.

In particular, I address:

1. How are linguistic hypotheses (i.e. “what phone did I just hear”, or “what does that

word mean”) formed in real-time and what contents do these hypotheses comprise?
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How does the process of generating hypotheses shape language compared with the

statistical evaluation of those ideas? A widespread intuition is that linguistic knowl-

edge and behavior are somehow governed by the raw computing power available to

the brain, but instead I argue that temporal restrictions have a far greater impact by

shaping the structure and content of hypotheses themselves1.

2. How do the algorithms implemented in our minds use simple tools to actually com-

pute the often complicated Input/Output relationships we see in language processing

and acquisition? A set of outputs is often largely consistent with many possible algo-

rithms—this work attempts to identify which algorithms are most likely at play and

why, disentangling causes from effects.

1.1. Outline of the Dissertation

The dissertation is comprised of four distinct studies. This includes a set of experiments

probing the intermediate representation of speech during online processing (Chapter 2), a

computational model and corresponding eye-tracking study of how learners handle semantic

ambiguity during word learning (Chapters 3 and 4 respectively), and a statistical analysis of

how speakers make real-time choices during language production (Chapter 5). I discuss each

of these projects and the methods used to address these questions below in the remainder

of Chapter 1. While the individual findings stand on their own, when taken together they

represent a rich analysis of the immediacy of linguistic computation and its system-wide

impact on the mental representations and cognitive algorithms of language.

1.1.1. Study 1: The Intermediate Representation of Speech

Chapter 2 answers a question in speech processing: what happens to the acoustic-phonetic

signal after it enters the mind of a listener. Previous work (Connine et al., 1991, inter alia)

demonstrates that listeners maintain intermediate speech representations over time. Suc-

cessful parsing necessitates the maintenance of some sort of intermediate representation in

order for listeners to use subsequent context to aide in the interpretation of prior phonetic
1Thus an alternative title of the dissertation might have been: “How to Get (Linguistically) Rich when

you’re (Computationally) Poor”
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input. Consider for instance how one would decide between the interpretation of a poten-

tially ambiguous word pair like “[t/d]ent” in a sentence such as “That was the [t/d]ent that

we saw in the forest/fender.” However, the internal structure of such representations—be

they the acoustic-phonetic signal or more general information about the probability of possi-

ble categories—has remained underspecified. I present experimental evidence from a novel

perceptual learning (“accent adaptation”) paradigm which supports the view that informa-

tion about the acoustic-phonetic signal is not maintained over time. In particular, I exposed

listeners to a speaker whose utterances contained acoustically ambiguous information con-

cerning phones/words and manipulated the temporal availability of disambiguating cues via

visually presented text (i.e., presentation before or after each utterance). Results show that

listeners adapt to the modified acoustic distribution only when disambiguating text is pro-

vided before the auditory information, but not after. This finding supports the position that

intermediate representations of speech consist of probabilistic activation over discrete lin-

guistic categories (an account I call “AOC”) but not a direct record of the acoustic-phonetic

signal. Such results have impactful ramifications far beyond speech processing: limits to the

storage of sensory input place real limits on mental representations. This may inform long-

standing debates in other areas of linguistics regarding the exemplar vs. abstract/discrete

representation of phones, morphemes, syntactic units and general mental categories.

1.1.2. Study 2: Word Learning as Category Formation

Children famously face ambiguity during of morphological and syntactic acquisition (Yang,

2002, 2016; Tyler and Nagy, 1989; Pinker, 1989; Rumelhart and McClelland, 1985): how

does the learner deal with such ambiguity when multiple grammars are, in principle, con-

sistent with the words and sentences they have heard (Gold, 1967)? While words, unlike

syntactic units, are often thought of as atomic, a fundamental question in word learning

is strikingly similar: how, given only evidence about what objects a word has previously

referred to, are children able to generalize to the total class? How does a child end up

knowing that “poodle” picks out a specific subset of dogs despite their overlapping exten-

sions? Chapter 3 presents a model of word learning grounded in category formation (the
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Naïve Generalization Model or “NGM”). While learners have been argued to display optimal

behavior by performing statistical inference over the input distribution of their experience

(e.g. via Bayesian inference—Xu and Tenenbaum (2007b)), they are also sensitive to input

conditions that are orthogonal to purely statistical reasoning (Spencer et al., 2011), like the

timing with which referents are encountered (for instance, whether stimuli are co-present on

the screen or viewed in sequence one second apart).

I contrast the NGM with the popular Bayesian inference theory of generalization (Xu and

Tenenbaum, 2007b). On the Bayesian account, learners have some representation of many

potential meanings for a word, and engage in statistically sensitive calculations to select the

hypothesis that is most probable given a distribution of attested exemplars. The “heavy-

lifting” and explanatory power resides in evaluation (via statistical inference) of many hy-

potheses without specifying the process which generates them. In contrast with previous

Bayesian (Xu and Tenenbaum, 2007b) or associative (Regier, 2005) accounts, computation

in the NGM is local and lacks any global optimization over an evaluation metric. On my

view, word learning is an incremental and mechanistic process. Instead of retaining experi-

ential statistics over words and all their potential meanings, the NGM constructs hypotheses

for word meanings as they occur. Uses of the same word are evaluated (and revised) with

respect to the learner’s intermediate representation (e.g. their current working conception)

rather than to their complete distribution of experience. While in some cases this “working

conception” ends up being extremely similar to the distribution of experience, other cases

lead to divergent and highly-informative outcomes, in particular when stimuli are presented

sequentially rather than simultaneously. What you see (during learning) is not necessarily

what you get (in subsequent mental representation).

I evaluate, and find support for, the NGM on a range of experimental data—varying the

number and presentation-timing of stimuli, among other factors—on semantic generaliza-

tion in word learning (Xu and Tenenbaum, 2007b; Spencer et al., 2011). Learning behavior

is shaped by the immediacy of linguistic computation: learners are limited to locally eval-
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uating only the fit of whatever structures they posit. Through this temporally constrained

process, one hypothesis will end up winning out because it offers a satisfactory fit to the

data, but this does not mean that the final meaning or grammar is provably optimal (as

often assumed by alternative accounts). Learners do the best job they can, not the best job

possible.

1.1.3. Study 3: A More Direct Probe of Intermediate Representations during Word Learning

The experiments modeled in Chapter 3 are informative as to the word representations that

result from successful learning, and the NGM makes predictions about intermediate states

of acquisition, but this does not provide direct evidence as to the fine-grained time-course

over which the relevant semantic generalizations emerge. Just like the generation/evaluation

duality, it is important for work in cognitive science to distinguish between an underlying

function (intension) and measuring its output (extension) as this is frequently a many-to-

one mapping. Chapter 4 introduces and presents results from a new eye-tracking paradigm

(inspired by Rehder and Hoffman (2005a)) designed to test the predictions of broad classes

of word learning theories: accounts grounded in hypothesis generation like the NGM in

contrast with accounts based on the statistical accumulation and evaluation of evidence. The

paradigm uses artificially created stimuli with spatially distributed features—each region

uniquely corresponding to a particular semantic dimension. By using eye-gaze as a measure

of selective attention to these individual features, we are able to study the content and time-

course of intermediate representations as they emerge throughout learning. A statistical

accumulation theory predicts that learners should initially attend to all the dimensions that

they can in order to extract a representative sample before applying any evaluative filter

for the most likely meaning. Conversely the NGM predicts that learners should extract an

intermediate hypothesis on the basis of initial exposure; given the immediacy of linguistic

computation subsequent trials are evaluated only with respect to the hypothesized meaning2.

I find that, consistent with the NGM, learners’ attention is limited only to the features
2Perhaps the modernist movement had it right all along! “Nothing is less real than realism. Details are

confusing. It is only by selection, by elimination, by emphasis, that we get at the real meaning of things”
(attributed to Georgia O’Keefe—as quoted in Stuhlman (2007))
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present in the intermediate mental representations they have posited up to a given moment

in time. This provides evidence against a framework under which learners evaluate stimuli

holistically and perform an explicit optimization for the most probable meaning. Taken to-

gether, Chapters 3 and 4 highlight the utility of studying algorithm-level causal mechanisms

operating within the learning process rather than high-level computational descriptions of

the input and output. Effective models generate novel predictions which, when rigorously

evaluated experimentally, provide much deeper insights than would be possible from either

methodology alone.

1.1.4. Study 4: Choices in Language Production

Chapter 5 investigates the language production system: what mental architecture and algo-

rithms govern the process that translates from abstract semantic thoughts into articulated

utterances? A useful window into language production is the study of “syntactic optional-

ity”; i.e. given multiple potential syntactic encodings for equivalent semantic content, what

factors govern the use of one form rather than another (e.g. “Julian picked up the book”

vs. “Julian picked the book up”)? According to an influential set of accounts (e.g. the

Uniform Information Density Hypothesis, Jaeger (2010)), speakers’ choices are governed by

a preference to distribute information evenly and efficiently over the signal. Such a notion

of efficiency is, however, fundamentally a description of the output and does not specify a

mechanism that underlies behavior. Adopting the classic terminology from Marr (1982), ev-

ery computational-level theory necessarily requires some algorithm underlying it. While it is

tempting to assume (perhaps implicitly) that some computational description was generated

by the optimal, simplest, or most straightforward algorithm for generating such output, this

is not a safe assumption. There is no invisible hand that makes it so. In many cases there

may be a large set of naïve, local, or greedy algorithms which produce output that is very

close to the optimal solution without reference to or explicit optimization over the function

we describe at a computational-level.

I describe an alternative mechanism-level framework of language production (Incremental

Generation or “IG”), grounded in classic findings from psycholinguistics (Bock and Levelt,
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1994). Under IG, behavior is rapid and incremental: the system outputs lexical items as soon

as they are retrieved (within the bounds of the syntax). Factors affecting the speed of lexical

retrieval (e.g. frequency, predictability, discourse status, length, etc.) are thus predicted

to have an impact of output linear order. I evaluate the predictions of this incremental

framework in comparison to Uniform Information Density by performing statistical analyses

over large-scale corpus data (approximately 70,000 unique test sentences) on the English

verb-particle alternation. On my view, the output of the language production system is best

understood as the by-product of mechanical psycholinguistic factors: whether the object

(“the book up”) or the particle (“up the book”) is likely to be ordered first depends on the

intermediate state of the system right after the output of the verb. If lexical retrieval for

the object has already occurred at this point, but not retrieval of the particle, then it is the

object that gets linearized first (and vice versa).

Results are consistent with the Incremental Generation framework, which I argue is the un-

derlying causal mechanism responsible for giving rise to patterns previously seen as support-

ing Uniform Information Density. While aggregate language use appears to be optimizing

for an information theoretic measure, directly doing so would require speakers to calculate

per word entropy on the fly (which is intractable at scale). Global behavior is, in fact, the

accidental by-product of a local, incremental process: the immediacy of computation re-

duces demands on the language producer by placing a grammatical structure in the output

as quickly as possible. To whatever degree we can characterize the output of the language

production system as “efficient” in information ordering (Jaeger, 2010), this is an emergent

property of an incremental generation system rather than an explicit optimization performed

by individual speakers. This framework serves both as an instantiation of the immediacy of

linguistic computation and highlights how a simple algorithm is able to account for the sort

of complicated Input/Output mapping we see in production and other systems.

1.2. In Sum

Taken together, these chapters represent a diverse body of work—both in content and meth-

ods— interfacing with the immediacy of linguistic computation, and addressing questions
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of how language learning and language processing unfold over time. I hope this dissertation

is able to serve as a general research program and philosophy which future work can build

on. Cognitive science (of language and otherwise) must stay true to a tradition in which we

study the computational systems responsible for individual human behavior. The mathe-

matical tools of information theory, statistical inference, etc. have their place and, no doubt,

have had utility in our development of theories of acquisition and psycholinguistics, but the

identification of statistical phenomena is not an explanation of them. Above all, I empha-

size that we cannot achieve a thorough understanding of language without a commitment

to computational mechanisms and simple explanations.
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CHAPTER 2 : The Immediacy of Linguistic Computation and the Representation

of Speech

My point will be that not only considered action, but also

learning and perception, must surely be viewed as based

upon computational processes; and, once again, no

computation without representation.

Jerry Fodor. The Language of Thought

Variability is a constant in the world.1 How cognitive systems represent and process input

signals to adapt to such a gradient and shifting landscape is a classic problem is cognitive

science ranging from learning and decision making (e.g. Erev and Barron, 2005; Gallistel,

1990) to plasticity in visual processing (e.g. Postle, 2015; Sagi, 2011). In this regard, language

represents an ideal domain to study the structure of mental representations built up in real-

time, and what type of information is thus available for learning. This chapter investigates

these questions through the lens of speech processing, asking: How do listeners convert a

gradient and variable acoustic signal into cognitive units like phones and words in order to

reconstruct the underlying meaning? What happens to the acoustic-phonetic signal after it

enters the mind of a listener?

Language unfolds over time. Unlike in reading or visual search, an acoustic signal is in-

herently ephemeral: if cognitive computations are not made over transient and shifting

information as it occurs, they cannot be made at all. This inherent constraint, which I term

the Immediacy of Linguistic Computation, means that listeners cannot and do not wait un-

til the end of an utterance to begin building a representation of speech (Christiansen and

Chater, 2016; sec. Marslen-Wilson and Tyler, 1980). Thus a design feature of all models

of speech perception (Marslen-Wilson and Welsh, 1978; McClelland and Elman, 1986, inter

alia) is the real-time construction of intermediate representations— that is, representations
1This chapter represents work that was originally co-authored with Alon Hafri and John Trueswell;

published as Caplan et al. (2021)
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held in memory (irrespective of content) that outlast the stimulus itself but which may be

integrated with additional information over time. This intermediate structure serves as a

listener’s working hypothesis for recognition, but given the Immediacy of Computation, the

form of these representations is a bottleneck: computation can occur only over the material

that is constructed rather than the original, ephemeral signal.

Real-time processing involves extracting and integrating linguistic evidence from varied

sources, with disambiguating information arriving in the form of multiple, temporally dis-

joint cues, e.g. visual articulatory cues (McGurk and MacDonald, 1976), prior lexical knowl-

edge (Ganong, 1980), etc. Speech processing is thus a problem of handling and representing

uncertainty. Experimental evidence shows that listeners maintain and update intermediate

representations over time, both locally (Galle et al., 2019) and over long-distances (Bushong

and Jaeger, 2017; Connine et al., 1991; Zellou and Dahan, 2019). However, while claims in

the literature (e.g. Bicknell et al., 2016; Darwin and Baddeley, 1974; Galle et al., 2019) are

varied, such work on long-distance cue integration has not directly addressed the structure

of information included in these intermediate representations and how this is recruited for

adapting to variability. I contrast two classes of theories.

Under a “signal retention” account, listeners maintain acoustic-phonetic detail (e.g. Bicknell

et al., 2016; Goldinger, 1998; McMurray et al., 2009). This would include information like

acoustic cues, among other properties, for example: “acoustic memory would thus be viewed

as an initially tape-recording-like representation of the stimulus” (Darwin and Baddeley,

1974), and more recently “data from speech perception and sentence processing, however,

demonstrate that comprehenders can maintain fine-grained lower-level perception informa-

tion for substantial durations” (Bicknell et al., 2016). A second family of accounts—which I

develop here— I term the “Activation over Categories” (AOC) theory. Under AOC, listeners

maintain a graded activation pattern over some set of cognitive/linguistic categories (phones,

words, etc.). Crucially, this is a Markovian process: listeners encode a state of activation

but do not retain the precise sensory evidence which led to that belief. These states of ac-
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tivation can be understood as “predictions” which are updated by later linguistic input and

thus support learning variation. Such a scenario is analogous to the mechanisms underlying

visual object detection (Marr, 1982): an observer of a scene constructs a number of stages

of visual representation but does have access to the raw primitives (e.g. zero-crossings)

which were used to construct these visual sketches. Phonetic information is recruited for

identifying higher-level categories but is not stored or isolable within the speech processing

system. Past work interpreted as evidence for maintenance of acoustic detail (Bushong and

Jaeger, 2017; Connine et al., 1991; Crowder and Morton, 1969; Frankish, 2008; McMurray

et al., 2009) is also compatible with AOC because AOC maintains gradience through prob-

abilistic information about linguistic categories, not the acoustic details that gave rise to

those probabilities. Such debate between these general accounts of mental representations

are pervasive across psychology; for example, in the exemplar vs. abstract representations

of concepts and categories (Schuler et al., 2020; Smith and Medin, 2013, inter alia).

To investigate the contents of intermediate speech representations and evaluate the predic-

tions of signal-retention against AOC, I looked at how people adapt to shifts in speech when

disambiguating information appears after the original signal rather than before. I present

findings from two experiments using a novel variant of the “accent-adaptation” paradigm

(more specifically a type of “Lexically-Guided Perceptual Learning”) (Norris et al., 2003;

Samuel and Kraljic, 2009): in this paradigm, after encountering a series of target words

with a manipulated distribution over an acoustic cue to some phone, participants subse-

quently exhibit shifted criteria for categorizing phones, e.g. /t/ vs. /d/ (Bertelson et al.,

2003; Clayards et al., 2008; Jesse and McQueen, 2011; Kraljic and Samuel, 2006; Reinisch

and Holt, 2014). In the current study, I exposed participants to acoustically ambiguous

audio via minimal pairs (e.g. “time/dime”). Disambiguation was provided by a text subtitle

that appeared either briefly before or after the audio and systematically biased the ambigu-

ous audio to be interpreted either as /t/ or /d/ (Figure 1; see Section 2.1.1 for complete

details).
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Figure 1: Timeline of the main experimental manipulation. Participants were provided with
disambiguating text either before (a) or after (b) hearing the corresponding audio.

When the disambiguating text is provided before, both signal-retention and AOC predict

that participants should adapt to the shifted phonetic distribution. When reading the word

first, participants know the intended phones ahead of time and can evaluate the upcom-

ing ambiguous audio accordingly: the signal can be evaluated given the prior hypothesis.

When the text is provided after the audio, then only the signal-retention account predicts

adaptation to occur (maintenance of the phonetic-detail is the central tenet of the theory).

AOC conversely predicts no adaptation, since while the graded activation over /t/ and /d/

allows for the proper lexical interpretation once text arrives, the reason for that particular

activation state is lost and so there is no pattern to generalize.

2.1. Experiment 1

2.1.1. Design

The experiment had a 2 (shift direction: shifted-/d/ vs. shifted-/t/) x 2 (timing: text-before

vs. text-after) between-subjects design. During the exposure phase, participants heard and

saw a sequence of 142 words presented once in a random order. Exposure words were divided

between 44 Target items (22 “t”-onset and 22 “d”-onset) and 98 Fillers. Each Target word

was paired with corresponding audio that had an ambiguous (60ms) or unambiguous (10ms

for “d”-words and 100ms for “t”-words) onset Voice Onset Time (VOT)—the time delay
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between the release of a stop consonant and the onset of glottal pulses from the closed

vocal folds. VOT is the primary acoustic cue for distinguishing voiced stops (e.g. /b/,

/d/, and /g/) from their voiceless counterparts (/p/, /t/, and /k/). The ambiguous vs.

unambiguous mapping was controlled by the shift-direction condition: “t”-words paired with

ambiguous VOT for the shifted-/t/ group and “d”-words paired with ambiguous VOT for

the shifted-/d/ group. Since I used a fully crossed design, each shift-direction occurred with

a timing manipulation of getting the subtitle two seconds before the audio (text-before) or

two seconds after the audio (text-after).

In previous studies (Jesse and McQueen, 2011; Kraljic and Samuel, 2006) the interpretation

of manipulated audio under an accent-adaptation paradigm was provided by local lexical

context (e.g. only one interpretation of “croco[t/d]ile” results in a real word). However,

adaptation induced by lexical context is not informative to the structure of intermediate

representations as listeners can resolve the [t/d] ambiguity locally, regardless of their ability

to store phonetic detail. I explicitly removed information needed to disambiguate words

internally by using minimal pairs: words which differ in exactly one phoneme. This is

similar to distributional approaches to adaptation (Clayards et al., 2008; Munson, 2011),

except that my method does not require hearing a large number of repeated tokens and

allows for the direct manipulation of disambiguation timing.

The test-phase was identical for all participants. On each test trial, participants heard a

syllable beginning with an alveolar stop consonant with a particular VOT (ranging from 20

to 80ms, order randomized) and they were asked to judge whether they heard a /t/ or a

/d/. The design for the exposure and test phases is is schematized in Figure 2.

2.1.2. Participants

I recruited 132 University of Pennsylvania undergraduates who received course credit for

their participation. All participants were native English speakers with no reported hearing

or visual impairments. As was planned in the preregistration of this experiment, the final

sample consisted of 128 participants after exclusion (see criteria below) and is in line with
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Figure 2: Design of the exposure and test phases in both experiments. Each participant was
assigned to one of four possible conditions during the exposure phase (a), which had a 2 x
2 design: shifted phone (/d/ or /t/) and audio–text order (text before or text after). All
participants then completed the same task at test (b), categorizing audio on a continuum of
voice-onset time (VOT) as either “ta” or “da.” The graph illustrates predicted categorization
patterns (separately for each shifted-phone condition) in cases in which adaptation occurs.

previous studies measuring similar effects (Kraljic and Samuel, 2006). Participants were ap-

proximately evenly divided between the four different exposure conditions, with test stimuli

held constant across all participant groups.

2.1.3. Stimuli

Target words for the exposure phase were selected by identifying minimal pairs in CELEX

(Baayen et al., 1995) which are differentiated solely by an onset position /t/ vs. /d/. This

resulted in a list of 82 such minimal pairs, from which I manually selected 44 words (22

pairs) based on part of speech category and approximate match of overall corpus frequency.

The 98 filler words were randomly selected from CELEX based on the following constraints:

fillers did not contain the phonemes /t/ or /d/; did not contain the orthographic letter

strings “t” or “d”; did not begin with a capital letter (to exclude proper nouns) or include

apostrophes or hyphenation; were not longer than four syllables; were a minimum of four

letters long; and had CELEX frequency of at least 150. The full lists of both target and
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filler words are provided in the Appendix A.1.

Audio versions of each word were recorded by a 20-year-old female native speaker of Amer-

ican English from the Pacific Northwest. The VOT for target items was edited by splicing

the onset of each “t”-word onto the rime of the corresponding “d”-word. The “t”-onsets were

trimmed in order to impose the specified VOT level (10, 60, or 100ms) within an acceptable

range of several milliseconds. Minor deviation from goal VOTs was caused by gluing onsets

to rimes at zero-crossing points in order to minimize noticeable acoustic distortions. This

editing procedure is consistent and generalizable but retains secondary acoustic (non-VOT)

cues to voicing from the “d”-rimes, and thus an overall bias towards /d/ responses, explaining

the higher than normal VOT value (60ms) for ambiguous tokens.

Test phase stimuli were CV syllables (a consonant followed by a vowel) of the following

form: a t/d onset edited along the VOT continuum followed by the vowel /A/ (pronounced

as in the word “spa”). Recordings for the test items were taken from the same speaker as

for the exposure stimuli and audio manipulation was performed using the same procedure

as was applied to target exposure items. As with the exposure stimuli, specified VOT levels

imposed over test items varied within an acceptable range of several milliseconds.

2.1.4. Procedure

Participants completed the experiment in-lab with headphones. The experiment was im-

plemented using custom javascript code interfaced with psiTurk (version 2.2.3), a toolbox

for conducting psychology experiments on MTurk (Gureckis et al., 2016). This was done to

ease replication and extension using the same scripts with online participants (which was

done in Experiment 2). After consenting, participants completed several questionnaires (de-

mographics, language, attention check) before beginning the experiment. An audio captcha

requiring subjects to correctly identify numbers embedded in static noise ensured that audio

was at sufficient volume.

Instructions prior to the exposure phase informed participants that they were completing

a word comprehension/memory experiment. Part of the instructions encouraged partici-
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pants to confirm even slightly “unnatural” sounding words: “Some of the audio may sound

somewhat unnatural but try to ignore this. This is designed to distract you from comparing

the audio to the text.” This was to encourage participants to confirm the ambiguous target

items as conforming to the word displayed in the subtitle.

All items in the exposure phase were played along with an accompanying text subtitle and

participants were asked to push a button to confirm whether the text and audio “matched”

and were provided explicit feedback after each trial. All target words—regardless of audio

ambiguity status—were paired with an accurate subtitle. Seventy-eight of the ninety-eight

filler items were similarly paired with accurate accompanying text. In order for participants

not to be distracted by some proportion of potentially “unnatural” sounding audio (for the

manipulated targets) and to conceal the manipulation of interest in the experiment, the

remaining 20 filler words were randomly assigned an unrelated text subtitle (e.g. audio is

“coffee” but text is “green”) to which the participant was expected to press the NO button.

The order of word trials during exposure was randomized for each participant. The use of

subtitles ensured that the intended lexical (and hence phonemic) interpretation for the ma-

nipulated targets was upheld while also affording direct control of the temporal availability

of disambiguating cues for integration.

For those participants in the shifted-/t/ condition, visually presented “t”-words were paired

with ambiguous audio (60ms VOT) whereas visually presented “d”-words were paired with

unambiguous audio (10ms VOT). For those in the shifted-/d/ condition, the opposite was

true: “d”-words were paired with ambiguous audio (60ms VOT) whereas “t”-words were

paired to unambiguous audio (100ms VOT). This pattern is illustrated in Figure 3.

After completing the exposure phase in their assigned condition, each participant under-

took the same test phase—a classic phoneme categorization task (Liberman et al., 1957)—

consisting of 162 trials. Participants received new instructions telling them to press a button

to decide whether the audio they heard was “ta” or “da”. The side of the screen on which

the “ta” and “da” choices appeared was consistent within each participant but randomized
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Figure 3: Pairing of text and audio used in Experiments 1 and 2 in the shifted-/d/ and
shifted-/t/ conditions. Although all participants were exposed to the same text, participants
in the shifted-/d/ condition heard audio with ambiguous voice-onset times (VOTs) paired
with “d” text, whereas participants in the shifted-/t/ condition heard audio with ambiguous
VOTs paired with “t” text.

between participants. On each trial, participants were exposed to audio of a CV syllable

edited along a continuum between “ta” and “da”. After listening to the audio, participants

were asked to judge whether the syllable contained “t” or “d”. The 162 test trials were

divided between two exemplar “ta/da” tokens and nine VOT levels [20, 30, 40, 45, 50, 55,

60, 70, 80ms], with nine repetitions for each exemplar and level (2x9x9). Test items were

randomized within a set of nine blocks, so every stimulus was heard once before it was

repeated.

2.1.5. Predictions

In the text-before condition, the subtitles appeared on screen during each trial of the expo-

sure phase 2000ms prior to the start of audio (shown in part (a) of Figure 1). Participants

in the text-before condition could thus activate the correct lexical hypothesis before hearing

the manipulated targets and would thus be able to map the acoustic-signal to the proper

interpretation independent of signal-retention. Therefore, adaptation would be expected

under either signal-retention or AOC.

In the text-after condition, the subtitles appeared on screen two seconds after the audio had

begun playing. Since the 2000ms gap was measured from the onset of audio, the actual gap
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from the end of audio to the display of text was somewhat less than 2000ms (between 1000ms

and 1500ms depending on the duration of the spoken word). This is illustrated in part (b)

of Figure 1. If the text-after group shows the same adaptation as the text-before group, this

would be in line with a signal-retention account that intermediate speech representations

include information about phonetic-cues. Conversely, AOC predicts no adaptation for the

text-after group. On this view, participants are able to update their representations of the

correct lexical item, and thus properly perform the match-mismatch task during exposure,

but they are unable to generalize the shifted audio, since they have not stored the underlying

acoustic-phonetic information required to do so.

2.1.6. Exclusions

I excluded participants whose match/mismatch response accuracy during exposure was less

than 80% and participants whose exposure response times were less than 150ms on more

than 25% of all responses (indicating a misunderstanding or noncompliance with the task).

I further excluded participants whose “da” confirmation rates during test were lower for low-

VOT trials than high-VOT trials (indicating either random responses or having accidentally

flipped the scale). This resulted in 128 remaining participants for analysis (exclusion rate

of 3%), divided among the conditions in the following way: 33 in text-before shifted-/t/, 30

in text-before shifted-/d/, 36 in text-after shifted-/t/, and 29 in text-after shifted-/d/.

2.1.7. Analysis

A mixed effects logistic regression analysis was conducted on trial-level data. The main de-

pendent variable was “t”-responses: whether participants chose the t- or d-item on each trial

of the categorization task. The independent variables were experimental condition: Shifted

Phone (shifted t vs. shifted d, sum-coded), and Timing (text-before and text-after, sum-

coded), as well as their interaction. VOT (continuous variable, scaled and centered) and

Test Half (first vs. last, sum-coded) were included as main effects and interaction terms with

experimental conditions to test whether the effects of interest changed over the course of

the test phase; this follows previous observations (e.g. Liu and Jaeger, 2018) that perceptual

adaptations may be unlearned, to some degree, throughout testing. I attempted to include

18



block number (1 to 9, centered) as a factor, but no models with this factor converged, so I

used Test Half (first four blocks vs. last five blocks) instead. I used the maximal random

effects structure that converged; this structure included random intercepts for participants

and test exemplars, VOT as random slopes for participant and test exemplars, and condi-

tion (Shifted Phone and Timing) as random slopes for exemplar (Barr, 2013). Full model

structures are available in the Supplemental Material. I tested for significance of factors in

models by using likelihood ratio tests on the χ2 values from nested model comparisons with

the same random effect structure (Matuschek et al., 2017). I computed Bayes Factors where

appropriate to quantify the degree of support in favor of accepting or rejecting null hypothe-

ses. All Bayes Factors were computed in R using the brms package (Bürkner, 2017) with

default parameters, except where required for accurate estimation of posterior probabilities

(see Appendix A.4.)

2.1.8. Results

In the exposure phase, performance of the included participants was high and was compa-

rable across conditions: accuracy in confirming the audio/subtitle match on unambiguous

target items was above 99%, on ambiguous targets was above 96%, and on fillers was above

97%. This suggests that for the included participants, the matching task at exposure was

not notably more difficult within one set of exposure conditions over another. Indeed, a

mixed-model with a main effect of Timing is not a better fit to exposure-accuracy on am-

biguous targets than one which includes only random effects, χ2(1) = 0.42, p = .519 (Bayes

Factor = 0.32). This high accuracy (above 96%) on ambiguous targets in the text-after

condition suggests that participants held an intermediate representation over time between

hearing the word and seeing the text. What type of representation this was can only be

revealed by examining the adaptation patterns from the test phase.

Results from the test phase appear in Figure 4 (split by Shifted Phone and Timing). As can

be observed, adaptation was successful: the psychometric functions are different between

shifted-/t/ and -/d/ ranges. Remarkably and as predicted under AOC, such an effect was

only observed in the text-before condition; the categorization functions are not reliably
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different in the text-after condition as a function of shift-direction, i.e. adaptation did not

occur in the text-after condition. The adaptation additionally began to fade over time:

the magnitude of adaptation (in conditions where it was present) was larger in the first

half of testing than in the second half of testing (see Supplemental Material for additional

visualizations). This reduction in the adaptation effect over time is in line with previous

findings (Liu and Jaeger, 2018) perhaps not surprising given the remarkably limited sample

during exposure (only 22 edited tokens out of 142 total) and comparatively long testing

phase.

Figure 4: Psychometric functions for Experiment 1: proportion of /t/ choices as a function
of voice-onset time (VOT) and shifted-phone condition (/t/ or /d/), plotted separately for
the text-before and text-after conditions. Data points are the average of participant means,
and error bars are within-subject 95% confidence intervals. Adaptation occurred in the
text-before condition, but did not occur in the text-after condition.

These results were confirmed in mixed-effects model comparisons. First, I compared models

over all of the data. The best-fitting model was one including a main effect of VOT and a

main effect of Test Half, with main effects and interactions of Shifted Phone, Timing, and

Test Half. This model was a better fit than one that did not include the interaction of Shifted

Phone and Timing and the triple interaction of Shifted Phone, Timing, and Test Half, χ2(2)
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= 6.42, p = .040, and better than a model without the triple interaction of Shifted Phone,

Timing, and Test Half, χ2(1) = 5.66, p = .017. These modeling results demonstrate that

adaptation was higher in the text-before condition than text-after, and that the adaptation

effect faded over time during the test phase.

Predictor Coefficient z p Odds Ratio
(Intercept) 1.84 [0.45, 3.23] 2.6 .009 6.29 [1.57, 25.17]
VOT 3.47 [3.31, 3.63] 43.13 < .001 32.2 [27.5, 37.7]
Shifted Phone -0.12 [-0.34, 0.1] -1.08 .282 0.89 [0.71, 1.1]
Timing -0.23 [-0.45, -0.01] -2.08 .038 0.79 [0.64, 0.99]
VOT x Shifted Phone 0.24 [0.1, 0.37] 3.41 < .001 1.27 [1.11, 1.45]
VOT x Timing 0.02 [-0.12, 0.15] 0.24 .811 1.02 [0.89, 1.17]
Shifted Phone x Timing -0.26 [-0.48, -0.04] -2.33 .02 0.77 [0.62, 0.96]
VOT x Shifted Phone x Timing -0.23 [-0.37, -0.1] -3.33 < .001 0.79 [0.69, 0.91]

Table 1: Output of the best fitting model predicting /t/ responses on the first half of test
trials for Experiment 1. Bracketed values are 95% confidence intervals.

Given the significant triple interaction of Shifted Phone, Timing, and Test Half, I next

tested for the effects of interest (Shifted Phone and Timing) in each test half separately. In

the First Half, the best-fitting model was one that included main effects and interactions

of VOT, Shifted Phone and Timing (Table 1). This model was a better fit than one that

did not include the interaction of Shifted Phone and Timing or their interaction with VOT,

χ2(2) = 13.79, p = .001, and better than one that did not include the triple interaction

of VOT, Shifted Phone, and Timing, χ2(1) = 11.28, p < .001. In contrast, in the Last

Half, the best-fitting model was one that included main effects of VOT, Shifted Phone,

and Timing, and interactions of VOT and Shifted Phone, and VOT and Timing, but no

interaction of Shifted Phone and Timing. A model with the additional interaction of Shifted

Phone and Timing was not a significant improvement, χ2(1) = 0.26, p = .613, nor was one

with the additional triple interaction of VOT, Shifted Phone, and Timing, χ2(2) = 1.37, p

= .503. These modeling results confirm that the timing-specific adaptation effect was only

present in the first half of the test phase while fading in the second half. Additionally the

interaction between VOT and other fixed effects is expected since adaptation is understood

to represent a change in participants’ criteria for t/d-categorization. This shift manifests
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most strongly for otherwise ambiguous stimuli rather than remaining consistent throughout

the VOT continuum (as might occur if instead participants had learned a general bias

towards one phone or the other).

Next, I directly compared the effect of Shifted Phone separately in the two Timing condi-

tions, text-before and text-after, to confirm that the effect was indeed only present in the

text-before condition, and not in the text-after condition (First Half of test phase only). For

text-before, the best-fitting model was one that included main effects of VOT and Shifted

Phone. This model was a better fit than one that did not include the effect of Shifted Phone,

χ2(1) = 6.92, p = .008 (Bayes Factor = 19.13). In contrast, in the text-after condition, the

best-fitting model was one that included only the main effect of VOT. A model with the

additional main effect of Shifted Phone was not a better fit, χ2(1) = 0. 01, p = .906 (Bayes

Factor = 0.32). These modeling results demonstrate that the adaptation effect was not

simply greater in the text-before condition than in the text-after condition, but that no

adaptation effect was statistically detectable in the text-after condition.

I additionally performed several secondary analyses to investigate factors that could instead

contribute to the lack of adaptation in the text-after condition. Overall I found no notable

differences in participants’ behavior during the exposure task: Accuracy on target items

during the exposure phase was consistently high across conditions (see above), and analyses

showed no relationship between exposure-trial response times and test-behavior, nor any

evidence of bimodality in participant categorization performance within exposure-condition

(see Appendix A.5). Indeed, these kinds of lexically-guided adaptation effects are surpris-

ingly easy to induce in a range of tasks with different demands, including word counting,

syntactic judgements, or loudness judgements (Drouin and Theodore, 2018; McQueen et al.,

2006) provided that listeners properly resolve ambiguous audio to the right phonological

categories.

Lastly, the adaptation attested in text-before participants was mainly driven by the shifted-

/d/ condition and not the shifted-/t/ condition. In model comparisons using data from
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each Shifted Phone condition separately (First Half of test phase only), a model with a

main effect of Timing was significant for the shifted-/d/ group, χ2(1) = 8.69, p = .003, but

not the shifted-/t/ group, χ2(1) < 0.001, p = .997. Perhaps this was due to interference from

secondary acoustic cues to voicing such as pitch or vowel length. Indeed an examination of

exposure “accuracy” (i.e. confirming the subtitled as a match to the audio) on ambiguous

target items across /d/ and /t/ conditions is consistent with such an interpretation: prior

to participant exclusions, the mean accuracy in the shifted-/t/ groups (both text-before

and text-after) was 93% while for shifted-/d/ groups it was 98%. Nevertheless this /t/ vs.

/d/ asymmetry does not impact the main theoretical interpretation with respect to signal

retention or AOC, and I took steps to address this in Experiment 2 which I discuss in turn

below.

2.1.9. Interim Discussion

Overall, successful adaptation effects were observed: the condition of Shifted Phone (/t/

vs. /d/) during exposure was successful at modulating participants’ psychometric functions

in a phoneme categorization task. Crucially, this adaptation to the exposure phase only

occurred when participants received disambiguating information before the acoustic input

(text-before condition). Such adaptation did not occur in the text-after condition, when the

acoustic stimulus ended before the disambiguating information was viewed. These results

support AOC and are inconsistent with a signal-retention account.

2.2. Experiment 2

Experiment 2 aimed to replicate the main findings from Experiment 1 while confirming that

the effects of interest are robust to minor experimental modifications.2 The design was the

same except that I additionally manipulated pitch to remove the main secondary acoustic

cue to voicing, utilized a norming study to select the maximally ambiguous VOT-level for

target items, made minor adjustments to display timing to better equate conditions, and

sampled participants from an online subject pool.
2An initial version of this study introduced a confound between stimulus editing and phonological category

(reported as Experiment S1 in Appendix A.10)
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2.2.1. Design

Experiment 2 matched the design from Experiment 1, but with a change to the display

timing. The timing for the exposure phase in Experiment 1 was as follows. In the text-

before condition participants saw text for 2000ms before the corresponding audio was played.

However, the text remained on screen throughout the presentation of the audio up until the

participant had responded with a match-mismatch judgement. In the text-after condition for

Experiment 1, the audio was played first, and then after a gap of 2000ms (counting from the

onset of audio) the text subtitle appeared and remained on screen until a match-mismatch

judgement was provided. There was thus an asymmetry in the duration of text availability

between conditions: text-before participants in Experiment 1 saw the subtitles for longer

than the text-after participants. To address this, the display timing for Experiment 2 was

adjusted. For text-before participants in Experiment 2, the subtitle appeared on screen for

a fixed duration of 875ms. Then there was a gap of 1125ms during which a blank screen was

displayed prior to the audio. Audio was then played with nothing on screen. Immediately

following the end of the audio, instructions were shown prompting participants for a match-

mismatch judgement (which did not include the original subtitle). In the text-after condition

for Experiment 2, participants first heard the audio (with a blank screen). After a gap of

2000ms from audio-onset, the subtitle appeared for a fixed duration of 875ms. Following

that participants saw instructions to provide a match-mismatch judgement which, like the

text-before condition, did not include the original subtitle.

2.2.2. Participants

Power analyses of the results from Experiment 1 suggested that I would have 90% power to

detect the effect with approximately 37 subjects in each condition, or 148 subjects. Given

additional expected dropout from running the study online rather than in-lab, I recruited

194 participants using Amazon Mechanical Turk, divided between the same four exposure

conditions as in Experiment 1 (text-before with shifted-/d/, text-before with shifted-/t/,

text-after with shifted-/d/, and text-after with shifted-/t/). Somewhat more participants

were assigned to the text-before condition overall (106) than the text-after condition (88) due
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to an initial glitch in the online platform. Subjects were paid $2.41 for their participation.

2.2.3. Stimuli

The materials were the same as in Experiment 1, except that target items in the exposure

phase were pitch-corrected according to the following procedure. The audio for target stimuli

in Experiment 1 was created by gluing different portions of “t”-word onsets onto the rime

of the “d”-words. Since pitch contour (F0), which is a secondary cue to voicing (Dmitrieva

et al., 2015), is realized on the following vowel, this means that while the VOT values were

edited, all the target stimuli retained secondary information consistent with voicing (i.e. the

“d” interpretation). To correct for this, I edited new versions of the target audio which were

corrected for pitch (F0). I manually extracted the pitch contours for each word-pair and

selected a new F0 onset value at 2/3rds of the gap between the d-onset and t-onset words.

I resynthesized the pitch-contours of the d-onset words with a new contour which began at

the designated 2/3rds boosted F0 value and followed a smooth cline (using pseudo-linear

interpolation with a step-size of 10ms) down to the original d-word pitch at 160ms into the

vocoid.

I conducted a norming study on a separate group of 44 participants (reported in Ap-

pendix A.9) to identify the ideal ambiguity point for VOT. For the new pitch-corrected

target stimuli I identified the median VOT at which items were classified equally often as

the corresponding word beginning with /t/ or /d/ (46.9ms) and used the VOT from our

tested range closest to this (45ms) as the cutoff for ambiguous targets in Experiment 2. The

test stimuli remained unchanged from Experiment 1 (without pitch-correction) in order to

minimize cross-experiment differences.

2.2.4. Procedure

Participants completed the experiment in a web browser using the same interface as in Ex-

periment 1. The only change to the procedure was that I enforced headphone use through

a more stringent audio captcha (Woods et al., 2017). In particular, participants were asked

to provide loudness judgements on a sequence of tones which were either in matching- or

anti-phase between the stereo channels. Since phase differences are greatly attenuated over
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loudspeakers, accurate performance on the captcha task was only possible with headphone

use. The remainder of the procedure was identical to Experiment 1. The changes were only

to the audio stimuli used for target items during the exposure phase and the differences

imposed to better equate the display duration of text in the -before and -after conditions.

Exclusions and analyses were identical to those in Experiment 1. This resulted in 169 re-

maining participants for analysis (exclusion rate of 13%), divided among the conditions in

the following way: 50 in text-before shifted-/t/, 44 in text-before shifted-/d/, 36 in text-

after shifted-/t/, 39 in text-after shifted-/d/. The gap in the final distribution of participants

across conditions was due to an initial difference in assignment, with exclusion rates remain-

ing similar (11.3% for text-before participants, and 14.8% for text after participants). The

increased exclusion rates in Experiment 2 were primarily driven by participants whose ex-

posure response times were less than 150ms on more than 25% of all responses. Exclusion

rates for match-mismatch inaccuracy were about 3% and were comparable to Experiment 1

across both Timing conditions.

The pre-registered analysis plan for Experiment 2 had an additional criterion to exclude

those participants whose performance at the extrema of the VOT distributions (20ms and

80ms) was more than 0.15 away from ceiling or floor. This additional exclusion was added

to the pre-registration after observing that some participants’ psychometric functions in

Experiment 1 did not conform to the usual ‘S’ shape, due to deviance from floor/ceiling per-

formance at the extrema. However, I ultimately decided to diverge from this pre-registered

criterion because there was no theoretical reason to expect categorizations at our chosen

extrema (e.g. 20ms VOT) to necessarily be at floor or ceiling. I note that excluding these

participants did not qualitatively change the reported results in any of the experiments, and

results with this exclusion criterion are reported in Appendix A.6.

2.2.5. Results

In the exposure phase, performance of the included participants was high and was compa-

rable across conditions: accuracy in confirming the audio/subtitle match on unambiguous

target items was above 97%, on ambiguous targets was above 95%, and on fillers was above
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96%. This suggests that for the included participants, the matching task at exposure was

not any more difficult in one condition over another. A mixed-model with a main effect of

Timing is not a better fit to exposure-accuracy on ambiguous targets than a model including

only random effects, χ2(1) = 2.38, p = .123 (Bayes Factor = 1.35). Of particular note is

that, as in Experiment 1, high accuracy on ambiguous targets in the text-after condition

suggests that participants held an intermediate representation over time between hearing

the word and seeing the text. The content of this representation can only be revealed by

examining the adaptation patterns from the test phase.

Data from the test phase appear in Figure 5 (split by Shifted Phone and Timing). As can

be observed, adaptation was successful: the psychometric functions are different between

shifted-/t/ and -/d/ ranges. Remarkably and again as predicted under AOC, such an effect

was only observed in the text-before condition; the categorization functions are not reliably

different in the text-after condition as a function of shift-direction, i.e. adaptation did not

occur in the text-after condition. Unsurprisingly, and as in Experiment 1, this effect faded

over time: the magnitude of adaptation was numerically larger in the first half of the test

phase and diminished by the second half.

The results were confirmed in mixed-effects model comparisons. First, I compared models

over all of the data. The best-fitting model was one including a main effect of VOT and a

main effect of Test Half, with main effects and interactions of Shifted Phone and Timing.

This model was a better fit than one that did not include the interaction of Shifted Phone

and Timing, χ2(1) = 6.05, p = .014. A model with interactions of Shifted Phone and Timing

with Test Half did not improve the fit, χ2(2) = 4.45, p = .108, nor did one with the triple

interaction of Shifted Phone, Timing, and Test Half, χ2(3) = 5.04, p = .169. These modeling

results demonstrate that adaptation was higher in the text-before condition than text-after,

and that the effect was relatively consistent throughout the test phase.

Next, although a model with the triple interaction of Shifted Phone, Timing, and Test Half

was not a significantly better fit, I nonetheless tested for the effects of interest (Shifted
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Figure 5: Psychometric functions for Experiment 2: proportion of /t/ choices as a function
of voice-onset time (VOT) and shifted-phone condition (/t/ or /d/), plotted separately for
the text-before and text-after conditions. Data points are the average of participant means,
and error bars are within-subject 95% confidence intervals. Adaptation occurred in the
text-before condition, but did not occur in the text-after condition.

Phone and Timing) in each test phase half separately, as was done for Experiment 1. In

the First Half of the test phase, the best-fitting model was indeed one that included a main

effect of VOT and main effects and interactions of Shifted Phone and Timing (Table 2).

This model was a better fit than one that did not include the interaction of Shifted Phone

and Timing, χ2(1) = 5.69, p = .017, and better than one that included only a main effect of

VOT, χ2(3) = 8.44, p = .038. Likewise, in the Last Half, there was still an interaction effect

of Shifted Phone and Timing: a model that included a main effect of VOT and main effects

and interactions of Shifted Phone and Timing was significantly better than one without the

interaction of Shifted Phone and Timing, χ2(1) = 3.95, p = .047. However, this effect was

more subtle; this model was not significantly better than one with only a main effect of VOT,

χ2(3) = 6.23, p = .101. Together, these modeling results confirm that the timing-specific

adaptation effect was present in both halves of the test phase, although it was not as robust

in the last half.
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Predictor Coefficient z p Odds Ratio
(Intercept) 1.68 [0.09, 3.28] 2.06 .039 5.37 [1.09, 26.46]
VOT 4.02 [3.76, 4.28] 30.45 < .001 55.58 [42.91, 71.98]
Shifted Phone -0.11 [-0.34, 0.13] -0.89 .372 0.9 [0.71, 1.14]
Timing -0.15 [-0.39, 0.08] -1.28 .201 0.86 [0.68, 1.09]
Shifted Phone x Timing -0.29 [-0.53, -0.05] -2.4 .016 0.75 [0.59, 0.95]

Table 2: Output of the best fitting model predicting /t/ responses on the first half of test
trials for Experiment 2. Bracketed values are 95% confidence intervals.

Next, as in Experiment 1, I directly compared the effect of Shifted Phone separately in

the two Timing conditions, text-before and text-after, to confirm that the effect was indeed

present in the text-before condition, but not in the text-after condition (First Half of test

phase only). For text-before, the best-fitting model was one that included main effects of

VOT and Shifted Phone. This model was a better fit than one that did not include the

effect of Shifted Phone, χ2(1) = 6.18, p = .013 (Bayes Factor = 3.83). In contrast, in the

text-after condition, the best-fitting model was one that included only the main effect of

VOT. A model with the additional main effect of Shifted Phone was not a better fit, χ2(1) =

0.90, p = .344 (Bayes Factor = 0.92). While the Bayes Factor of 0.92 on its own is essentially

ambiguous for or against the null model, the alternative model (i.e. one including an effect

of Shifted Phone) actually contains a weak trend in the opposite direction of the original

acoustic signal: the overall rate of “t-choices” is negligibly higher for text-after shifted-

/d/ participants than it is for text-after shifted-/t/ participants. These modeling results

demonstrate that the adaptation effect was not simply greater in the text-before condition

than in the text-after condition, but that an adaptation effect was not statistically detectable

in the text-after condition at all.

Lastly, the additional steps I had taken to address the asymmetry between shifted-/d/ and

-/t/ conditions did not appear to succeed. When examining effect of Timing condition

separately in the two Shifted Phone conditions, the effect of timing was significant in the

shifted-/d/ condition, χ2(1) = 7.28, p = .007, but not the shifted-/t/ group, χ2(1) = 0.66,

p = .416. While this may have been caused by residual voicing cues (e.g. vowel length), the
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asymmetry does not interact with either of the primary theories (signal retention vs. AOC)

under discussion.

Experiment 2 replicated the primary findings from Experiment 1. Adaptation to the expo-

sure phase was observed when participants received disambiguating information before the

acoustic signal (text-before condition) but not after (text-after condition). These findings

were robust to a display timing change and the additional manipulation of pitch in tandem

with VOT.

2.3. General Discussion

In two experiments, I observed that listeners can adapt to speaker-specific acoustic cues to

phone perception (e.g. VOT), but only when disambiguating information is provided before

rather than after hearing the ambiguous acoustic input. When disambiguating text ap-

peared after the ambiguous speech, listeners could verify and accept either lexical alternative

(e.g. “time” or “dime,” depending on condition) but they could not use this disambiguating

text to learn the particular VOT-to-phone mapping. Only when the order was reversed

(text-then-speech) could listeners both verify the intended word and adapt. This finding is

consistent with AOC over the signal retention account of speech processing. According to

AOC, graded activation of linguistic categories (e.g., phones, words) persists over time but

not the acoustic evidence that gave rise to this probabilistic information. Maintenance of

probabilistic information about linguistic categories permits the accurate lexical verification

during the exposure phase of the text-after condition but blocks the ability to adapt because

the acoustic cues were not retained. Even the most course-grained representation of acoustic

cues would have been sufficient for adaptation (i.e. tracking “high” and “low” VOT values

spaced far apart during exposure), yet adaptation did not occur.

Such a finding is consistent with the demands of real-time language processing. Consider

how little is lost by not retaining VOT information compared with how much is gained in

performance by storing probabilistic activation over higher-level categories. Indeed, I know

of no linguistic phenomenon that requires the computation of “long-distance dependencies”
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(over seconds) between acoustic cues and later arriving linguistic input, but dependencies

abound for linguistic categories such as phonemes and words, over which phonological and

syntactic systems traffic, respectively. This likely reflects a general property of perception

and cognition over time: lower-level representations may be fast-changing and ephemeral,

mirroring the input, whereas intermediate and higher-level categories are more persistent,

given their need for inference and integration.

The presents experiments, though, can only speak directly to intermediate speech represen-

tations on the timescale of about one second and beyond. Indeed, neuroimaging studies

(e.g. Toscano et al., 2010, 2018) indicate that acoustic detail is present during early corti-

cal processing for up to 200ms. This suggests a more refined AOC account, under which

early perceptual representations are built based on acoustic cues over the first few hun-

dred milliseconds, with information passed on to higher-level categories beyond that. An

alternative possibility is that while the fingerprint of acoustic cues can be detected during

early cortical processing, this information is not available to the components of the cogni-

tive system used for subsequent interpretation. Such a “modular” variant of AOC would

provide a mechanism in support of previously identified limits on perceptual learning: Jesse

and McQueen (2011) found that Dutch listeners adapt to speech when ambiguous targets

appear word-medially (“bene[f/s]it”) or word-finally (“regre[ss/ff]”) but not word initially

(“[f/s]reedom”). They suggested a “Timing Hypothesis” which proposed that relevant lexical

knowledge must be available before hearing the ambiguous sound to support adaptation.

AOC offers an explanation of why such a Timing Hypothesis would be true, namely that

intermediate representations of speech consist of activated linguistic categories, not sub-

phonemic or acoustic information. Future work is required to disentangle these two variants

of AOC and related questions on a narrower timescale.

At a broader timescale, AOC clarifies the interpretation of listeners’ sensitivity to within-

category acoustic variation. Past work showing that performance on memory tasks depends

on acoustic clarity (Crowder and Morton, 1969; Frankish, 2008) or that sensitivity is main-
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tained across syllables (Brown-Schmidt and Toscano, 2017; Falandays et al., 2020; McMurray

et al., 2009) or integrated over a delay (Galle et al., 2019; Gwilliams et al., 2018), did not

and cannot address the internal contents of the representations that support such sensi-

tivity. Alas, the received wisdom in this area been that gradient behavior entails gradient

representations. I argue that this is not the case. Downstream behavior (intermediate rep-

resentations) display sensitivity to gradient input while not including a direct representation

of the underlying signal. The present findings provide direct evidence in favor of the position

that gradience is maintained through probabilistic uncertainty about potential categories.

Within-category sensitivity to phonetic cues (VOT) is consistent with AOC and does not

entail storage of those phonetic cues in intermediate representation.

Any cognitive representation of speech is subject to the “Immediacy of linguistic computa-

tion.” The structure of intermediate representations thus has substantial ramifications as

a bottleneck for broader theories of phonological representation. For instance, the present

findings raise important questions for exemplar accounts of phonology (e.g. Bybee, 2002;

Pierrehumbert, 2001; Johnson, 2006): how could acoustic-phonetic detail be stored in stable

representation when it is not active in an intermediate state over the span of even several

seconds? Rather these results appears in line a traditional generative view of phonology

which takes “exemplar” effects of articulatory and perceptual variation on a word-by-word

basis as arising from mechanisms in psycholinguistic processing that are somewhat isolated

from lexical and phonological representations themselves.

While acoustic maintenance may appear to be supported by findings that unsupervised ex-

posure or time-delayed subtitles may attenuate the processing difficulties associated with

unfamiliar accents (Bradlow and Bent, 2008; Burchill et al., 2018), such adaptation can also

be accomplished under AOC through listeners’ use of contextual information to predict up-

coming words and evaluate/adjust to the bottom-up mapping accordingly. Such a top-down

mechanism finds support in recent electrophysiological evidence (Getz and Toscano, 2019).

Likewise, infants’ difficulty processing unfamiliar variants of their native languages (Cristia
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et al., 2012) is overcome when words are embedded within the context of highly familiar

stories (van Heugten and Johnson, 2014). Thus while there are experimental conditions

which prevent adaptation from occurring (i.e. our text-after condition), being able to pre-

dict and activate upcoming linguistic material before the corresponding signal arrives (Jesse,

2021) compensates for the restrictions imposed by the immediacy of computation. Category

representations provide the bridge that supports listeners’ adaptation to variability despite

computational and structural restrictions around the ephemeral signal.
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CHAPTER 3 : Word Learning as Category Formation

The central task of a natural science is to make the

wonderful commonplace: to show that complexity,

correctly viewed, is only a mask for simplicity; to find

pattern hidden in apparent chaos.

Herb Simon. Sciences of the Artificial

Children famously face ambiguity during of morphological and syntactic acquisition (Yang,

2002, 2016; Tyler and Nagy, 1989; Pinker, 1989; Rumelhart and McClelland, 1985): how

does the learner deal with ambiguity when multiple grammars have extensions that are over-

lapping (Gold, 1967)? While words, unlike syntactic units, are often thought of as atomic,

a fundamental question in word learning is strikingly similar: how, given only evidence

about what objects a word has previously referred to, are children able to generalize to

the total class? How does a child end up knowing that “poodle” only picks out a specific

subset of dogs despite their overlapping extensions? Learners display surprising sophisti-

cation in their ability to perform statistical inference over the input distribution (Saffran

et al., 1996). However, this does not specify a mechanism by which such computation are

actually made. What’s more, learners appear sensitive to input conditions that are orthog-

onal to pure statistical input (e.g. the timing and relative order of stimuli)—motivating

the exploration of an architecture which can explicitly generate hypotheses prior to their

evaluation. The Immediacy of Linguistic Computations serves as an informative bottleneck

on the acquisition process here, as it did for speech perception in Chapter 2. The learner

is limited to evaluating the fit of whatever intermediate representations they posit (be they

potential syntactic rules or possible word meanings). One hypothesis will end up winning

out because it offers a sufficiently good fit to the data, but this does not mean that the final

grammar or meaning is necessarily the “best.” Learners do the best job they can, not the

best job possible. In this chapter, I first review part of the large literature on word learning

from the perspective of generalization, including a reanalysis of the empirical data related
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to the effect of stimulus timing on learning (Sections 3.1-3.2). The chapter then presents

a new computational model of word learning (NGM) which is able to capture and explain

empirical results related to input timing (Sections 3.3-3.5).

3.0.1. Word Learning and Generalization

A crucial facet of language acquisition is the development of the lexicon. Language learners

need to infer the set of vocabulary items belonging to their particular language based on the

patterns of speech produced around them (see Bloom (2000), among others, for an overview).

The lexical entries that learners need to store consist of numerous components. These include

a word’s pronunciation, potential syntactic and morphological roles and marking, as well as

its meaning (Carey, 1978). While a substantial literature addresses the problem of resolving

referential ambiguity (Yu, 2008; Trueswell et al., 2013; Fazly et al., 2010; Medina et al.,

2011)—e.g. does “wug” refer to the bird or the squirrel that was being pointed at in the

park—the establishment of word meanings does not end there.

Learning even simple categories involves a difficult inductive problem (Quine, 1960). Con-

sider a sample environment for learning the word “dog”: A child hears an adult speaker point

at their pet and refer to it with the label /dOg/. While from the prospective of referential

ambiguity the situation is clear— the intended referent is the dog rather than the dish-

washer— the space of possible meanings for the phonological label /dOg/ is still quite large.

The word may be the particular pet’s name, or it could mean pets generally. It might pick

out the set of (all and only) dogs. But it also might select the set of poodles, or mammals,

or animals. It might refer to the appearance of the dog: spotted or four-legged or tired.

The list goes on. Moving beyond the reference mapping problem for word learning, this

chapter focuses on the subsequent and thorny question of meaning generalization. It is a

speaker’s intended conceptual characterization rather than any particular scene-dependent

referent that should constitute a word’s meaning (Chomsky, 1957; Fodor, 1983; Gleitman,

1990, inter alia).

Experimental work on lexical acquisition has shown that language learners approach the
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problem under strong biases with respect to meaning. This is functionally beneficial since it

severely limits the size of the potential search space. For instance, learners generally assume

new words refer to whole objects rather than sets of adjacent parts (Markman, 1989). There

is a bias towards categorization by shape rather than color or size (Landau et al., 1988).

Prior vocabulary knowledge has a strong effect through mutual exclusivity (Markman and

Wachtel, 1988; Merriman et al., 1989). There are also guiding effects from a host of input

signals: syntactic frame (Gleitman, 1990; Naigles, 1990; Snedeker and Gleitman, 2004),

phonetic content (Gervain et al., 2008), social-attentive properties (Baldwin, 1991; Gillette

et al., 1999), etc.

While vocabulary development is clearly guided by such constraints, an enumeration (or

even a rich typology) of biases does not explain the underlying mechanism responsible for

learning word meanings. How does this process function? What is the cognitive mechanism

behind learners’ remarkable ability to infer the meanings of words based only on one or a

few instances of usage? A helpful conceptualization of this is that words are invitations to

form categories (Waxman and Markow, 1995). It is striking that infants interpret a word

as selecting members of some kind, rather than simply naming an individual referent. Put

succinctly in Waxman (2003): “Novel words invite infants to assemble together objects into

categories that would otherwise (without linguistic context) be perceived as disparate and dis-

tinct.” While category representations do not necessarily require explicit linguistic support,

experimental evidence supports a tight link between categorization and word learning (Bala-

ban and Waxman, 1997; Xu, 2002; Ferguson and Waxman, 2017; LaTourrette and Waxman,

2019; Pomiechowska and Gliga, 2019).

If hearing a novel word like “fep” can prompt the learner to create a category, we would like

to know what knowledge ends up encoded by that process and how. Once a child has seen

that “poodle” can refer to whatever instances of poodles they were exposed to, how does she

know that “poodle” can refer to all (and only) items in the real class of poodles? This is

in contrast to both failing to generalize sufficiently, e.g. erroneously positing that the word

36



only refers to their pet, as well as overgeneralizing that the word selects the set of all dogs.

3.0.2. Algorithms and Rational Behavior

One influential account of generalization in word learning is the Bayesian inference theory

(Xu and Tenenbaum, 2007b). On this view, learners have some representation of many

potential meanings for a word and engage in statistically sensitive calculations to select the

hypothesis that is most probable given a distribution of attested exemplars. While some

predictions of a Bayesian inference model are consistent with experimental outcomes (Xu

and Tenenbaum, 2007b), these outcomes do not uniquely support the Bayesian view and are

open to alternative explanations like I present here. The most discussed empirical finding

in this area is the “suspicious coincidence effect” (SCE)—that an increase in sample-size

corresponds to more narrow word meanings. However, as discussed below, other empirical

findings (Spencer et al., 2011; Lewis and Frank, 2018) are unaccounted for by existing models.

In particular, learner behavior additionally depends on the timing of stimulus presentation:

whether training items are presented simultaneously or one-by-one—an effect that is con-

sistent and robust over a range of related studies and domains (Carvalho and Goldstone,

2015; Gelman and Markman, 1986; Lawson, 2014a; Lupyan et al., 2010; Spencer et al., 2011;

Lewis and Frank, 2018). This experimental manipulation maps well onto real-world condi-

tions: sometimes a learner encounters examples in temporally distributed occurrences rather

than grouped together, and one of the goals of this chapter is to clarify the role and effect

of temporal presentation-style (PSE) along with SCE that has been obscured by previous

literature’s focus on potential interactions (Spencer et al., 2011; Lewis and Frank, 2018).

It is worth noting that the goals of Bayesian approaches to word learning are “at the level

of computational theory (Marr, 1982) or rational analysis (Anderson, 1990) to understand

in functional terms how implicit knowledge and inferential machinery guide people in gener-

alizing from examples rather than to describe precisely the psychological processes involved”

(Xu and Tenenbaum, 2007b, pg. 250). We might then contrast the class of computational

descriptions with algorithmic or mechanistic explanations of word learning. Even authors

of Bayesian models of cognition note that (Bonawitz et al., 2014, pg. 60): “Following the
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procedures of Bayesian inference by enumerating and testing each possible hypothesis is com-

putationally costly, and so could not be the actual algorithm that learners use... considering

the algorithmic level of analysis more seriously can help to address these significant chal-

lenges for Bayesian models of cognition.” This chapter aims to do exactly that.

Word learning is to construct mental representations of words. While statistical inference

accounts of this process posit a global probability optimization over a (potentially large)

set of hypotheses, I instead argue that word learning is an incremental process. Like other

psycholinguistic processes, this is fundamentally constrained by the Immediacy of Linguistic

Computation. From an algorithmic perspective, hypothesized representations are first gen-

erated and then only locally revised—as needed—based on input data. On this account,

not all plausible hypotheses are simultaneously available. Meanings are built incrementally;

any evaluation metric functions only over what is generated from input by the learner. This

Markovian property is analogous to representations under AOC as outlined in Chapter 2:

once the learner extracts a belief about what a word potentially means and the original

stimulus disappears, then that representation can be updated in the future but the learner

is not directly privy to the sequence of input which led to that belief. This kind of limitation

to the domain of computation is similar to the divide between global and local models of

referent mapping in word learning (Stevens et al., 2016).

The Naïve Generalization Model (NGM) presented in this chapter offers an explanation of

word learning phenomena grounded in category formation (Smith and Medin, 1981; Medin

et al., 1987). The NGM outlines a mechanism by which hearing novel words invites a

learner to create a new category from component “features” or “properties.” Learners extract

properties of objects and store a mental record of them. This is importantly different from

statistical inference models of word learning because, under the NGM, word meanings are

generated by the learner rather than only selected for. Once a representation for a novel

word has been generated, the learner is able to evaluate subsequent labeled objects with

respect to this hypothesized meaning; it is these mental representations that serve as the
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basis of word meanings and generalizations. I term this process “naïve” in the sense that it

does not optimize for any particular global value. Under the NGM, both the creation and

evaluation of word meanings functions locally rather than in terms of a total distribution of

input. While the NGM gives rise to rational input/output mappings such as SCE, Bayesian

inference plays no explicit role in the internal algorithm underpinning the word learning

process.

The NGM is able to capture both well-discussed (SCE) and previously unaccounted for

(PSE) empirical findings in meaning generalization with respect to word learning. Under

the NGM, word learning is fundamentally a local process by which mental representations

of words are constructed rather than strictly evaluated. The generalization model does

not function in isolation. The NGM is embedded within a larger understanding of word

learning and is consistent with previous work regarding other aspects of learning required

for vocabulary acquisition. See Trueswell et al. (2013); Stevens et al. (2016); Smith and Yu

(2008) for mechanisms of referent mapping. The contribution of the NGM is to explain the

way in which representations of meaning are created, updated, and maintained.

3.0.3. Organization of the Chapter

In Section 3.1, I outline previous models, and in particular the Bayesian inference model,

along with experimental paradigms, and major phenomena in word meaning generalization.

Section 3.2 details a reanalysis of the experimental data reported in Lewis and Frank (2018)

which serves as a replication of the presentation-effect on a large scale while disentangling

the main effect of PSE from its lack of interaction with SCE. I aim for this to clarify

recent findings (Spencer et al., 2011)—as well as their potential misinterpretation (Jenkins

et al., 2021; Lewis and Frank, 2018) while highlighting the proper conclusions one can draw

from them. Section 3.3 introduces the Naïve Generalization Model (NGM) and its internal

mechanisms, as an implementation of the theory of word learning as category formation. The

local computation of hypotheses within the NGM can account for both SCE and PSE in a

unified way. Section 3.4 describes the output of the NGM compared with human performance

on seven different experimental conditions for word learning, varying over presentation-
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style, number, and hierarchical relation between training items. Based on two evaluation

schemes, one parameter-free and one parameter-tuned, these results offer support for the

NGM over statistical inference models of generalization in word learning, and provide a

concrete mechanism for how words invite the creation of categories (Waxman and Markow,

1995; Waxman, 2003). Section 3.5 concludes and offers directions for future work grounded

in studying the intermediate representations recruited during word learning rather than

strictly a set of output conditions.

3.1. Models, Experiments, and Major Findings in Generalization

3.1.1. Word Learning as Bayesian Inference

Some of the most popular approaches to generalization in word learning have been built on

hypothesis comparison and global optimization (Xu and Tenenbaum 2007b and subsequent

work): A large set of hypotheses compete based on the relative probability that each hypoth-

esis would be generated by the attested input data. The task is then re-framed as choosing

how words map onto those concepts by ruling out impossible or less probable hypotheses

until a consistent hypothesis is reached. This stems from work on word learning by hypoth-

esis elimination more broadly such as Pinker (1989) and Siskind (1996). Other approaches

based on associative learning (e.g. Colunga and Smith, 2005; Landau et al., 1988; Regier,

2005; Roy and Pentland, 2002), have not been formalized to interface with the main exper-

imental paradigm discussed in this paper (Xu and Tenenbaum, 2007b; Spencer et al., 2011;

Lewis and Frank, 2018) and so I will not address them further here (which might otherwise

require a chapter-length discussion on its own). Instead this chapter focuses primarily on

comparison to the Bayesian inference model of word learning.

The Bayesian model posits that the learner keeps track of their observed sample of referents

(out of a known domain of possible items) labeled by a novel word. By assuming that the

learner has access to a hypothesis space over the possible concepts that this novel word might

map to, the heavy lifting in word learning is understood to arise from a probabilistic model

relating individual hypotheses to the observed sample of exemplars. The Bayesian learner

evaluates all hypotheses for candidate word meanings according to Bayes’ rule, by com-
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puting their posterior probabilities (the likelihood of each hypothesis given the input data

p(hypothesis|referents)), proportional to the product of prior probabilities p(hypothesis) and

likelihoods p(referents|hypothesis).

This kind of model can be thought of as global in two ways (Stevens et al., 2016). First,

calculations of hypothesis-fit to the data are taken over all input received. In the limit, the

learner would need to track some record of every attested exemplar in order to compute

probabilities over them. Second, all alternative hypotheses are also calculated for goodness-

of-fit to the input data. This allows for global comparison, not only between total input and

some temporary hypothesis, but between all hypotheses themselves (contra the Immediacy

of Computation as a bottleneck on learning).

This Bayesian inference account makes an intuitive prediction dubbed the “suspicious coin-

cidence effect” (SCE), that if a learner is exposed to some new word “fep” (adapted from

(Xu and Tenenbaum, 2007b, pg. 249)): “It would be quite surprising to observe only Dalma-

tians called feps if in fact the word referred to all dogs and if the first four examples were a

random sample of feps in the world. This intuition can be captured by a Bayesian inference

mechanism that scores alternative hypotheses about a word’s meaning according to how well

they predict the observed data, as well as how they fit with the learner’s prior expectations

about natural meanings.” Even without explicit computation, it seems natural that a learner

should be more likely to notice the uniquely “poodle” aspects of some set when shown many

poodles to compare, rather than only a single poodle in isolation.

3.1.2. Immediate Generalization Paradigm

One paradigm for investigating learners’ behavior relating to generalization in word learn-

ing is a simple labeling task from Xu and Tenenbaum (2007b) which I term the Immediate

Generalization Paradigm. Unlike in paradigms used to probe the referent-mapping problem

(Trueswell et al., 2013; Yu and Smith, 2007), participants are provided with an unambiguous

word-label for a set of one or more objects. Given a test-grid of other referents, the experi-

menter can probe what level of generalization a learner has posited for the novel word-label
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by measuring subsequent selections from the test-grid.

The Immediate Generalization Paradigm introduced by Xu and Tenenbaum (2007b) consists

of photographs of real objects distributed across three different broad categories or classes

(animals, vegetables, and vehicles) to be used as stimuli. The test-grid for these experiments

consists of pictures of twenty-four items. This is made up of eight items from each of three

classes. For any particular item, it is typical to describe some “basic-level” term (Markman,

1990; Mervis, 1984; Rosch et al., 1976) as the label which would most likely be given to

it in isolation (e.g. a dog). In relation to the basic-level term, that same item might also

be referred to using a more narrow “subordinate-class” label such as “poodle” or a broader

“superordinate-class” label such as “animal.” Within each class in the test-grid, objects

exist within three hierarchical levels: two items which come from the same subordinate

category (e.g. two jalapeños, or two dalmatians), two items which fit into the same basic-

level category as the two “subordinate-level objects” (but which themselves each belong to

a distinct subordinate category—e.g. a yellow and red pepper, or a poodle and a golden

retriever). Lastly, there are four items which share the same broad class (e.g. animal) but

which each belong to distinct basic-level categories (an elephant, a bee, a cat, etc.). The set

of “test” objects is consistent across trials with only their position on the grid randomized.

A sample of this type of learning trial and test-grid used in Xu and Tenenbaum (2007b) and

subsequent studies (Spencer et al., 2011; Lewis and Frank, 2018) is shown in Figure 6.

The contextual grounding for this task is that participants are interacting with an alien

puppet, ostensibly a monolingual speaker of “alien puppet talk.” On each trial, participants

are presented with one or several training objects below the test-grid along with an accom-

panying monosyllabic nonce-word label. For instance, a participant may be shown a picture

of a dalmatian with the label “fep” and asked to pick out all the other “feps” for the puppet

from the simultaneously displayed test-grid. This paradigm was originally established by Xu

and Tenenbaum (2007b) but has been replicated and extended several times. This includes

investigating the effects of distributional structure of stimuli (Dautriche and Chemla, 2016),
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Figure 6: Example word learning trial with test-grid shown to participants in Xu and
Tenenbaum (2007b); Spencer et al. (2011); Lewis and Frank (2018). Figure adapted from
Spencer et al. (2011).

the role of prior vocabulary knowledge in generalization (Jenkins et al., 2015), and the in-

fluence of spatial distance in presentation (Axelsson et al., 2016). These general findings

are consistent regardless of whether participants are 3-4 year old children or adults (Xu and

Tenenbaum, 2007b) and whether stimuli consist of photos of naturally occurring objects or

artificially created patterns (Dautriche and Chemla, 2016).

The nature of the timing with which items are presented to learners plays a material role

in the outcome of learning as we will see. Adapting terminology from Spencer et al. (2011)

these frameworks are “simultaneous presentation”, in which all training objects are displayed

simultaneously directly underneath the test-grid. And “sequential presentation”, in which

the training objects are displayed in slightly different locations across very close, yet disjoint

times: i.e. the first exemplar is presented at the bottom left for a second and then removed

(displaying nothing for a second), then the second exemplar is presented at the bottom

middle for a second and removed (again displaying nothing for a second), and then the
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third exemplar is presented at the bottom right for a second and removed. This sequence is

repeated in full two times before the test set is displayed, for a total of six seconds of study

time. Once the test set comes up, the training display continues to loop through until the

participant has finished that trial. To be clear, the set of exemplars seen by participants in

training are held constant between these two conditions of presentation-style. The difference

is in the manner in which the training items are encountered—either all at once, or cyclically,

one at a time.

3.1.3. Experimental Phenomena

When only a single object is presented with a label, then subjects most commonly generalize

to the basic-level category, e.g. selecting all dogs rather than only dalmatians given that

the single training item was a dalmatian (Xu and Tenenbaum, 2007b; Spencer et al., 2011).

This is consistent with the robust effects of a basic-level bias (Markman, 1990), although

see Wang and Trueswell (2019) for the effects of semantic contrast on this comparison.

When multiple training examples are presented, then generalization is made narrower (e.g.

participants selecting only dalmatians) with respect to the single-exemplar baseline. This

“suspicious coincidence effect” (SCE), that category narrowness is linked to the size of the

training sample, has been presented in favor of Bayesian inference in word learning. How-

ever this phenomenon is not uniquely consistent with Bayesian inference and is thus open to

alternative explanations, such as laid out in this chapter. Furthermore, the SCE is not the

only important factor which influences generalization in word learning. Spencer et al. (2011)

notes that because the implementation in Xu and Tenenbaum (2007b) assumes inference is

performed over an independently sampled distribution of attested referents, the Bayesian

account predicts that the order or manner in which training instances are received by the

learner should not have an effect on generalization. The likelihoods computed over some

sampled set of training objects are agnostic as to the sampling order. Xu and Tenenbaum

(2007b) does mention potential pragmatic effects of sampling on representations, “[a learner

may require] a sensitivity to the intentional and epistemic states of the speakers whose com-

municative interactions produce the examples observed” (see Xu and Tenenbaum (2007a)),
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but alluding to the idea of pragmatics does not actually specify a theory or mechanism by

which is this actually achieved.

Even when the number and identity of training objects is held constant, the timing with

which those items are presented to participants has a significant effect on behavior (Spencer

et al., 2011; Lewis and Frank, 2018).1 A series of experiments in Spencer et al. (2011) and

Lewis and Frank (2018) test two basic presentation frameworks in the same word learn-

ing task. Under simultaneous presentation all training objects are displayed simultaneously

along with the test-grid. This is the setup that Xu and Tenenbaum (2007b) used to origi-

nally measure the SCE: generalization is more narrow when given multiple training items,

compared to the single-exemplar baseline. When the same training items are given a single

label but displayed to participants in sequence rather than all at once, then generalization

is significantly broader compared to the simultaneous-presentation baseline, i.e. it is more

likely that all dogs are chosen rather than only dalmatians. Spencer et al. (2011) argued

that presentation-style interacts with, and may explain, the effect of training-number (SCE).

Lewis and Frank (2018) found no evidence for an interaction, but they did not analyze or

highlight that there is an independent effect of presentation-style. Put simply, both the

size of the training set as well as the temporal manner of presentation (PSE) have notable

independent effects on the meanings posited by participants (a point which is discussed in

depth in Section 3.2.) These two phenomena taken together (SCE and PSE) are difficult

to explain via a global evaluation model or without taking into account the Immediacy of

Computation and the mechanisms of visual comparison that this requires. I return to these

results in comparison to the output of the NGM in Section 3.4.

While the Bayesian inference model correctly predicts the SCE, the other findings, concern-

ing presentation-style in the data from Spencer et al. (2011); Lewis and Frank (2018), also

warrant explanation. There is no mechanism inherent to Bayesian inference which can ex-
1While Lewis and Frank (2018) demonstrate the lack of interference of presentation-style on the SCE

(i.e. the interaction between presentation-style and training-number on generalization) they do not test for
the main effect of presentation-style on generalization which is present in their data as well as Spencer et al.
(2011). See Section 3.2 for relevant analysis.
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plain a narrowing of generalizations when subjects are shown objects in short succession as

opposed to in parallel. If learners were applying Bayesian inference to maximize the proba-

bility of a hypothesized word meaning over global input, then a larger degree of subordinate

training items should necessarily correspond to an increased probability of a subordinate

word meaning independent of minor timing variations. The Bayesian account also predicts

that the SCE should grow as a function of sample-size (Xu and Tenenbaum, 2007b). If it

was suspicious to see three dalmatians given a single label, it should be far more suspicious

to see twice that many be labeled with the same word. Yet, even when doubling the number

of sequential training items from three to six, Spencer et al. (2011) found no significant

difference in generalization. Such findings “directly contradict the [Bayesian] model’s claim

that the likelihood of generalizing at a particular level is scaled exponentially by the number

of exemplars at that level” (Spencer et al., 2011). This is suggestive that the mechanism

underlying the SCE and PSE may not reside in reasoning over distributional statistics, but

results from the Immediacy of Computation, and the mechanisms of visual processing and

comparative reasoning (Spencer et al., 2011; Gentner and Namy, 2006) as under the NGM.

3.2. Robustness of the Presentation-Style Effect

The focus of recent literature (Spencer et al., 2011; Lewis and Frank, 2018; Jenkins et al.,

2021) has been on explanations of SCE and the factors that do (or do not) influence that

effect rather than on the question of word learning or generalization more broadly. It is thus

important to clarify some terminology and properly distinguish between the relevant main

effects from how they potentially interact. First, as defined in Section 3, the “suspicious-

coincidence effect” (SCE) is the effect that when single-item training trials are taken as a

baseline, then increasing the number of training items leads to significantly more narrow

generalization. Second, the “presentation-style effect” (PSE) is the effect that when the

number of training items is held constant, then the presentation-style (timing) with which

they are exposed to participants significantly affects generalization. Namely, sequential

presentation of training items leads to broader generalization than simultaneous presentation

of the same stimuli. Lastly, the “number-timing interaction” measures whether PSE and SCE
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interact, e.g. if SCE depends on PSE or not.

Lewis and Frank (2018) report the results from a number of variant experiments based on

the paradigm from Xu and Tenenbaum (2007b) and Spencer et al. (2011). In addition to

the two conditions discussed prior (training-number and presentation-style), another design

factor to consider is the order in which participants are exposed to experimental trials.

Since training-number is a blocked within-subject manipulation, each participant completes

the experiment in one of two possible orders: single-item trials first and multiple-item trials

second (1-3) or multiple-item trials first and single-item trials second (3-1). Lewis and Frank

(2018) find that, in line with the supplemental experiments reported in Spencer et al. (2011),

block-order has a significant effect on learning outcomes.

Lewis and Frank (2018) demonstrate the lack of interference of presentation-style on SCE and

present this as a rebuttal to Spencer et al. (2011), but Lewis and Frank (2018) did not test

for the main effect of presentation-style (PSE)2. In Section 3.2.1, I present an additional

analysis of the data from Lewis and Frank (2018). My analysis replicates the findings

reported in Lewis and Frank (2018), but additionally uncovers a robust PSE alongside SCE.

3.2.1. Analyzing data from Lewis and Frank

The data from Lewis and Frank (2018)3 encompass a number of different experiments and the

way in which these are analyzed or plotted can obscure crucial patterns. While originally run

as twelve separate experiments, a number of manipulations do not have a significant effect

on generalization behavior (e.g. same vs. different labels across words, trials grouped by

stimulus category or interleaved) and are thus not of primary interest. Here I analyze all the

data from Lewis and Frank (2018) together to evaluate the potential manifestations of PSE

and SCE. I fit a mixed-effects logistic regression to predict of basic-level generalization on
2Unfortunately Lewis and Frank (2018) is not the only paper to misinterpret the data from Spencer et al.

(2011). Jenkins et al. (2021) presents a model intended to capture the supposed “reversal of the suspicious
coincidence effect with sequential presentation.” When analyzed properly, there is no such reversal of SCE.
This only appears to happen if, as Lewis and Frank (2018) note, one were to confound timing and block
order: comparing the results of first-block sequential trials against second-block single-item trials.

3All data used analyzed in Section 3.2.1 is available here: https://github.com/mllewis/XTMEM/tree/
master/data

47



each trial using fixed effects of presentation-style, training-number, and block-order (along

with their interactions) and random effects for each subject and stimulus class (animals,

vegetables, vehicles)— the output of which is summarized in Table 3. When analyzing all

trials from Lewis and Frank (2018) (including both first and second-block trials) then there

is a significant main effects of presentation-style (PSE), training-number (SCE) and block-

order, along with a significant three-way interaction (Table 3). The same results hold if

generalization is alternatively coded as a gradient outcome as in Appendix B.2.

Predictor Coefficient Std. Error z P(>|z|)

(Intercept) -1.610 0.312 -5.155 <.001
Presentation-Style (PSE) -0.445 0.221 -2.016 0.044
Training-Number (SCE) 1.508 0.129 11.654 <.001
Block-Order -1.444 0.226 -6.387 <.001
Presentation x Number 0.214 0.246 0.870 .384
Presentation x Block -0.253 0.440 -0.574 .566
Number x Block -4.326 0.272 -15.903 <.001
Presentation x Number x Block 1.316 0.494 2.666 .008

Table 3: Data from Lewis and Frank (2018). Dependent variable is the outcome of broad vs.
narrow generalization on all trials. Mixed-effects logistic regression predicting generalization
based on listed effects as well as random slopes for subject and stimulus class. PSE and SCE
emerge as significant main effects along with a three-way interaction between Presentation-
Style, Training-Number, and Block-Order.

In order to investigate the shape of the three-way interaction, and in line with the obser-

vation from Lewis and Frank (2018) that block-order has a large effect on generalization

outcome, I held block-order constant for subsequent analyses. By looking only at the first-

block trials (that is the “3” trials in 3-1 ordered experiments and the “1” trials in the “1-3”

ordered experiments), we control for this ordering effect and can compare the differing re-

sultant basic-level generalizations between other conditions. For second-block trials I fit

a similar mixed-effects logistic regression (see Table 4) which shows no meaningful effects

of any training condition. Neither training-number (1 vs. 3 items) nor presentation-style

(sequential vs. simultaneous) has a significant effect on generalization during second-block

trials. This is very likely a task-effect: once participants are accustomed to the potential

hypothesis space and semantic contrasts (see Wang and Trueswell (2019) a direct manipu-
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lation of semantic contrast) they generalize only narrow meanings regardless of condition.

Adaptation to the generalization paradigm is, perhaps, unsurprising given language users

ability to rapidly adapt to systematic cues in other domains such as speech perception (e.g.

Caplan et al. (2021); Kraljic and Samuel (2006) as well as Chapter 2)) or syntactic process-

ing (Fine et al., 2013). Since neither SCE nor PSE manifest on second-block trials (and thus

diminish the size of those effects when analyzing all-block trials), I additionally analyzed

first-block trials on their own.

Predictor Coefficient Std. Error z P(>|z|)

(Intercept) -9.378 0.705 -13.297 <.001
Presentation-Style (PSE) -0.220 0.547 -0.403 .687
Training-Number (SCE) 0.009 0.546 0.016 .987
Presentation x Number -0.207 1.093 -0.190 .849

Table 4: Mixed-effects logistic regression predicting generalization outcome on second-
block trials (data from Lewis and Frank (2018)) based on listed effects (Presentation-Style,
Training-Number, Number-Timing Interaction) as well as random slopes for each subject
and stimulus class. Neither SCE nor PSE manifest on second-block trials.

The same mixed logistic model fit to predict basic-level generalization on first-block trials

(see Table 5) shows significant main effects of presentation-style (PSE) and training-number

(SCE), with no significant interaction between the two. As with the model fit over all data

these trends are robust to gradient vs. discrete coding (see Appendix B.2). While the

magnitude of PSE is larger in Spencer et al. (2011) compared to Lewis and Frank (2018),

the qualitative trend is consistently replicated between multiple labs and at high power

considering the large sample-size in Lewis and Frank (2018).

Predictor Coefficient Std. Error z P(>|z|)

(Intercept) -0.815 0.417 -1.957 .05
Presentation-Style (PSE) -1.091 0.410 -2.664 .008
Training-Number (SCE) 4.950 0.680 7.276 <.001
Presentation x Number 0.246 0.792 0.311 .756

Table 5: Mixed-effects logistic regression predicting generalization outcome on first-block tri-
als (data from Lewis and Frank (2018)) based on listed effects (Presentation-Style, Training-
Number, Number-Timing Interaction) as well as random slopes for each subject and stimulus
class. PSE and SCE emerge as significant main effects.
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Lewis and Frank (2018) is correct in noting that “SCE is robust to presentation timing” since

PSE and SCE do not interact in their data (contra Spencer et al. (2011) as well as Jenkins

et al. (2021)). However the findings from Spencer et al. (2011) are not moot: presentation-

style and training-number nonetheless both have robust and significant independent effects

on generalization, motivating a unified explanation from an explicit computation model such

as the NGM.

3.2.2. Presentation-Style and Learning in Similar Domains

Similar presentation-style effects have been observed in other generalization problems, sug-

gesting that presentation style is a robust phenomenon worthy of explanation. Children

are skilled at performing inductive reasoning by means of generalizing a limited piece of

evidence about one or a small sample of individuals (e.g. “this peach has a pit”) to an entire

category (“peaches have pits”) (Gelman and Markman, 1986). In such property projection

tasks, participants are provided with some fact about a set of objects in the same general

category (e.g. “These animals have type-Z blood inside”) as training. During testing, par-

ticipants are asked whether or not they think that same property is also present in some

novel object (e.g. “Does this other animal also have type-Z blood inside?”). Lawson (2014b,

2017) show that even when the training stimuli are held constant, the manner in which

they are presented to participants (3 year-olds in this case) induces a significant effect on

the outcome. In the Sequential condition, pictures of animals are presented individually,

attributed a novel property (“this animal has [property 1/2]”), and placed into a matching

pile. In the Simultaneous condition, items are not presented individually. Rather, both

samples are presented at the same time in two piles divided by property and described as a

total group: “these animals have [property 1],” while “those animals have [property 2].” As

in the word learning domain, sequential presentation of exemplars leads to higher rates of

broad generalization compared to an otherwise equivalent simultaneously presented set (see

Figure 7). When learners study two or more instances of the same concept side by side,

transfer to more remote instances or acquisition of a new category (Gick and Holyoak, 1983;

Meagher et al., 2017; Omata and Holyoak, 2012; Gentner and Namy, 1999) is more likely
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than when only one instance is studied at a time.

Figure 7: Proportion of broad property-projections based on sample size and presentation-
style (figure reproduced from Lawson (2014b) with permission). When presented simulta-
neously, the size of training has no effect on projection. When presented in sequence, the
rates of broad property-projection quickly approach a ceiling condition as the size of training
increases.

In fact, a wide range of cognitive tasks exhibit a difference in outcome based on the timing or

presentation-style of exemplars. In addition to the timing effects in Chapter 2 this includes,

but is likely not limited to, inductive category learning (Carvalho and Goldstone, 2015),

visual pattern differentiation (Lappin and Bell, 1972), the link between conceptual and visual

processing (Lupyan et al., 2010), visual identification (Shifflin et al., 1973), discrimination

learning (Lipsitt, 1961), relational reasoning (Son et al., 2011), orthographic processing

(Williams and Ackerman, 1971), and sensory preconditioning (Rescorla, 1980), etc. All of

these studies show important differences under sequential vs. simultaneous presentation of

stimuli. Taken together, these findings on presentation-style seem to reflect more general

issues in category learning, such that we should aim for a unified solution.

3.3. Naïve Generalization Model

Word learning is to construct mental representations of words. In considering the process by

which learners encounter input materials and extract potential meanings from that signal

(whether in natural settings or experimentally controlled contexts), I would like to highlight

a few design principles. This section highlights these properties (in line with the discussion

from Section 3.0.2) and introduces the Naïve Generalization Model (NGM) as a formal
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implementation of the word learning as category formation theory.

Under the NGM, word learning is a dynamic process whereby potential meanings are built

incrementally. The set of potential hypotheses that might be derived from a given input is

large, but in practice, learners are quick to converge on the correct one most of the time

(and only a limited number of active hypotheses are actually considered). I argue that this

is due not to the inherent virtue of individual meanings in context, but arises from largely

mechanistic means. Statistical trends present in the input may not end up manifesting in

cognitive representations depending on properties of the learner (e.g. visual attention) or the

learning environment (e.g. presentation-style). Hypothesized representations are generated

and only locally revised (as needed) based on input data.

The NGM operates by generalizing semantic representations over “features.” These rep-

resentations are compared against any subsequent data—also implemented as bundles of

features—and potentially updated. This internal representation is consulted whenever the

word is heard, and in experimental forced choice tasks like the present paradigm, used to

select closely matching objects. I discuss these components of the model in turn in Sec-

tions 3.3.1 through 3.3.3. By specifying a mechanism by which mental representations of

words are both constructed and evaluated, the NGM is able to capture both supposedly

rational phenomena such as SCE as well as comparatively arbitrary phenomena like PSE.

3.3.1. Features

The NGM implementation of “features” follows the classic literature on categories (Smith,

1979; Smith and Medin, 1981; Medin et al., 1987) by representing concepts as salient fea-

tures/properties. What I call “features” are simply properties that hold for some item

(Murphy, 2004). While any two properties may be equally true of an object, in the sense

that they are formal operators, it should be clear intuitively that some properties are more

salient than others. Consider the number 73. It is probably easier to determine that 73 is

odd than it is to determine that 73 is a prime; it is not that its prime-ness is less valid than

its being odd, rather it is simply a matter of salience (i.e. how noticeable it is in a particular
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context).

To simulate the degree to which a property is noticed by a learner, I model two Gaussian

distributions over salience. These “salience distributions” differ only in mean; one for fea-

tures with elevated prominence (here the driving force behind the basic-level bias)4 and

one for all other features. Not to be misconstrued as an explanation of visual processing

itself, these salience distributions are akin to an abstract placeholder: a way of formally

implementing the notion that some levels of generalization are privileged compared to oth-

ers. More complete featural or visual theories (see Johnson and Mervis (1997); Schyns and

Gosselin (2002) for instance) or the shifting distribution of attention based on communica-

tive grounding (Steels and Belpaeme, 2005) may offer insight into what drives some level

of generalization to manifest as “basic” rather than others, but the NGM captures the way

in which categorization and word learning functions to be more narrow or more broad with

respect to this baseline condition, regardless of how it is defined. The main point here is

that not all features are created equal.

When a learner encounters a new word, the model samples from the appropriate salience

distribution for each feature present. The result is a mental representation as a gradient

vector of features (Equation 3.1). Features are discrete, but learners represent them by

assigning and updating probabilities over such feature values. As with any probability

values, these mental records are allowed to range on a gradient between zero and one. The

upper-bound of one is intuitively important because, conceptually, this corresponds to the

feature being as present mentally as it is in the physical world. The learner iterates over the

items displayed (if more than one present) and each feature present in the real world will

be stored in mental representation at a proportion relative to that feature’s salience.

Such discussion of “features” or properties need not be limited exclusively to low-level per-

ceptual information. Rather, the NGM is able to operate over any kind conceptual or visual
4This is not intended as an explanation of the basic-level bias per se but is encoded much the same way

that basic-level hypotheses are given higher prior probabilities under the Bayesian inference account. Both
models attempt to explain the conditions under which learners deviate from this baseline.
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units which may be further built up throughout development. It is the process of word

learning to create rich category representations from existing parts. I would stress though

that this generation process is local and non-deterministic, so not every possible competitor

hypothesis is necessarily activated given a fixed set of stimuli.

To state the process of feature extraction more formally, a vector representation R is com-

puted for a label w based on an example set of training items T by sampling all features fi

in T with salience S(f). This is adapted from classic approaches to category membership

calculation (Smith and Medin, 1981).

Rw =
∑
t∈T

S(fi), 0 < i < |tp| (3.1)

tp is the set of features (or properties) of the item t. S(f) is the salience function for a feature

f , which returns a value sampled from the normal distribution with mean µ (dependent on

f). While features for an object in the world are implemented as formal operators, the

mental stored values for a given feature are gradient. The NGM sums the values of each

present feature until reaching the ceiling condition (of 1.0). This is in line with previous

featural implementations of categories, e.g. (Kruschke, 2008, pg. 287): “the simplest way

[to learn associative strengths] is adding a constant increment to the weight whenever both

its source and target node are simultaneously activated.” I discuss this weighting of features

further in Section 3.3.2.

The only restriction placed on learning by feature sampling in the NGM is one of consistency.

Since some features are necessarily in conflict with one another—no object is both [+round]

and [+square]—we would like a learner to not represent both such features within the

meaning of a single word. Once a feature has been sampled with salience above a “semantic

incompatibility” threshold, any other features which would be in semantic conflict with that

are not added to representation. An outline of the feature sampling process and subsequent

category determination for novel objects is diagrammed in Figure 8.
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Figure 8: Computation of mental representation from single training example and subse-
quent comparison to test objects. Values are schematic and for illustration only.

3.3.2. Learning

When trained on a single exemplar, the experimental finding (Xu and Tenenbaum, 2007b;

Spencer et al., 2011; Lewis and Frank, 2018) is that learners’ most likely generalization is to

the basic-level. This is driven by the privileged status of certain features for generalization

over others (and is effected by factors such as the prototypicality of features (Emberson

et al., 2019)). When training objects are initially presented simultaneously then a hypothesis

category can be formed in a single shot. Thus, when they are co-present, the function which

extracts features from a scene is able to compare exemplars directly to exemplars. When
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features are activated multiple times, they are more likely to be encoded in the category

representation (Smith and Medin, 1981; Kruschke, 2008). The notably rapid ability of people

to extract accurate estimates from a set is well-discussed in the literature on ensemble

perception (Ariely, 2001; Whitney and Yamanashi Leib, 2018). Properties which, when

encountered in isolation, would not have a significant effect on stored meaning can, through

this combination, lead to more narrow generalization. The NGM’s mechanistic account of

featural weighting thus makes the same predictions as Bayesian inference with respect to

SCE under simultaneous presentation. A typical path from labeling to representation in

parallel presentation trials is diagrammed in Figure 9a.

When the same stimuli are presented in sequence rather than in parallel, learners’ general-

izations are more broad (Spencer et al., 2011). Even though training objects may be shown

to learners multiple times, the learner can construct an initial hypothesis only once. After

an exemplar has disappeared from view then, due to the Immediacy of Computation, the

learner can only refer back to it by consulting some mental representation for the presented

word. Once a mental representation exists, there is no onus to change it significantly so long

as subsequent objects picked out by the word are congruent with what has been stored. This

process is analogous to localist models of referent mapping (Stevens et al., 2016; Trueswell

et al., 2013). Learners generate a hypothesis and either stick with it if evidence is consistent,

or move to a new hypothesis (or otherwise incorporate updates) when faced with inconsis-

tent evidence. When subsequent training instances appear, the original exemplar(s) are no

longer present, with only the generated category representation remaining. This means that

learners are comparing new exemplars to a category representation rather than directly com-

paring exemplars with each other. Since all of these trials concern levels of generalization,

no new training item will disprove an over-generalized hypothesis. Therefore, learners will

simply continue along with whatever initial hypothesis was created. Repeat exposures in-

crease a learner’s confidence in the hypothesized meaning rather than triggering any change

in the word’s internal contents. This continues until some “convergence point” is reached

and a semantic representation is more or less fixed. Such a convergence point is a required
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component of any model of word learning. The cause of the “basic-level bias” on sequential

presentation trials is the same as in the single-exemplar trials: certain types of features

lead to privileged levels of generalization. A typical path from labeling to representation in

sequential presentation trials is diagrammed in Figure 9b. While statistical trends may be

latently present in the input distribution, such patterns may remain unnoticed unless they

relate back to whatever initial guesses were hypothesized by the learner.

(a) Typical path of meaning extracted from parallel-
presentation trial. All exemplars contribute to ini-
tial hypothesized meaning.

(b) Typical path of meaning extracted from sequential-
presentation trial. Subsequent “training” stimuli do
not affect initial hypothesis so long as consistent. If
inconsistent, then a new hypothesis is generated (not
depicted here).

Figure 9: Algorithmic flow charts highlighting some possible paths of NGM behavior. This
illustrates the common difference in experimental outcome under parallel (left) and sequen-
tial (right) presentation of stimuli.

In conceptualizing of word learning as a process of category formation, processing of stim-

uli is qualitatively different before and after an initial hypothesis representation has been

generated—much as we saw with the processing of speech relative to temporal order in

Chapter 2. Upon initially encountering referents, when there are no prior hypothesized
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meanings to compare against, a representation must be created. At future instances of the

word’s usage, however, the learner must decide whether this new token is consistent with the

current mental representation or not. If the prior hypothesized representation is inconsis-

tent with current input, then an alternative hypothesis is created. When subsequent input

is consistent with the prior hypothesis, then the multiple “trials” across sequential presenta-

tion do not necessarily impart any change to the internal contents of the word’s represented

meaning. Rather it is the learner’s confidence in that hypothesis which gets increasingly

solidified.

When items are presented in sequence, only salient features are likely to be encoded in

representation. This “sparse” representation corresponds to a broad category generalization.

Simultaneous presentation, on the other hand, joins all the shared features between presented

items (Gentner and Namy, 1999; Rescorla, 1980; Lawson, 2017). This combined weighting

of otherwise non-salient features leads the representations to correspond to more specific,

narrow categories.

3.3.3. Computing distances

The NGM makes a distance calculation between any new objects and extant mental repre-

sentations. The comparison of that distance value to a fixed parameter threshold determines

category membership. In linear algebra terms, this is formally equivalent to projecting the

vector of object features t into the subspace of the representation r and taking the l1-norm.

This calculation, adapted from Smith and Medin (1981), can be written out more mechani-

cally as follows in Equations 3.2 and 3.3:

D(r, t) =
∑

n∈rindices

q(rn, tn) (3.2)

q(rn, tn) =


rn − tn if rn ≥ tn

0 if rn < tn

(3.3)
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Unpacking Equation 3.2 a bit, this simply states that to compute a distance between a

mental representation r and some (test/training) item t, the NGM sums up the gap between

features in mental representation (rn) and corresponding properties (tn) in the at-issue

item. In Equation 3.3 we see that there is a distance penalty for any feature present in

the mental representation r that is missing in the test object t under consideration. The

size of this penalty is the salience of that feature in mental representation. However, there

is no cost incurred for features which are present in a test item but are missing in the

mental representation of a class. This asymmetry should be intuitive: representations are

by definition abstractions, and thus more sparse than actual items (which can be defined

under any number of properties). Every object in the world is going to be perceived as

having some color value, but that color may play no role in these items membership in the

of various categories being learned here. See Figure 10 for a schematic of this evaluation

function. An example of the full word learning experimental calculation is given in Table 6.

Figure 10: Implementation of distance computation between an object and mental repre-
sentation under the NGM
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Object Features Distance
Training
(“Look, a wug”) Dalmatian (A:1, B:1, C:1, D:0) N/A

Stored Category Representationwug (A:0.3, B:0.8, C:0.3, D:0) N/A

Bee (A:0, B:0, C:1, D:0) 1.1
Testing Dalmatian (A:1, B:1, C:1, D:0) 0.0
(“Select the other wugs”) Poodle (A:0, B:1, C:1, D:0) 0.3

Truck (A:0, B:0, C:0, D:1) 1.4

Table 6: In this toy example, the initial training set contains a single instance of a dalmatian
with features (A:1, B:1, C:1, D:0). From this, the learner extracts a mental representation
of (A:0.3, B:0.8, C:0.3, D:0). During testing, a few potential items are all compared against
mental representation in order to select category members. Only values present in mental
representation but missing from the evaluated items incur a penalty. If the maximum
category cutoff were 1.0, then both the dalmatian and the poodle (shown with shaded
background) would be selected in this case.

3.4. Modeling Results

3.4.1. Scoring

The crux of the category generalization problem is that items within each narrow class are

hierarchically nested in other, more broad, categories as well. A “poodle” is a “dog” is an

“animal.” However, the scoring methodology adopted by previous work on this task (Xu

and Tenenbaum, 2007b; Spencer et al., 2011; Lewis and Frank, 2018), assesses the matches

to a specific level of generalization (subordinate, basic, or super) independently.5 On the

test-grid in such experiments, a given training object will then correspond to two uniquely

subordinate-matches, two uniquely basic (non-subordinate) matches, and four uniquely su-

perordinate (non-basic) matches. The mean proportion of generalization to each category

is then computed over those totals. “For example, if a participant picks the 2 subordinate

matches, it is scored as 100% subordinate generalization. Independent of that, if a partici-

pant additionally picks 1 basic match, it is also scored as 50% basic generalization. Likewise

choosing 3 superordinate matches is tallied as 75% superordinate generalization” (J. Spencer,

personal communication). For consistency and comparability of evaluation, I implemented
5I would like to thank John Spencer (PC) for helpful communication clarifying the methodology used for

scoring.
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the same scoring methodology as previous work (Xu and Tenenbaum, 2007b; Spencer et al.,

2011; Lewis and Frank, 2018). Scoring for each level of category generalization is done by,

in each trial, dividing the number of objects selected by the participant (or model) by the

total number of possible objects for that level in the test-grid. Below I report two evaluation

schemes to compare NGM performance to the empirical results.

3.4.2. Parameter-independent Evaluation

In order to properly evaluate a computational cognitive model, we should note which as-

pects of the empirical data we deem important for theoretical explanation. The evidence

that results from experiments such as Xu and Tenenbaum (2007b); Spencer et al. (2011);

Lewis and Frank (2018) is informative largely on the basis of indicating which experimental

conditions drive a significant difference in participant performance, rather than the exact

percentages involved. Whether the magnitude of PSE or SCE is 15% or 30% is of little

relevance, since it is the presence of the effect that we are primarily concerned with. Thus

just as it is important for a cognitive model to be able to capture precise output given the

right parameter values, it is also crucial to determine the degree to which qualitative effects

of model performance are driven by factors internal to the model itself or dependent on

specific parameter settings.

To investigate the parameter-independent performance of the NGM, I measured the pro-

portion of parameter configurations which result in qualitatively the same trends as human

empirical output from Spencer et al. (2011); Lewis and Frank (2018). This is assessed in

two parts, one for SCE and one for PSE. First, following Spencer et al. (2011), I measured

SCE on simultaneous-presentation trials. I defined the SCE as “present” if the proportion

of basic-level selections was substantially lower in the multiple-item trials compared with

single-exemplar trials. Second, PSE is defined such that sequential presentation results

in substantially more basic-level selections compared parallel presentation (while holding

constant the number of training items.) “0.15” was chosen as the cutoff for a “substan-

tial” difference for these tests as it is representative of empirical standard deviations in this

paradigm. Both required conditions for qualitative evaluation are summarized in Table 7.
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Trial Type Level of Basic Generalization Interpretation

Single Object Baseline Basic-level Bias

Simultaneous At least 0.15 lower than Single Suspicious Coincidence Effect

Sequential At least 0.15 greater than Simultaneous Presentation-style Effect

Table 7: Major patterns to be captured by models of word learning and generalization. Both
the size of the training set (SCE) as well as the temporal manner of presentation (PSE) have
reliable effects on the meanings posited by learners. “0.15” represents the typical standard
deviation from results in Spencer et al. (2011)

With multiple parameters in the NGM, a large number of configurations are possible for the

model to be seeded with. I evaluated 1024 different parameter configurations each run with

1000 simulated “participants.” The output trends of the NGM matched the above criteria

for human performance on all runs. The qualitative trends required to be captured by the

model are, on the whole, independent of individual parameter setting.

3.4.3. Parameter-tuned Evaluation

Parameter tuning, and subsequent testing, of the NGM was performed by feeding in ab-

stracted versions of the same input data from Spencer et al. (2011) and scoring the resultant

output like the empirical findings. There are seven different trials types (single exemplar

trial, three trials with objects presented in parallel, and three trials with objects presented

simultaneously) to model, and each experimental condition includes three output propor-

tions (subordinate, basic, and superordinate level generalizations) for a total of twenty-one

output means to be compared. To ensure fair evaluation (and avoid over-fitting), I trained

the NGM on three of the seven different trial types— training over a single exemplar, train-

ing over three basic-level matches in parallel, and training over three basic-level matches in

sequence. These conditions are shown in red in Table 11. Testing was then performed on all

experimental conditions from Spencer et al. (2011) varying the hierarchical organization and

presentation-style of the input. Parameter tuning was performed by running a five-way step-

wise (step size = 0.1) grid search of 1024 configurations (two salience distributions means,

salience standard deviation, distance threshold, semantic incompatibility parameter). 6

6Parameter tuning here is simply a method for assessing model fit and relative power, and should not
be interpreted to reflect any measure of cognitive development. That being said, I report the final tuned
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Figure 11: Chart of all seven training configurations. Conditions used for parameter tuning
shown in light red. Time during training is indicated within each block vertically; the objects
in the parallel condition are co-present at the same time, while the “sequential” trials training
objects are never co-present.

For each trial, there are three different generalization levels (sub, basic, super), each with a

different proportion. To compute the distance from a parameter setting for the model and

the empirical data, I summed the absolute value of the difference for the proportion for each

level. Each trial configuration was run with 1000 simulated “participants” in the NGM. Even

when tuned on only three out of seven of the experimental trial configurations, the model

fit is very strong as shown in Figures 12 through 14. The mean divergence per trial between

the experimental data and the output of the model is 0.049. 96% of trial configurations were

within a single standard deviation of the empirical finding.

Overall, the output of the NGM is strongly consistent with human performance on gener-

alization tasks in word learning. The model matches the general empirical trends of note

independent of individual parameter values. When tuned on a training set, the output of

the NGM has a mean divergence of approximately 0.05 per trial condition compared to the

empirical finding. This is within a single standard deviation of human performance 96% of

parameter values in Appendix B.1 (Table 24) as they are potentially useful for replication.
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Figure 12: Training on a single item. Experimental results from Spencer et al. (2011) are
shown in gold. Output of NGM in grey. Bars indicate standard deviations.

(a) Subordinate training items—
e.g. all dalmatians

(b) Basic training items—e.g. all
dogs

(c) Superordinate training items—
e.g. all animals

Figure 13: Training items presented in sequence. Experimental results in gold. Output of
NGM in grey. Bars indicate standard deviations.

(a) Subordinate training items—
e.g. all dalmatians

(b) Basic training items—e.g. all
dogs

(c) Superordinate training items—
e.g. all animals

Figure 14: Training items presented simultaneously. Experimental results in gold. Output
of NGM in grey. Bars indicate standard deviations.
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the time. Several general patterns are captured here; the strong basic-level bias in general-

ization from a single, labeled training instance, the SCE that an increase to training-number

leads to narrower generalization, as well as the PSE that sequential-presentation facilitates

broader generalization than simultaneous-presentation. While for practical reasons the NGM

was evaluated on a set of seven particular experimental conditions7, the underlying trends

in generalization are robust under numerous related conditions (Gentner and Namy, 1999;

Lawson, 2014b; Spencer et al., 2011; Lewis and Frank, 2018).

There are a few cases in which the NGM shows some divergence from the empirical output.

The model’s rate of superordinate generalization given a parallel presentation of basic objects

is near zero; while the experimental data for such a case is around 0.15. Additionally the

model’s rate of generalization to any level given multiple superordinate objects as input is

roughly uniform (at approximately 0.85 - 0.92). The empirical pattern is a slight declination

from 0.91 subordinate-generalization to 0.75 superordinate-generalization. One potential

explanation for this might be in the variance over both individual items as well as by

participants. In particular, the range of variation in human participant responses is quite

large. The standard deviation for superordinate object training cases varies from a low

of 0.17 to nearly 0.3. This is a result both of cross-participant variation as well as item-

level differences. Baseline rates of broad generalization are highly variable and governed by

the prototypicality of the individual subordinate objects with respect to their containing

class (Wang and Trueswell, 2017; Emberson et al., 2019). In Wang and Trueswell (2017)

this ranges from a SCE gap of 50% for “dalmatians” being generalized to “dogs” whereas

that effect is as low as 10% or even absent in the case of “goldfish” compared to “fish” or

“monarch butterflies” compared with “butterflies.” A better grounding of individual item

prototypicality and feature salience (Johnson and Mervis, 1997; Schyns and Gosselin, 2002)

may explain these performance gaps.
7All the modeled experimental data was taken from first-block trials in order to avoid the effect of block-

order uncovered by Lewis and Frank (2018) as well as the supplemental experiments in Spencer et al. (2011)
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3.5. General Discussion

The problem of word learning highlights many of the interesting complications in language

acquisition. From speech segmentation, to morphological analysis, to referential disam-

biguation, to the current question of semantic generalization, this is a task which should

be extremely difficult (Quine, 1960) yet, in general, proceeds smoothly. The problem is

certainly constrained by a range of cognitive biases which serve to effectively narrow the

search space (Markman and Wachtel, 1988; Merriman et al., 1989; Markman, 1989; Gervain

et al., 2008; Baldwin, 1991), yet an enumeration of such biases does not provide a mechanism

underlying the acquisition process.

One of the contributions of the Bayesian program to cognitive science is that it formally

implements a set of computations that can capture intuitions about statistical reasoning

and makes related predictions. However, computation is contingent on the representations

that have been posited so far. While the Bayesian inference account correctly predicts SCE,

it cannot straight-forwardly account for other empirical effects such as PSE. This problem

arises because the computations under Xu and Tenenbaum (2007b) are fundamentally a

method for “hypothesis evaluation” without specifying the internal contents of the represen-

tations or how they are derived. In the end, it is the combination of representations and

the computations performed over them that drive learning. These mental representations

are unavoidably derived from the input but may diverge in systematic ways, particularly

in light of the Immediacy of Linguistic Computation. Accounts at the computational-level

that operate only via statistical trends will naturally miss some of the puzzle.

The Naïve Generalization Model (NGM) presented in this chapter offers an explanation of

word learning phenomena grounded in category formation (Smith and Medin, 1981; Medin

et al., 1987). As I argue, word learning is fundamentally to construct mental represen-

tations of words rather than strictly evaluate them. This does not necessarily maximize

global probability of the output vocabulary, but rather the evaluation metric for meanings

functions only over what is generated from input by the learner. The NGM explains the
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mechanisms behind generalization for word learning in a manner that is consistent with and

complementary to localist models of referent mapping(Stevens et al., 2016; Trueswell et al.,

2013). Taken together, a more complete picture of word learning begins to emerge.

While the NGM was evaluated over the output of a particular experimental paradigm, the

phenomena captured here (SCE and PSE) are a natural function of real-world learning

contexts. Sometimes a child will encounter an object in isolation or across time, in other

cases a group of referents is encountered together. This effect of timing in particular should

not be surprising in light of the Immediacy of Computation. This is not to overlook the

limits to the experimental paradigm employed by Xu and Tenenbaum (2007b); Spencer et al.

(2011); Lewis and Frank (2018). Since the test-grid was always co-present with at least some

training item, it is unclear how long the learning from this paradigm actually persists. In fact,

data from Wang and Trueswell (2019) indicate that the particular competitors present in the

test-grid have a notable impact on learning outcomes. Looking at a variety of inputs that

learners receive (MacWhinney, 2000; Smith et al., 2015) can establish how such paradigms,

and the findings based on them, map well onto or deviate from naturalistic contexts. Future

work should also aim to connect the NGM as a model of word learning to the more general

case of the mechanisms used for hypothesis evaluation for “structural” problems like the

acquisition of argument structure (Naigles and Terrazas, 1998; Matsuo et al., 2016).

The training and testing images used in these studies were also pictures of natural objects.

This presents a few potential limits. First, participants were already familiar with these

natural objects, so it is difficult to factor out how big a role prior knowledge played in their

test selections. Second, the “features” that can be described for such natural categories,

and were available to the model, are essentially placeholders—and it may never be fully

solved what the internal contents of conceptual representations really consists of. New

studies using artificial stimuli or an independent measure of visual salience would allow the

NGM to posit more precise predictions. Looking ahead, Chapter 4 presents findings from a

novel eye-tracking paradigm which aims to address many of these issues and connect more
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closely to studies of category learning and visual attention (Rehder and Hoffman, 2005a).

Despite these limitations, the NGM provides a concrete mechanism for how words invite

the creation of categories (Waxman and Markow, 1995; Waxman, 2003) and makes clear,

testable predictions not only about the end state of word learning but also how and when

learners update their intermediate representations over time. We do after all aim to reach

past the what of word learning to understand the how.
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CHAPTER 4 : Selective Attention and the Intermediate Representation of Word

Meanings

The trouble is that an observer who notices everything

can learn nothing for there is no end of categories known

and constructible to describe a situation.

Lila Gleitman.

Concepts are the building blocks of cognition. They are also an invisible yet inexorable

filter: we do not have direct access to the external world, save through the lens of our

mental encoding of it. This is particularly salient in light of the Immediacy of Linguistic

Computation. Perceptual signals are inherently ephemeral: if cognitive computations are

not made over transient and shifting information as it occurs, they cannot be made at

all. Although this process appears seamless, we can interact with and reason over only the

mental representations that emerge from the other side of this bottleneck.

I will argue in this chapter (as I do in the dissertation as a whole) that this local computation,

limited to a category-based representation, is a benefit rather than a detriment to language

processing and acquisition. As Lila Gleitman noted eloquently: “The trouble is that an

observer who notices everything can learn nothing, for there is no end of categories known

and constructible to describe a situation” (Gleitman, 1990). Our cognitive systems’ ability

to represent and process input, to organize the sensory rip tides, the “blooming, buzzing

confusion” (James, 1890) of perceptual experience and delineate sensible mental order is

accomplishable only through the abstraction of categorization.

Perhaps the most concrete avenue to the study of mental categories is through the learning of

words. Chapter 3 introduced a model of word learning grounded in category formation—the

Naïve Generalization Model (ngm). The NGM explains the mechanism by which hearing

novel words invites a learner to create a new category from component “features.” This is

importantly different from the Bayesian theory of word learning because, under the NGM,
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word meanings are generated by the learner rather than only selected for. Once a repre-

sentation for a novel word has been generated, the learner is able to evaluate subsequent

labeled objects with respect to this hypothesized meaning. This process is “naïve” in the

sense that it does not optimize for any particular global value, with attention paid only to

the local creation and evaluation of word meanings rather than statistical inference calcu-

lated in terms of a total distribution of input. While the NGM is able to capture a range of

experimental findings from the Immediate Generalization Paradigm (Xu and Tenenbaum,

2007b; Spencer et al., 2011), that particular paradigm faces certain limitations which I hope

to address here. At the same time as addressing those experimental issues, I aim to test fur-

ther predictions of the NGM—relating to the time-course of learning and the intermediate

stages of representation— in contrast with statistical or evaluation-based accounts.

4.0.1. Design Constraints on Word Learning

In previous experiments regarding generalization in word learning (Xu and Tenenbaum,

2007b; Spencer et al., 2011), participants were provided with an unambiguous word-label

for a set of one or more objects. Given a test-grid of other referents, we can probe what

level of generalization a learner has posited for the novel word-label by measuring subsequent

selections from the test ‘world’. While informative, this suffers from several limitations.

First, there is no time-course of learning in such experiments. Since at least some of the

training stimuli are always co-present with the test-grid, it is unclear if semantic general-

izations made in these experiments persist across time. In such cases, we would like to

make inferences of the underlying mechanism used for word learning but have access only

to the end result of generalization. We lack information about the path which brought a

participant to such a generalization. Separating training and testing phases should aid in

this as well as likely providing a more realistic approximation of real-world word learning

conditions. What’s more, the particular “filler” objects available in the test-grid impose dif-

ferent meanings indirectly based on their contrastiveness to the word being learned (Wang

and Trueswell, 2019).
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Second, since previous experiments have used photographs of common objects as stimuli, this

has the potential to conflate the creation of a semantic category from the act of assigning

a novel label to an existing category. Particularly, since the NGM hopes to explain the

category formation aspect of word learning, it motivates the use of artificial stimuli which

participants would have no prior exposure to or semantic categories over. While some

work has shown that behavior regarding homophony is consistent when learning from either

natural or artificial stimuli (Dautriche and Chemla, 2016), this has not been directly studied

for the presentation-style effect. I would like to further advance this by using stimuli built

from a limited set of spatially separated features. This allows the use of selective attention

via eye-gaze to be taken as a measure of semantic representation during learning.

It is important that the measurable output on experiments like Xu and Tenenbaum (2007b)

are object selections at the end of learning. For instance, in one condition participants tend

to select all the dogs from a general test domain, while in another condition they select

only the dalmatians. Researchers can make inferences regarding the internal representations

corresponding to a learned word, but this paradigm does not provide direct evidence as

to the mental path or time-course over which such semantic generalizations emerge. This

is particularly important given the significant effect which temporal presentation has on

learning (Spencer et al., 2011; Carvalho and Goldstone, 2014; Lawson, 2017).

The current experiment aims to test predictions made by hypothesis generation accounts like

the NGM in comparison to the statistical evaluation view through the use of eye-tracking

in a novel word learning task. The experimental paradigm uses artificially created stimuli

with spatially distributed features. Through this we can probe the way that novel categories

are formed (during a process of word learning) rather than simply a mechanism by which

phonological labels are assigned to existing categories. As attention and eye-movement are

tightly linked (Deubel and Schneider, 1996; Henderson, 1992), we can use eye-gaze to probe

the encoding and processing of individual features, enabling the measurement of the time-

course of intermediate representations (intentions) throughout learning rather than simply
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their selections (extensions) at the end of learning. The particular manipulation of interest

is the role of presentation-style of stimuli (either in parallel or in sequence) and its role on

generalization in word learning.

This chapter is hardly the first to employ this kind of stimulus structure to study category

learning. Since at least Shepard et al. (1961) there has been an effort to understand how

category structure affects learning and categorization. In a classic paper aimed at distin-

guishing exemplar and prototype representations of concepts, Medin and Schaffer (1978)

constructed the “5-4 category structure” which represents stimuli as objects comprising two

opposing categories and varying along four binary-valued dimensions. Since then, many

subsequent papers have utilized the same kind of category structure; see Smith and Minda

(2000), for an extensive list of references.

This chapter is also not unique in using eye-gaze as a measure of selective attention; see

for instance (Rehder and Hoffman, 2005a,b, among others). However Rehder and Hoffman

(2005a,b) and studies like it, following Shepard et al. (1961), typically involve dozens of

repeat exposures to instances of the to-be-learned category along with supervised feedback

(including the labeling of instances when the learning is wrong in their categorization).

This crucially differs from the type of input from which words—and natural language more

broad—are acquired. It is well understood that children receive virtually no actionable

negative evidence acquisition (Brown and Hanlon, 1970; Braine et al., 1971; Bowerman,

1988; Marcus, 1993). Explicit feedback— in the form of overt corrections or other behavioral

cues— is relatively rare, and crucially unreliable. Thus it is important for studies of word

learning to reflect the real constraints and design principles of the problem at hand. This

motivates a new paradigm which combines the desirable elements of category learning studies

with the constraints of word learning, letting us probe the generation and evaluation of

meanings as they unfold over well-controlled stimuli.
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4.0.2. Hypothesis Generation vs. Evaluation

Beyond the particular details of the NGM or the Bayesian inference theory in particular,

I contrast two broad classes of theories: hypothesis generation and statistical evaluation.

While of course any account in some sense requires both the generation and evaluation

of hypotheses, these theories differ in where the “heavy lifting” resides—whether this is

primarily in the representations, or the types of computations that are performed over

them.

On the generation theory, learning is constrained by the immediacy of linguistic computa-

tion. Learners do not and cannot store a record of all the underlying signal. Occurring

features are only retained as part of an initial categorization decision (e.g. the initial hy-

pothesis in the NGM, or the way that speech is represented in terms of an activation over

discrete categories in Chapter 2). The subsequent evaluation procedure is “lazy,” operating

only over the intermediate representation (current hypothesis) under a “good-enough” met-

ric: if future referents appear consistent with my guess, then keep it, otherwise try something

else. There is no global optimization to find the “best” hypothesis over the entire input set.

On the statistical evaluation or accumulation theory, learners attempt to sample a record

of the total input data. When encountering subsequent referents, all the features could be

attended to in order to update the statistical occurrence record. This record can then be used

to perform subsequent inference (whether via Bayesian updating or another scheme). This

is unlike an exemplar model, which actually represents the final category as a combination

of all the instances that belong to that category (Brooks, 1978; Estes, 1994; Hintzman,

1986; Kruschke, 1992; Lamberts, 2000). Yet, the accumulated evidence required to evaluate

different hypotheses (the intermediate representation for a Bayesian model) looks quite

similar: a sample taken from the whole input distribution.

These two accounts thus differ quite starkly in the intermediate representations that they

predict to occur throughout the learning process. On the hypothesis generation account,

learners posit and evaluate a single representation, without storing the direct evidence which
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led to that belief. The generation of hypotheses from locally available input is the primary

bottleneck to word learning rather than the method by which such hypotheses are evaluated.

On the hypothesis evaluation account, learners need to accumulate evidence throughout

learning prior to its subsequent filtering.

In the remainder of the Chapter, I introduce and present results for a new eye-tracking

paradigm for semantic generalization in word learning. This paradigm combines many of

the desirable properties from previous work on category learning while imposing the de-

scribed constraints required for word learning, including limited training instances and no

supervised feedback. By using artificial stimuli with spatially distributed features and a

division between training and testing phases, I can probe the way that novel categories

are formed during word learning, rather than simply the mechanism by which phonological

labels are assigned to existing categories. The use of eye-gaze as a proxy for selective at-

tention to individual features serves as a method to study the time-course of intermediate

representations throughout learning. This supports more directly testing the predictions of

a hypothesis generation account (such as the NGM) in contrast with a statistical evalua-

tion/accumulation account of word learning.

4.1. Experiment

4.1.1. Design

Participants were taught a total of eight words. The learning set was composed of two words

in each of four “blocks” —one for each domain of stimuli (birds, bugs, houses, submarines)

in counter-balanced order. Each block was divided into several phases: familiarization,

learning/training (in one of two experimental conditions), and testing. The cover story told

to participants was that they are going to virtually visit the lost world of “Atlantis” and

learn some of the language used there. In this way, subjects knew they are going to be

exposed to a language which differs from English but without preconceived notions of the

properties of such a language. What’s more, they could expect to see novel or foreign objects

but understand that their grouping by words reflects a reasonably human and non-arbitrary

pattern.
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In the familiarization phase, participants were shown a “scene from atlantis”: a grid consisting

of a random sample of twenty-four objects from the current domain. This was displayed

for a period of twenty seconds over two slides (ten seconds per slide, and twelve objects per

slide). This was intended to give participants a sense of the potential contrasts and features

present in each domain prior to their exposure to any word learning instances.

In the training stage, each subject learned two words per block (for a total of eight words

overall) in an ostensive labeling task. Every word learned is underlyingly defined in terms

of two relevant features (RF), with the other three features in free variation (or NF for “not-

relevant feature”). For example, a type of bug might have [+RoundHead,+FourLegs] while

varying in terms of Tail, Wings, and Body. See Section 4.1.2 for details on the stimulus

construction. The spatially centered “middle” feature was always in free variation, and

thus never a defining characteristic. Each word was assigned a randomly chosen disyllabic

nonce-word audio label (see Appendix C.1 for the full list) and presented to participants

in alternation. Subjects heard/saw each word in interleaved order: i.e. Word1, Word2,

Word1, Word2, etc. Each audio label was played twice (one second apart) and participants

were shown an instance of an object(s) from the corresponding category. The training for

each word consisted of five different labeled instances. Objects were ordered such that the

first three never accidentally shared the same value on any of the features that were in

free-variation (NFs).

The definitions for each word were randomized, but configured to never overlap so as to

minimize and properly control for ambiguity. Thus if Word1 had RFs defined over the Head

and Legs, then Word2’s RFs would need to consist of the Back and the Tail—a single spatial

dimension was never a relevant feature for both words. Since each word had two (binary

valued) RFs, and the RFs between the two words were always in complementary distribution,

then out of the 32 possible objects there were 6 unique object matches for each word, 18

objects that were matches of neither category, and 2 objects that would be matches of both

categories. In order to avoid the potential confound of mutual exclusivity, participants were
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never exposed to objects that could be matches of both categories. Instead, the five training

objects were sampled from the six possible unique matches for each word.

There was one between-subject condition of “presentation timing:” parallel presentation and

sequential presentation. In the parallel condition (3-1-1), subjects were initially exposed

to three labeled instances for each word appearing on screen simultaneously. They were

then subsequently given two more labeled training instances, one at a time. While in the

sequential training condition (1-1-1-1-1), each of five instances is displayed separately one

at a time. The presentation-style training conditions are visualized in Figure 15.

(a) Parallel Presentation (b) Sequential Presentation

Figure 15: Visualization of parallel vs. sequential training conditions. Word1 in red and
Word2 in blue. The total number of exemplars and display time remained constant across
conditions.

The location of training objects was randomly chosen on each trial from among four potential

boxes (located on the left, right, top or bottom of the screen). Each box was 640 by 480

pixels in size. A cross-hair was displayed in a randomly chosen box between each trial.

The number of training objects per word was held constant at five regardless of training

condition. Exposure time per instance was also held constant at five seconds. This means

that the initial trial for participants in the parallel condition was fifteen seconds, so that

total exposure time was consistent across groups.

Since the testing instructions were somewhat long, a brief “re-familiarization” phase imme-

diately followed training (and testing instructions) but preceded testing itself. This was

intended to prevent participants from accidentally flipping the labels for the two words they

just learned. In this re-familiarization, an example item (always the first training instance

encountered) was re-presented to the participant with instructions for the upcoming test
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phase. For example, “This is a Gronen.” (sees example gronen on screen) “Now, please

select all of the other gronens.” This re-familiarization exposure provided an opportunity to

take another measure eye-gaze after the learning phase has completed.1

In the testing phase, participants were shown a sequence of four cards, each containing six

objects (arranged in a 2x3 grid), asked to select all the matches to the learned-word by

clicking. Since words were underlyingly defined in terms of two features RFs, call them

A and B, then each test card contained one Narrow match (+A+B), two Broad matches

(+A-B and -A+B) as well as three non-matches (-A-B). Test items are assigned a random

location on the 2x3 grid for each test card. For each word, participants make selection

from four cards, with words tested in blocked sequence (i.e. all of the Word1 test cards were

completed before moving on to the Word2 test cards). The name of each word was displayed

in text before each card, with audio then played twice (one second apart). The test card

remains on-screen until participants have finished making selections.

Before any real test trials are undertaken, participants were shown a pair of “practice” test

cards with pictures of real objects (e.g. “click on all the dogs”). One of the test practice

cards included just a single match, while the other practice card included multiple matches

to be selected. This was intended to emphasize to participants that they might need to click

on different numbers of objects depending on the configuration of the actual test cards and

their hypothesized meanings for each of the learned words.

4.1.2. Stimuli

The stimuli in use in this experiment here have numerous benefits. Using artificially created

stimuli rather than pictures of naturally occurring objects ensured that participants did not

have prior category knowledge of the distributions/concepts being learned. These stimuli

additionally ensured that objects were defined in terms of a pre-configured, finite number of

distinctive features. This kind of structure resembles those which learners naturally impose
1Since the refamiliarization item was always first object encountered during training, this introduced a

confound between initial and final exposure objects. This is unfortunate, but does not interfere with the
primary analyses or theories of interest in this Chapter.
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when asked to categorize stimuli of this type (Medin et al., 1987). The stimuli also control

for the degree of similarity or dissimilarity between any two objects. For instance, it is

simple to compute whether a pair of referents share two feature values while differing on

a third. This sort of particular feature computation is difficult to estimate over natural

categories like those modeled by Xu and Tenenbaum (2007b) and in Chapter 3. Finally, by

constructing stimuli such that distinctive features are separated spatially and of equal size,

we can estimate which feature is being attended to throughout learning via eye-gaze.

The stimuli were sets of objects from one of four separate domains termed “bugs,” “birds,”

“houses,” and “submarines.” Each object is an instance from a class with five potentially

distinctive, binary features; this means there are 25 or 32 possible objects per domain. The

features are spatially distributed and non-overlapping. This ensures that each gaze location

corresponds to the spatial region associated with exactly one semantic feature. A listing

of the features defined for each domain is provided in Appendix C.2. Stimuli from each of

the four domains are given below in Figure 16. The objects on the left and right are the

maximally divergent pairs (differing on all features) within each domain.

Since participants were exposed to training samples from a word defined by exactly two

features, there are several possibilities of the resultant semantic representation that they

might posit. An individual learner might properly encode the entire shared distribution, i.e.

both features [+A+B] to make a Narrow generalization. The learner may instead end up

encoding only a single feature, i.e. either [+A-B] or [-A+B] to make a Broad generalization.

The more dense the semantic representation becomes, the more narrow the generalization—

the cardinality of the set of selected test objects becomes smaller and vice versa. For example,

if only a single distinctive feature were encoded, that semantic representation maps onto

16 possible test items. Whereas if both distinctive features were encoded, that semantic

representation maps onto only 8 possible test items. The intuition that sparse concepts

correspond to broad categories (with more members) while dense representations correspond

to narrower categories (with fewer members) is perhaps clearest when considering a concrete
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Figure 16: Sample pairs of maximally divergent stimuli (differing on all five features) for
each domain.

example. For instance if one learned a word that means [+SQUARE], that clearly picks out

more members of the world than a word which is learned as [+RED,+SQUARE].
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4.1.3. Procedure

Sixty participants were recruited through the University of Pennsylvania Experiment Regis-

tration, and randomly, evenly assigned to one of two experimental timing conditions (parallel

or sequential timing). Participants were paid $10 for participation and limited to monolin-

gual native speakers of English, who were 18-years or older.

Participants were tested individually, using a Tobii tx300 eye-tracking for stimulus presen-

tation and data collection recording at 120 Hz. This was subsequently downsampled to 60

Hz for analysis. The display screen was 1920 by 1080 pixels. The experiment script was

coded in Matlab and run on a separate laptop controlling output to and taking data from

the Tobii eye-tracker. Verbal instructions were also read aloud by the experimenter prior to

starting.

4.1.4. Measures for Analysis

Two classes of measurements were taken: final generalizations based on the overt (clicked)

selection of referents during testing, and the intermediate representation of words based on

eye-gaze to individual dimensions throughout training/learning.

In order to score final learning/generalization, each test card was scored as corresponding to

one of four possible outcomes. Narrow (if only the +A+B was selected), Broad1 (if both the

+A+B and +A-B objects were selected), Broad2 (if both the +A+B and -A+B objects were

selected), or “Outside” (if anything else, including any of the -A-B objects were selected).

A proportion (of Narrow vs. Broad vs. Outside) was then computed for each “deck” of

the four test cards for each word. This was done so as not to throw out participants who

might have accidentally clicked on one of the test objects incorrectly. Overall, within-deck

agreement was quite high, with 92% of all test decks sharing an outcome on 3 of the 4 cards.

In such cases, the word was then labeled as having been learned as either Narrow or Broad

based on the deck outcome. For words whose test decks contained something else (some

“outside” -A-B selections), I computed the learned definition by intersecting the feature

values present for all of the selected items in the deck. Many of these words were given a
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consistent definition, just one that was not strictly supported based on the training input.

Any words whose intersected definition did not share any features was labeled “inconsistent”

and excluded from analysis.

In order to extract eye-gaze measures, I defined AOIs for each feature as the smallest bound-

ing box that totally encapsulated the feature’s spatial region, plus an additional buffer of 20

pixels on each side. I defined the RF (relevant feature) set as the combination of both AOIs

for the two underlying consistent features defining that word. For instance, if a word in

the Submarine domain were underlyingly defined by the front and bottom, that is indicated

in blue on Figure 17. The NF (non-relevant feature) set is the combination of both AOIs

for features that are in free variation for a given word. I did not include the center region,

which was in free-variation for every word, in the NF set. A few factors motivate this. First,

I initially hypothesized that the center position in the image may be privileged for initial

fixations2. Second, excluding the center region from analysis of gaze allows AOIs to remain

non-overlapping. Lastly, and most importantly, the present analysis scheme holds both the

number and total area of AOIs in the RF and NF constant with one another, which enables

a fair direct comparison.

This is primarily reported as the total proportion of gaze time spent looking at the RF-set

and the NF-set (based just on the time when participants were looking inside of the stimulus

bounding box). However, the proportion of looking time to the RF-set does not distinguish

between cases in which total fixation time appears high because it is split more or less

uniformly between both RF1 and RF2 or a case in which fixations are made exclusively to

a single feature. I thus also computed a measure of “RF-skew.” Since the total size of the

difference between gaze-time to RF1 vs. RF2 will vary as a function of the looking time to

the RF-set, we defined RF-skew as follows:
2This turned out not to be the case. See Appendix C.3 for heatmaps showing the distribution of eye-gaze

to different regions for each domain throughout the experiment
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Figure 17: Example AOI calculation. The RF might be the front and the bottom in blue.
While the NF are the tail and the top in red.

Skew =
abs(f(RF1)− f(RF2))

(f(RF1) + f(RF2)))
(4.1)

Skew scales between 0 and 1, where 0 indicates uniform looks to RF1 and RF2 while a value

of 1 corresponds to looks exclusively to only one of the two features.

4.1.5. Exclusions

I define a word as “mislearned” if at least two of four test cards were scored as “Outside” (i.e.

given neither Narrow nor Broad interpretations). Subjects who mislearned more than 50%

of words were dropped from analysis. Additionally, words whose trackloss during the re-

familiarization phase was greater than 30% were dropped. For words that were mislearned,

I computed each participant’s posited representation by intersecting the feature values from

their set of selections (i.e. finding the maximal set of feature values that their selections

all share). Words which did not have a consistent definition under this feature-intersection

scheme, were dropped as being “inconsistent.” This resulted in a total of 315 learned words

post-exclusion across 53 subjects.
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4.1.6. Predictions

On a hypothesis generation account, presentation timing is predicted to affect generalization

outcome. In particular, parallel presentation should lead to higher rates of narrow gener-

alization than sequential presentation. When multiple stimuli from the same category are

initially presented together, then it is comparatively easy to notice and encode the features

that they all have in common. Conversely, when the same stimuli are presented in sequence,

then the learner can construct an initial hypothesis only once (and on the basis of just the

first exemplar). After the first training object has been removed, then due to the immediacy

of computation, the learner can only refer back to their intermediate hypothesis. If they

happen to have encoded one of the RFs, then there is no onus to change that representation

or update it to go searching for what else the referents might all have in common. Whereas

if the initial hypothesis instead included one of the NFs, then the learner may subsequently

realize that their initial guess was wrong, but they no longer have access to the full set of

information about the initial referent. As with the comparison of speech representations in

Chapter 2, this is a Markovian process: learners encode a state of belief, but do not retain

the precise experiential statistics which led to that belief. The learner is left to make a new

hypothesis based primarily on the current referent.

The statistical evaluation account does not predict this kind of sensitivity to temporal pre-

sentation. On this view, learners need to accumulate a sample of evidence from the input

distribution so it should be immaterial whether the same stimuli are displayed all at once

or distributed over a sequence.

The two theories also differ in their predictions about the distribution of eye-gaze during

training. On the hypothesis generation view, attention should be limited just to those dimen-

sions which correspond to a particular hypothesis. Once a hypothesis has been generated,

the primary goal of the learner is to look for confirmatory evidence of that hypothesis. The

statistical evaluation view requires learners to attend to multiple dimensions throughout

learning in order to accumulate evidence towards one meaning over another.
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4.2. Results

4.2.1. Effect of Timing on generalization

The hypothesis generation account predicts that parallel presentation should lead to higher

rates of narrow generalization than sequential presentation, whereas the accumulation/eval-

uation account predicts no difference in generalization level across timing conditions.

A mixed effects logistic regression analysis was conducted on trial-level data. The main

dependent variable was Narrow-Generalization: whether participants chose items during

testing that correspond to a narrow definition for that word. The independent variables

were experimental condition Timing (parallel vs sequential), Block number (first through

fourth), and Word number (either the first or second word in the current block), as well as

their interaction. I used the maximal random effects structure that converged; this structure

included random intercepts for participants and domain. I tested for significance of factors

in the model by using likelihood ratio tests on the χ2 values from nested model comparisons

with the same random effect structure (Matuschek et al., 2017). The best fitting model is

shown in Table 8. This model was a better fit than one that did not include the main effect

of Timing, χ2(2) = 11.46, p < .001. These results demonstrate that there was significantly

more narrow generalization in the parallel condition compared with the sequential condition.

The full range of learning outcomes is shown in Figure 18.

Predictor Coefficient z p Odds Ratio
(Intercept) -3.37 [-4.69, -2.04] -4.98 < .001 0.03 [0.01, 0.13]
Timing 1.48 [0.53, 2.42] 3.06 .002 4.38 [1.7, 11.27]
Block 1.3 [0.73, 1.86] 4.50 < .001 3.66 [2.08, 6.44]
Word -0.19 [-0.66, 0.28] -0.78 .432 0.83 [0.52, 1.32]
Timing x Block 0.99 [0.32, 1.65] 2.92 .004 2.68 [1.38, 5.2]
Timing x Word 0.43 [-0.04, 0.91] 1.80 .073 1.54 [0.96, 2.47]
Block x Word 0.23 [-0.23, 0.7] 0.99 .324 1.26 [0.79, 2.01]
Timing x Block x Word -0.11 [-0.57, 0.35] -0.47 .639 0.9 [0.56, 1.42]

Table 8: Output of the best fitting model predicting Narrow generalization. Bracketed
values are 95% confidence intervals.
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Figure 18: Bar graph of proportion of learning outcomes as a function of training condition
(parallel vs. sequential)

4.2.2. Relationship between eye-gaze and learning outcome

The hypothesis generation account predicts that selective attention (as measured through

eye-gaze) should be directed primarily to features encoded in the current hypothesis (in-

termediate representation) for each learner, even if that hypothesis turns out to be wrong.

Thus words that were correctly learned (either under a Narrow or Broad) interpretation

should have gaze-time allocated to RFs compared with NFs. Likewise, when participants

end up mislearning a word, they should be spending time evaluating the hypothesis that

they believe to be correct (even though it’s not strictly supported by the data); therefore

mislearned words should have more gaze-time allocated to NFs than RFs.
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While the accumulation/evaluation account might reasonably predict that learned words

garner increased looks to the RF-set, in the case of mislearned words this should not occur

if participants extracted a representative sample of information from the input distribution.

The evaluation account therefore would predict that “mislearning” trials are ones during

which participants are still searching for evidence and thus distribute their gaze uniformly

across the different features (attempting to sample more information).

I conducted a pair of mixed effects linear regression analyses on trial-level data. In the

first, the main dependent variable was gaze-time to the RF-set (during refamiliarization).

The independent variables were Learning Outcome (binary learned vs. mislearned), Timing

(parallel vs sequential), and Block number (first through fourth), as well as their interaction.

I used the maximal random effects structure that converged; this structure included Domain

name as random slopes for Word number. In the second the main dependent variable was

gaze-time to the NF-set (during refamiliarization), while the independent variables did not

differ. The maximal random effects structure that converged included random intercepts

for Definition (which spatial regions where mapped to RFs vs. NFs), and Domain name

as random slopes for Word number. I tested for significance of factors in each of the best

fitting models (predicting RF-gaze and NF-gaze) by using likelihood ratio tests on the χ2

values from nested model comparisons with the same random effect structure. The best

fitting RF-gaze model was a better fit than one that did not include the main effect and

interaction terms of Learning Outcome, χ2(2) = 51.813, p < .001. The best fitting NF-gaze

model was a better fit than one that did not include the main effect and interaction terms

of Learning Outcome, χ2(2) = 32.319, p < .001. This trend is visualized in Figure 19.

Since Narrow interpretations require encoding both RFs, whereas Broad interpretations only

require encoding a single RF, then we further predict a difference in RF-skew based on these

different learning outcomes. For Narrow-learned words, attention should be distributed

uniformly between the two relevant features, whereas Skew should be higher for Broad-

learned words (which only prompt attention to a single feature). To test this I performed
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Figure 19: Violin plot of the proportion of gaze-time allocated to RFs vs. NFs as a function
of Learning Outcome (learned vs. mislearned)

a mixed effects logistic regression analyses on trial-level data. The main dependent variable

was Narrow-Generalization: whether participants chose items during testing that correspond

to a narrow definition for that word. The independent variables were Timing (parallel vs

sequential), Block number (first through fourth), and RF-Skew, as well as their interaction

terms. I included the maximal random effect structure that converged; this consisted of

Subject and Definition (which spatial regions where mapped to RFs vs. NFs) as random

intercepts. The best fitting model was a better fit than one without the main effects and

interactions of RF-Skew, χ2(2) = 8.2247, p = .084. This trend is visualized in Figure 20.
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Figure 20: Violin plot showing RF-Skew as a function of learning outcome (Narrow vs.
Broad)

The hypothesis generation account predicts that gaze should be primarily directed to features

involved in evaluating the current hypothesis, regardless of whether that will turn out to

be correct (or is even supported by the data in a global sense). Conversely, an evaluation

account predicts that unless the learner is already confident in the meaning, then they

should continue to search/sample the whole set of features in order to uncover the underlying

statistical pattern. Thus, I tabulated the proportion of looking time spent attending to the

features which define each participant’s eventual test selections. The hypothesis generation

account predicts that this measure—gaze time to “posited features” — should not vary based

on whether that hypothesis will turn out to be correct. Whereas the statistical evaluation
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account predicts that gaze-time to posited features should be greatest when learners have

already converged on a correct interpretation. I did not conduct a formal analysis of this

prediction, but I have included a plot of this trend in Figure 21.

Figure 21: Gaze to posited features is not affected by learning outcome (learned vs mis-
learned).

Finally, the hypothesis generation account predicts that attention during the first occur-

rence will govern the initial hypothesis that gets created. If more attention is allocated

to a relevant feature, this will increase the likelihood of successful learning on that trial.

Conversely, if more attention is allocated to a distractor feature (NF), the likelihood of suc-

cessful learning will be substantially lower. The accumulation/evaluation theory does not

make this prediction, since information extracted during initial exposure does not occupy
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a privileged position relative to any other source of evidence. I did not conduct a formal

analysis of this prediction, but the trend is clearly visible in Figure 22.

Figure 22: Gaze to RF-set during each training exposure. Participants, in aggregate, are
likely to converge on their initial hypothesis. This figure includes trials from both parallel-
and sequential-participants—however, for parallel-participants the first three “trials” were
actually objects on the screen simultaneously.

4.3. General Discussion

The present set of results supports a hypothesis generation account of word learning over

the statistical accumulation/evaluation view. In particular, when the exact same stimuli

are presented in sequence rather than in parallel, learners’ generalizations are more broad.

Even though sequentially encountered referents represent the same degree of statistical evi-

dence, learners construct an initial hypothesis only once. After a reference has disappeared
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then, due to the immediacy of linguistic computation, the learner can only refer back to

it by consulting some mental representation for the presented word—which does not in-

clude the visual input that generated this hypothesis. Learners generate a hypothesis and

either stick with it if evidence is consistent, or move to a new hypothesis (or otherwise in-

corporate updates) when faced with inconsistent evidence. The results also indicate that,

consistent with this hypothesis generation view, learners’ attention during learning is lim-

ited only to evaluating the intermediate representation they have posited up to that point

in time. This provides evidence against a framework under which learners evaluate stimuli

holistically and perform an explicit optimization for the most probable meaning. Taken to-

gether, Chapters 3 and 4 highlight the utility of studying algorithm-level causal mechanisms

operating within the learning process rather than high-level computational descriptions of

the input and output. Effective models generate novel predictions which, when rigorously

evaluated experimentally, provide much deeper insights than would be possible from either

methodology alone.
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CHAPTER 5 : The Incremental Mechanisms of Functional Design: Language

Production and the Immediacy of Computation

A model should be your friend, not your lover. That’s

because a friend can tell you when you’re wrong, whereas

a lover just tells you that you’re wonderful

Mike Tanenhaus.

A major question in language production is what drives the order in which we say things.1

While speakers generally produce utterances in a spontaneous and more or less fluent fash-

ion, a rich cognitive architecture underlies the chain operating from semantic concepts to

articulated utterances. When studying an opaque cognitive process such as language pro-

duction, it is imperative to formally and concretely specify our level of analysis (Marr,

1982). Under Marrian terms we should make a distinction between a computational -level

of analysis, which identifies what terms and materials are computed— i.e. a description of

the system’s Input/Output (I/O) goals— from an algorithmic-level of understanding which

specifies the particular mechanism by which the high-level I/O description of the system is

implemented (i.e. how data is computed rather than what).

With that in mind, this chapter has two main goals. The first is to build on the previous

production literature (Bock and Levelt, 2002; Levelt, 1993; Ferreira and Dell, 2000; Levelt,

1992; Ferreira and Swets, 2002; Pechmann, 1989; Smedt, 1990) to lend support to a particular

mechanism-level framework of language production which I term Incremental Generation

(IG). Under IG, production functions through a number of forward-feeding incremental

modules operating in semi-parallel. Since the input to downstream modules is generated

by the output of upstream components, differences in the order in which information is

delivered from one component to the next may manifest as eventual order in speech when

such ordering changes do not drastically alter the meaning. I evaluate this framework using
1This chapter was born out of many lengthy and informative discussions with Tony Kroch, who con-

tributed immensely to the development of the ideas contained here.
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a set of statistical models over a very large database of naturally occurring data on the

English verb-particle construction.

The second aim of this chapter is to explore how IG interfaces with proposals such as

Uniform Information Density (Levy and Jaeger, 2007; Jaeger, 2010). I argue that, at a

descriptive computational-level, IG and the present verb-particle data are consistent with

the predictions of Uniform Information Density construed broadly, henceforth termed “UID

as a computational-theory” or UIDC. Crucially, this pattern emerges as a result of the IG

model (which makes a superset of predictions), rather than an explicit optimization in its own

right. One might alternatively construct an algorithm-level understanding of UID, or UIDA.

Under such a view, UIDC arises because individual speakers impose an ordering preference

for information at a local-level. I present evidence that no algorithm-level optimization

such as UIDA is taking place. UIDC is in a sense supported, but it does not involve the

actual computations performed in the minds of individual speakers. In cases that something

estimatable by predictability or surprisal plays a role in the study of language, this needs to

be approached through the lens of explicit algorithms. By connecting explicit mechanisms to

the computational study of language production, we can both uncover the limits and issues

with information theoretic descriptions but also supply possibilities for improving them.

In the remainder of Section 5 I outline the Incremental Generation (IG) framework of lan-

guage production. Section 5.2 introduces the English verb-particle construction and the

methodology for data extraction, while Section 5.3 outlines the predictions that IG makes

with regard to output order. In Section 5.4 I present the primary set of statistical analyses

which evaluate, and offer support for, IG predictions. Section 5.5 describes the ways in which

this relates to information theoretic approaches to language production (Jaeger, 2010), and

in particular a view of Uniform Information Density both at a descriptive computational-

level (UIDC) and an algorithmic-level (UIDA). While UIDC patterns are largely attested

in the verb-particle data, there are particular conditions under which they disappear (Sec-

tion 5.6); supporting the view that UIDC is an emergent property of IG rather than UIDA.
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Section 5.7 concludes.

5.1. Language Production

That the planning and realization of speech occurs at a number of hierarchical levels is a

widely supported view with a long history (Wundt, 1904; Lashley, 1951; Fromkin, 1971).

More recently this has been popularly divided into a few major processes: conceptualization,

grammatical encoding (also called “formulation” on some accounts (Roelofs, 1992, 1997)),

and phonological encoding/articulation (Bock and Levelt, 2002). Conceptualization can be

thought of as generating and mapping some intention onto an abstract “message.” This

results in some conceptual information which needs to be encoded linguistically in order to

accomplish the speaker’s communicative goal. The message contains the required lexical

concepts and the relationship between them, but this may still be continually updated even

while subsequent processes (grammatical encoding, etc.) have started operating.

The focus here, and the heart of the language production system, is grammatical encoding

(Ferreira and Dell, 2000). Encoding starts with a message (or part of a message which is

being continually developed) and outputs the word forms which make up the phonological

content handled by the articulatory-phonetic system. Inside of grammatical encoding, a

process retrieves the linguistic units which correspond to these lexical concepts and assigns

them required thematic and functional structure (Levelt, 1992, 1993). Such lemmas are

then linearized in accordance with syntactic restrictions. The end result is an articulatory

plan for the utterance which can be realized as overt speech. This general framework is

diagrammed in Figure 23.

What is important here is not only the presence of such distinct sub-systems to language

generation, but the sequentially ordered relation between them (Ferreira and Swets, 2002).

The most crucial organization is that language production functions incrementally (Pech-

mann, 1989; Roelofs, 1997, 2013; Ferreira and Swets, 2002; Smedt, 1990): only after a piece

of information is made available at the immediately higher level of processing does it become

available to trigger activity at the next level down the production stack. This means that a
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Figure 23: Basic outline of the language production architecture—adapted from Bock and
Levelt (2002). Time is indicated from left-to-right.

word cannot be assigned phonological structure until it has received a semantic role. Pho-

netic articulation of an element cannot begin until it has been assigned morphological form,

etc. While it may seem intuitive, this ‘vertical’ incrementality (Bock and Levelt, 2002) might

be contrasted with a view in which a syntactic tree is first built, with individual words being

slotted in afterwards (see Ferreira (1996) for support of incrementality of lexical retrieval

over “competition” models). Additionally, processing in the system as a whole functions in

parallel. Once a lemma has been sent off for morphological inflection, the system does not

need to wait in order to start retrieving subsequent lemmas. “At the same time that a piece

of information works its way from idea to articulation, other pieces are constructed and make

their way through the system as well.” (Ferreira and Swets, 2002). Patterns in speech errors

strongly indicate that functional and positional processing are able to function in parallel
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(Dell, 1985; Hoppe-Graff et al., 1985)—yet despite the parallel nature of the system as a

whole, individual elements (e.g. lemmas) are constrained sequentially and incrementally.

Such assumptions about the incremental nature of language production have wide empirical

support with evidence ranging from natural speech errors, to elicited productions in paired-

association and picture naming tasks, etc. (Roelofs, 1998; Brown-Schmidt and Konopka,

2014; Roelofs, 2013, 1997; Ferreira and Swets, 2002; Smedt, 1994; Schriefers et al., 1990;

Levelt et al., 1991, 1999), although see Stallings et al. (1998) for some complications.

Because language production is incremental, variations in the order in which information is

delivered from one component to the next can affect the order in which elements appear in

speech. Speakers begin articulating a sentence before the whole semantic content, let alone

the syntactic structure, has been determined. Since the output of higher-level processing

systems feeds the input of the lower-level system, this view of incremental production natu-

rally predicts that higher-level modules do not need to complete their work on an utterance

before the next level begins. A speaker may start the linearization, phonological encoding,

and output of one constituent while simultaneously processing more content to be incorpo-

rated in the sentence. The system thus functions on a “first-in first-out” basis, a property I

call “Minimized Buffering”2 because without it, whatever lemmas are retrieved first would

need to wait in a buffer for slower elements before continuing down the stack. There are

explicit computational accounts of this principle (Smedt, 1990) as well as empirical support

from visual-world naming tasks (Pechmann, 1989).

What I term the Incremental Generation (IG) framework—building on and consistent with

Kempen and Hoenkamp (1987); Smedt (1990), among others—builds pieces of phrase struc-

ture as the lemmas become available and, owing to Minimized Buffering, fragments are

fit together as quickly as possible so long as syntactic constraints are not violated. Taken

together this makes a prediction about resultant constituent ordering: whatever factors

correlate with initial conceptual retrieval or faster lexical access should correlate with that
2This is alternatively termed the “principle of immediate mention” (Ferreira and Dell, 2000, among others)

96



constituent being linearized first in the output. An ellucidating example of this is given in

Ferreira and Dell (2000):

“Assume a speaker wishes to describe the outcome of the race between the tortoise

and the hare in Aesop’s fable with a verb such as defeat. Furthermore, assume

that the lemma for the word hare is quickly activated and selected. Given the

early selection of the hare lemma, the most efficient strategy is for the speaker

to produce the passive, The hare was defeated by the tortoise, rather than the

active, The tortoise defeated the hare, since only with the passive can the already-

selected hare lemma be immediately mentioned. If the speaker produces the

active, then one of two inefficient processing strategies must be adopted: Either

the already-selected hare lemma must remain active in a buffered state until the

sentence-final position arrives for production (while other words are selected and

produced in earlier sentence positions), or the already-selected hare lemma must

be deactivated and subsequently reactivated. From this, a general principle can

be induced: Production proceeds more efficiently if syntactic structures are used

that permit quickly selected lemmas to be mentioned as soon as possible.”

This type of mechanism is additionally supported by work on the link between visual-

conceptual processing and linear order (Gleitman et al., 2007; Bunger et al., 2013), which

manipulated not the lexical access speed for words, but the order in which concepts were

activated through the visual system and found a similar effect on output production order.

A summary of the Incremental Generation framework is given below:

1. Lexical retrieval functions incrementally

2. Different modules (functional vs. positional assignment) function in parallel

3. Due to Minimized buffering, lemmas are not held in a buffer longer than required by

constraints of the grammar
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4. Any factors which speed up lexical access are thus also proxies for linear order in the

output

How are we able to evaluate the predictions which IG, or other frameworks, make on linear

order? A difficulty in attempting to study the mechanisms of language production is that,

most of the time, the largest contributor to spoken output is the meaning which speakers

want to convey in particular contexts3. As such, any theory would attempt to make the same

predictions in the majority of cases, i.e. output the grammatical and attested sentences while

being unable to output the ungrammatical or otherwise impossible sentences. Thus a major

testing ground for accounts of language production is the study of “syntactic optionality”:

given multiple potential syntactic encodings for equivalent semantic sentences, what factors

govern the use of one form rather than another. In Section 5.2 I describe the English

verb-particle alternation (Gries, 2003; Lohse et al., 2004; Aarts, 1989) and the extraction of

large-scale observational data to study optionality.

5.2. Verb-Particle Construction

The syntax of verb-particle constructions is well-researched (Farrell, 2005; Aarts, 1989; Gries,

2003; Thim, 2012, among others), although I will attempt to take a view which is as theory-

neutral as possible. Consider the alternation in 1:

(1) a. Julian picked up the book.

b. Julian picked the book up.

This alternation includes a transitive verb, a morphologically invariant word which we’ll

call a particle, and a direct object noun phrase. The sentence in 1a shows what I call

“particle-first” order, while 1b exhibits “object-first” order. The verb-particle alternation in

(1) should not be confused with superficially similar constructions such as in (2a). While

the basic word order between (1) and (2a) appears similar, the underlying structure is quite

dissimilar, as we can see by lack of the grammatical alternation as in (2b). The particles
3The ways in which syntactic alternations can differ in meaning are often quite subtle. See Caplan and

Djärv (2019) for an example of syntactic alternations reflecting differences in meaning in Swedish.
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in verb-particle constructions are not prepositions (i.e. they do not take objects), though

words used as particles tend to be used as prepositions as well. Also, note that pronominal

objects are unacceptable in particle-first order as in 3.

(2) a. Patrick went into the lake.

b. *Patrick went the lake into.

(3) a. Ryan put it down.

b. *Ryan put down it.

Previous work on ordering preferences of verb-particles have been framed as capturing dis-

joint accounts (e.g. NP-length (Hawkins, 1994) as opposed to discourse status (Dehé, 2002)).

Gries (2003) invoked a multifactorial analysis of verb-particle data. However, the interpre-

tive power of his analysis is limited by the fact that while multiple independent factors were

in his statistical model, the explanation given to them required appeal to a variety of differ-

ent accounts of processing cost. These range from performance theory (Hawkins, 1994) to

apparent cost in identifying discourse referents (Givón, 1992), etc. Lohse et al. (2004) (and

related experimental work (Wasow and Arnold, 2003)) successfully tied together a number

of previously disparate factors in verb-particle order under the unified theory of “domain

minimization” (Hawkins, 2004). This represents a computational-level theory, which IG as

an algorithm should be consistent with, but an in-depth discussion of their connection is

outside the scope of this Chapter.

5.2.1. Data Extraction

I extracted verb-particle alternation instances from the Corpus of Contemporary American

English (COCA) (Davies, 2009). This was an an ideal source as it is extremely large,

allowing us to test multiple (interacting or related) predictions simultaneously. Additionally,

it consists of five distinct genres (subcorpora): Academic texts, speech, news, magazines,

and fiction. Unlike in the case of “that”-omission (as in 6), only a relatively minor fraction of

total variance is explained by register differences across genres: The overall rate of particle-

first order ranges only between 65% and 85%. This is far smaller than the amount of
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sociolinguistically conditioned variance present in the case of “that”-omission, which ranges

between 1% and 85% Elsness (1984); Biber (1999).

The code of automatically extracting verb-particle instances relies on possible “candidate

verbs,” which were identified based on their co-occurrence with particles and pronominal

objects. Because a sentence like “John picked him up” is grammatical but not *“John picked

up him”), thus if a verb could take part in a verb-particle construction, then we would

expect to see it attested taking a pronoun object given a sufficiently large sample. This

is straightforward to search for without getting false positives. I searched for all phrases

matching the form “verb pronoun particle.” I subsequently identified instances of such

verbs containing neither pronouns nor prepositional phrases, e.g. “John put down the book”,

but not *“John put down on the table the book”. Output data was tagged for a number

of relevant factors including: order of particle, frequencies, conditional probabilities, con-

stituent length, definiteness, source corpus, etc. These statistical measures were estimated

over the entirety of COCA rather than only the verb-particle sentences which my regression

model will eventually attempt to predict.

Data was limited to verbs which appeared as taking an object/particle combination (in

either order) at least ten times and were not exclusively categorical in their particle-first or

particle-second order. This was done to help remove idiomatic expressions which contain no

optionality in their output order. The data was additionally filtered by running all extracted

sentences through the Stanford lexicalized PCFG parser (Manning et al., 2014). I discarded

any cases for which the parsed output did not contain exactly a phrasal verb followed by

two daughter constituents tagged as a noun phrase (NP) and particle (PRT) in either order.

After cleaning up, there are 67,905 unique sentences to be predicted. This includes 99 unique

verbs, and 296 unique verb-particle pairs distributed over 33,085 unique triples (tuples of

verb, particle, object-head). The magnitude of the extracted data is valuable since

it allows for the evaluation of multiple hypotheses even over extremely rare events. These

include 54,955 particle-first and 12,950 particle-second sentences for a total particle-first rate
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of approximately 81%. This general rate of particle-first order is in line with previous work

involving the manual extraction of verb-particle cases (Kroch and Small, 1978).

5.2.2. Data Quality

Any automated syntactic annotation or extraction scheme will necessarily contain some

number of errors. No gold-standard corpus of verb-particle sentences exists against which

the present extraction scheme can be evaluated. To evaluate the approximate quality of

extracted data, I took a sample of 100 tagged instances and manually judged their status

(true potential verb-particle alternation rather than a prepositional phrase for instance.)

On this sample, approximately 90% of cases were true positive examples of the verb-particle

alternation. The 10% of error cases are sentences which do not allow the alternate constituent

order for syntactic reasons rather than facts of the processing mechanism. These were fairly

evenly split between particle-first and object-first order. For example see below:

(4) a. We pushed our way out.

b. *We pushed out our way.

c. We pushed out a quality research project.

(5) a. Why do I have to get out a period later than you?

b. *Why do I have to get a period later than you out?

c. Let’s get the birthday cake out.

Such cases are difficult to automatically avoid since the verb-particle pairs themselves can

surface in the optional order some of the time. But these particular instances are only

available on an alternate semantic interpretation which does not allow re-ordering.

The syntactic annotation scheme used for the Penn tree-bank was not designed with such

fine-grained lexical semantic distinctions in mind. It is a necessary consequence that, based

on these parse trees alone, some limited errors in construction identification arise. This

would be true whether extraction were performed based on hand-annotated structures or

algorithm-based. So long as the rate of errors is relatively low and, importantly, unbiased,
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we can simply acknowledge it and proceed without it interfering in subsequent analysis.

Nevertheless future work would benefit from confirming the robustness of the automatic

extraction (and potentially uncover opportunities for improving it) by manually annotating

a larger subset of the data for analysis.

The benefit of such naturally occurring and distributed data should also not be overlooked.

There is widespread evidence that speakers and listeners hold representations and perform

computations that are sensitive to aspects of statistical exposure (Hale, 2014; Levy, 2008;

Bell et al., 2003). Even more importantly, adaptation to shifting distributions of use can be

quite rapid (Saffran et al., 1999; Wells et al., 2009; Fine et al., 2013; Caplan et al., 2021),

as with the adaptation to shifted speech in Chapter 2. Thus while large-scale observational

data sacrifices experimental control and may introduce a certain degree of noise, it avoids a

potentially dangerous confound from traditional experimental approaches to studying pro-

duction: exposure to the experiment has the potential to (temporarily) interfere with the

very representations that are being probed.

5.3. IG Predictions on the Verb-Particle Construction

In this section, I outline the major independent variables identified from previous studies

(Gries, 2003; Lohse et al., 2004), and predicted by IG. This describes why each factor is

predicted to correlate with output order and reports simple correlations. See Section 5.4

for the primary mixed-effects model results including the combined effects of these factors.

When building statistical models like those under discussion, we need to keep in mind

that a model which predicts linguistic output with high accuracy is not, in and of itself,

an explanatory theory. It is insufficient to model the outcome of syntactic optionality (or

any phenomenon) unless we can move towards understanding why correlated variables have

predictive power. After all, statistical tools can only verify, but not produce, empirical

hypotheses.

As it relates to IG and the verb-particle construction, the intermediate representation at

the moment immediately following the output of the verb is an important inflection point.
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The speaker still needs to output both the relevant object and particle, but at this stage,

the grammar allows those two elements to be linearized in either order. This triggers a

“race condition” between the two constituents. If the object is retrieved and constructed

first, then it will be linearized first, and vice versa for the particle. Any factors which speed

up lexical access or constituent assembly will also be proxies for output order. Figure 24

shows a schematization of this process. This intermediate representation is subject to the

immediacy of linguistic computation: speakers cannot wait to consider what will be more

efficient for the utterance as a whole, the race condition which minimizes buffering here is

fundamentally a local computation.

Figure 24: Example illustration of IG output of verb-particle construction. Variations in
lemmas access or constituent assembly speed manifest as comparable variations in linear
order (when permitted by the grammar): whichever element is retrieved and constructed
first is sent off to positional processing first.

This is consistent with the reasoning behind “availability-based” accounts such as (Ferreira
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and Dell, 2000; Bock, 1987), however I hope to expand on such accounts by evaluating

a more complete set of cohesive factors than could be manipulated experimentally. Both

unconditioned and conditional frequency play an important role here, and this is discussed

further in relation to UID in Section 5.5.2. Frequency, predictability (computed several

ways), definiteness, constituent length, and prior mention are discussed in turn below. As

they are all independently known to affect lexical access speed or constituent assembly, IG

predicts that they should correlate with linear order in the verb-particle construction. This

is not an exhaustive enumeration of all potentially relevant correlates: speech rate, social

register, disfluencies, stress patterns within the verb-phrase, etc. may all have some effect

on output order. Technical limitations make it impossible to estimate and include all such

factors in a model. More centrally, the goal of the chapter is not to predict verb-particle order

with the highest possible accuracy—measures should only be taken if they are informative

to testing clear predictions of the theories under consideration or differentiate between them.

5.3.1. Frequency

Higher frequency words have faster average retrieval times from memory (Bock and Levelt,

2002; Paap et al., 1987; Forster and Chambers, 1973; Inhoff and Rayner, 1986; Rayner

and Duffy, 1986). Under IG, if the frequency of the object and the particle are pitted

against one another—as frequency of an element goes up, so should the likelihood that it

is linearized first. Since the object constituent commonly consists of multiple words, the

frequency computation is made over the head noun. For instance, for a longer constituent

like “the big green ball that was kicked into the yard” then the operative measure would be

the total number of occurrences of “ball.”

In the data that follows I generally use the term “frequency” as a stand in for what is

actually the inverse log transformation over frequency. This choice of term is purely for

convenience, but the log transformation rather than raw count is widely known to better

correlate with access times (Murray and Forster, 2004; Lignos, 2013). The inverse log

frequency can intuitively be thought of as the additional processing cost/time resulting for

lower underlying frequencies: as raw frequency goes down, then the inverse-log (cost/time)
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goes up. Lower frequency objects correlate with particle-first order, and vice versa for

particles.

Frequency(word) = − log p(word) (5.1)

5.3.2. Predictability

Rather than computing the baseline likelihood of a word or constituent overall (uncon-

ditioned frequency, as in Section 5.3.1), we might estimate the conditional frequency or

predictability of a word in a particular local context. This captures important information

because, for instance, the probability of “the” is high overall (it is the most frequent word in

English), yet the likelihood that “the” occurs directly following “The coach said that the...”

is essentially zero.

Under IG, predictability is predicted to correlate with linear order for the same reason that

frequency does. “Predictability” here should be thought of as a form of priming, rather than

the speaker actively trying to “predict” what they are about to say next. As the predictability

of the object in context is lower, then lexical access times are correspondingly slower. The

slower it is to retrieve and construct the object, the more likely it is for the particle to win

the linearization race and be sent off for positional processing first (and vice versa). Like

unconditioned frequency, predictability is a strong correlate of lexical access times (Staub,

2011; Rayner, 1998; Ehrlich and Rayner, 1981; Rayner et al., 2004)—an effect measurable in

reading speed (Rayner, 1998), distribution of scanpaths (von der Malsburg et al., 2015), as

well as several neurolinguistic measures (Frank et al., 2015; Willems et al., 2015; Henderson

et al., 2016). While the connection between predictability and processing speed is a robust

empirical effect, IG is not tied to any particular mechanism which enables this connection

to emerge.

I take two measures of predictability at the inflection point after the verb has been produced:

P(object|verb) and P(particle|verb). Conditioning on the verb tabulates total occurrences
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of either the object or the particle within up to five words to the right of the verb. As with

the case of unconditioned frequency, and following Jaeger (2010), the “object” is actually a

tabulation of the noun head rather than a multi-word phrase. As the predictability effect

on access times is logarithmic rather than linear (Smith and Levy, 2013), I actually take

the inverse log transformation over these probabilities. For consistency with the discussion

of UID (Section 5.5), this is labeled as “Information.” Like in the case of frequency, the

“Information” value can be thought of as the additional processing cost/time resulting lower

in probability/higher surprisal, see Eq. 5.2.

Information(word|context) = − log p(word|context) (5.2)

Rather than compute conditional predictability solely following the verb, i.e. P(object|verb)

or P(particle|verb), I also compute the “downstream” effects of production after the inflection

point. For instance, if the object were linearized first, then P(particle|object) would imme-

diately become relevant to processing, or vice versa for P(object|particle). These ‘down-

stream’ predictability values may be hugely asymmetric and hence have an effect on total

constituent construction. For the same reasons as in Section 5.3.2 IG predicts that as

Information(particle|object) goes up, that should correlate with object-first order (due to

slower processing) and vice versa.

5.3.3. Definiteness

Definite articles presuppose identifiability or familiarity within a context or discourse. This

should correlate with faster lexical access times, and thus an IG framework predicts that

definite objects should be more likely to occur in object-first constructions compared with

indefinites.4 Constructions containing definite articles occur with particle-first order 82.8%
4It is worth noting that the case of pronominal objects is, in spirit, similar to the effect of definiteness under

an IG account. Since pronouns are highly frequent and, in context, refer to some typically salient individual
their lexical access speed would in general be quite fast, consistent with object-first order. However, the
apparent categoricity of the pronoun output order results from this being grammaticalized, which leaves
underspecified the mechanism by which this grammaticalized happened historically and how pronoun order
is stably acquired now.
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of the time, compared with 77% for indefinite objects.

This is unsurprising given previous studies of definiteness and linear order (Ransom, 1977).

Another view is that definiteness serves as a reasonable proxy for the given vs. new status

of conceptual information within a discourse. In the English dative ordering alternation5

Collins (1995); Bresnan et al. (2007) find an overwhelming effect of discourse status (given

vs. new) on constituent ordering. While it is not possible to estimate the discourse status

of constituents directly from a corpus with unknown speakers and contexts, definiteness is a

reasonable, albeit limited, proxy for such discourse structure. IG offers a single mechanism of

action by which these ordering effects on discourse structure emerge in language production

in tandem with frequency, predictability, etc.

5.3.4. Object Length

The effect of phrase length on constituent ordering, so-called “heavy-NP shift”, is well-

studied (Kimball, 1973; Stallings et al., 1998; Arnold et al., 2004, etc.). Under IG, this

results because objects consisting of more words simply have more pieces to combine, and

thus should take more time to build within the production system. IG predicts longer object

length (which I measure here strictly by number of words) to correlate with particle-first

order based on the slowdown in constituent construction time.

5.3.5. Prior Mention

Repeated mention of a constituent has been shown to facilitate faster lexical retrieval (Forster

and Davis, 1984). Previous work on “that”-omission has seen only mixed effects on this

regard; Ferreira and Dell (2000) found a strong effect within a sentence-recall paradigm,

while that effect disappeared under more naturalistic dialogue settings (Ferreira and Hudson,

2011). Here I measure “prior mention” as a categorical outcome when the noun head of the

the verb-particle object had occurred previously in the same sentence.6

5The alternation illustrated in (1a) vs. (1b).

(1) a. Santa gave [toys] [to the children]
b. Santa gave [the children] [toys]

6In natural dialogue it would be more natural to repeat only the head rather than an entire object
verbatim. Contrast the naturalness of (1a) compared to (1b).
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If repeat mention does significantly speed up lexical access, then an IG framework predicts

that it should correlate with object-first order. I find a notable correlation overall as the

proportion of particle-first sentences is approximately 3% lower under object repeat-mention

cases compared to the base condition (0.772 compared to 0.807). Likewise particle-first or-

der is more likely in particle repeat-mention cases compared to the base condition (0.839

compared to 0.807). One possibility for this difference between the previous data on “that”-

omission and the present verb-particle data is the rarity of overt repeat-mention (approx-

imately 1% of sentences in the current data) which make any effect relatively difficult to

uncover.

5.4. Primary Model

I fit a mixed-effects logistic regression in order to evaluate the factors representing predictions

of the IG framework of language production (listed in the second column of Table 9). The

dependent variable was the binary outcome of linear order (particle-first ordering rather than

object-first). The model included all aforementioned independent predictors as fixed-effects,

along with random intercepts for each verb-particle pair and COCA genre. Output of the

model is shown in Table 9

The results of this model on large-scale verb-particle (Table 9) provide strong evidence in

favor of IG. Except in the case of “particle prior mention,” we see a strong significant correla-

tion, in the expected direction, between every independent variable predicted by IG and the

dependent linear order. In contrast with previous corpus-based studies of language produc-

tion (Gries, 2003; Lohse et al., 2004; Jaeger, 2010, etc.), IG represents a single framework

accounting for the surface variables under consideration. A unified mechanism of action

offers an explanation of why this large number of correlates operate the way that they do.

(1) a. Find the biggest and most brightly colored apple in the display, and now hand me the apple.
b. Find the biggest and most brightly colored apple in the display, and now hand me the biggest

and most brightly colored apple.
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IG Std.
Factor Prediction Coefficient Error z p
(Intercept) N/A 12.49 2.18 5.74 < .001
Frequency(object) Positive 0.37 0.01 25.54 < .001
Frequency(particle) Negative -1.53 0.24 -6.48 < .001
Information(object | verb) Positive 0.12 0.01 12.50 < .001
Information(particle | verb) Negative -0.34 0.10 -3.52 < .001
Information(object | particle) Negative -0.38 0.01 -28.35 < .001
Information(particle | object) Positive 0.18 0.01 19.61 < .001
Object prior mention Negative -0.35 0.10 -3.60 < .001
Particle prior mention Positive -0.02 0.19 -0.09 .93
Object Length Positive 0.98 0.02 44.00 < .001
Definite Object Negative -0.83 0.03 -28.42 < .001

Table 9: Output of primary logistic regression model where the dependent variable was
particle-first order.

5.5. Efficiency, Optimization and Uniform Information Density

The IG view of language production is egocentric and algorithmic: the output of the system

looks the way it does on the primary basis of mechanical properties of the speaker’s cognitive

architecture rather than displaying overt sensitivity to the potentially differing needs of a

listener. On an alternative “audience-design” view of production, such communicative con-

siderations are central. In order for linguistic communication to be successful, a hierarchical

syntactic/semantic representation needs to be encoded, transmitted, and subsequently de-

coded. Since real-time language processing functions not over an entire sentence in batch,

but over an incrementally received sequence of partial information over time, listeners are

constantly faced with a large number of local ambiguities. While these are generally resolved

either from prior context or additional content, some temporary syntactic ambiguities are

biased toward an analysis that will eventually turn out to be wrong (i.e. “garden paths”)

(Trueswell et al., 1993; Traxler and Pickering, 1996). Particularly when extra-syntactic prop-

erties (context, frequency, etc.) lead to a strong garden path, it may temporarily hinder

communication (Ferreira and Henderson, 1991; Trueswell et al., 1999).

In contrast with IG, some theories of production posit that systems involve an important

degree of computational oversight in order to behave in such a way that limits garden
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paths and inefficient output (Clark and Tree, 2002; Temperley, 2003; Hankamer, 1973). Yet,

however intuitively appealing such audience-design theories may seem, evidence of ambiguity

avoidance through syntactic optionality has been lacking or mixed (Ferreira and Dell, 2000;

Arnold et al., 2004; Wasow et al., 2005).

A related line of prominent reasoning to the role of communication in language and pro-

duction is the the “Uniform Information Density” hypothesis (UID) (Jaeger, 2010; Levy and

Jaeger, 2007). UID proposes that syntactic optionality is driven by a speaker’s implicit man-

aging of computable information content to maximize communicative efficiency. This follows

the same “audience-design” principle: if language has a primary function of communication,

we might imagine each utterance to convey some particular “amount of information.” The

hypothesis of Uniform Information Density is that, agnostic to the actual implementation of

the language processing system, there must be an upper bound to the amount of informa-

tion that can be processed within a fixed time. In order for communication to be efficient,

a speaker should not want to convey too much information at once (which would be dif-

ficult to process) nor would they want to produce speech that is overly redundant (since

that is a waste of potential bandwidth for information transfer). As languages allow some

degree of optionality of expression for given semantic/pragmatic content, then in order for

language processing to be efficient, the amount of information conveyed over time should

be relatively more uniform than non-uniform. In this way there is an intuitive relationship

between “information” and “predictability”: The more an event can be reasonably expected,

the less we have learned upon its occurrence. Conversely, if an event is assumed very un-

likely, then its occurring gives the listener a great deal of new information. Jaeger (2010);

Levy and Jaeger (2007) take an inverse log transformation over conditional probability to

serve as a representative proxy for information (Eq. 5.3). Note that this is not the typ-

ical notion of “information” in linguistics as “some meaningful propositional content” but

rather a particular estimate of Shannon information (Shannon, 1948). In the context of

UID, “information” is simply the inverse log transformation of predictability/probability of

some word conditioned on a previous word. A prose definition of UID is provided by Jaeger
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(2010) as follows: “Within the bounds defined by grammar, speakers prefer utterances that

distribute information uniformly across the signal (information density). Where speakers

have a choice between several variants to encode their message, they prefer the variant with

more uniform information density (ceteris paribus).”

Information(word|context) = log
1

p(word|context)
= − log p(word|context) (5.3)

Original support for UID came from optional “that”-omission (Jaeger, 2010). UID makes

predictions in this case based on the fact that individual predicates vary in terms of how

likely they are to introduce a complement clause. A verb like “thinks” is very likely to

introduce a complement clause, and so hearing the overt complementizer “that” provides

listeners with relatively little new information. Conversely “confirmed” is notably less likely

to occur with complement clauses, and so hearing “we” directly follow it is a fairly surprising

event (since the morphology indicates it must be an embedded subject).

(6) a. The coach knew (that) the players were tired.

b. The teacher confirmed (that) we wouldn’t get our tests back.

Jaeger (2010) tested the UID hypothesis by extracting a sample of complement clause in-

stances (approx. 7,000)—1,173 (17.5%) of which surfaced with an overt complementizer,

while 5,543 (82.5%) did not— from the Penn Treebank (Marcus et al., 1993) subset of the

Switchboard corpus of telephone dialogues (Godfrey et al., 1992). A multiple regression

model was used to predict the binary outcome of overt “that,” and included a number of

independent factors intended as proxies for different theories of language production. Jaeger

(2010) found that “information” (defined as he does) is a significant predictor of “that”-

omission on top of previously identified effects. This finding in support of UID (and the

efficient language framework more broadly) has generated a large resultant literature with

claims ranging from language production (Frank and Jaeger, 2008), and speech rate (Pelle-
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grino et al., 2011), to word order typology (Maurits et al., 2010), distributional properties

of the lexicon (Piantadosi et al., 2011), and language acquisition (Fedzechkina et al., 2012).

With such apparent centrality to language, it should seem imperative to understand what

is included in a theory like UID, what it does and does not predict, and what mechanism is

responsible for such findings.

5.5.1. UID and Levels of Analysis

In relation to Marr’s levels of analysis (Marr, 1982), there is an important distinction to be

made between some aspects of how UID is described in prose (Jaeger, 2010) compared with

the methods employed to evaluate it (Jaeger, 2010) and its assumed role at the individual

(rather than community) level (Frank and Jaeger, 2008; Fedzechkina et al., 2012). The most

general interpretation of UID is as a computational description or typology of language

output, henceforth “UID as a computational-theory” or UIDC. Under UIDC, we simply

posit that the distribution of Shannon information transmitted by each word/phrase is more

uniform than it would otherwise be by chance. UIDC is not a causal theory, it represents a

general statistical phenomenon—a high level description about optionality—but does not

specify a process by which this pattern emerges. In other words, UIDC is not a theory

involving the actual computations performed in the minds of individual speakers.

Every computational-level theory (including UIDC) necessarily requires some algorithm un-

derlying it. While it is tempting to assume (perhaps implicitly) that some computational

description was generated by the optimal, simplest, or most straightforward algorithm for

generating such output, this is not a safe assumption. In many cases there may be a large

set of naïve, local, or greedy algorithms which produce output that is very close to the opti-

mal solution without reference to or explicit optimization over the function we describe at a

computational-level (see Caplan et al. (2020) for an application of this distinction applied to

the evolution of the lexicon). I argue that IG is the underlying causal algorithm responsible

for giving rise to the patterns of UIDC.

While a log transformation over conditional probability is taken to be the proxy for in-
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formation content under UID (Jaeger, 2010; Levy and Jaeger, 2007), the fact that such

conditional probability (and contextual predictability more generally) should correlate with

the output of grammatical optionality is not a unique prediction of UID. On Jaeger’s model,

the major factor encoded to represent ease of lexical access in supposedly competing pro-

duction algorithms is frequency rather than predictability (De Smedt and Kempen, 1991;

Ferreira and Dell, 2000). I argue that this represents too limited a view of such theories

and disregards Marr’s levels of analysis. Despite the claim from Jaeger (2010) that: “Given

the definition of information, UID assumes that speakers have access to probability distribu-

tions over linguistic units (segments, words, syntactic structures, etc.). This distinguishes

UID from most existing production accounts, which make different architectural assumptions

and do not predict information density to affect speakers’ preferences,” there is no reason

why a production algorithm, including IG, would be incompatible with probability-sensitive

representations. In fact, predictability is a strong predictor of lexical access times (Staub,

2011; Rayner, 1998; Ehrlich and Rayner, 1981; Rayner et al., 2004) much like raw word

frequency (Inhoff and Rayner, 1986; Rayner and Duffy, 1986). This effect of predictabil-

ity (also commonly called “surprisal” in the parsing literature) is robustly attested across

a number of different methodologies (See Hale (2014) for a review of such effects and ef-

fective models in sentence comprehension.) Scanpaths during reading are more irregular

when predictability is low (von der Malsburg et al., 2015). Within studies of event related

potentials, predictability is negatively correlated to the amplitude of the N400 component

(Frank et al., 2015). The timecourse of activation in functional MRI is correlated with

predictability values estimated from language models using both surface n-grams (Willems

et al., 2015) and more rich phrase-structure (Henderson et al., 2016). Given that, IG (or an

“availability-based” production theory more broadly (Ferreira and Dell, 2000)) also predicts

conditional probability to correlate with output order through lexical access times. This

is consistent with the results reported in Jaeger (2010) on “that”-omission: if uttering a

complement-clause taking predicate introduces phrase structure either with or without an

overt complementizer, then there is a similar output “race” between the complementizer and
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the beginning of the complement clause.

5.5.2. UIDA

On my view, IG and our understanding of the factors influencing lexical access are sufficient

to explain UIDC trends. An alternative account, UIDA (“uniform information density as

an algorithm”), would posit that individual speakers impose a direct preference for uniform

information ordering in a way that is disjoint from IG or other “production-side” theories.

Here I discuss how UID(C/A) relates to factors previously introduced in Section 5.3.

The effect of (unconditioned) frequency is a unique prediction of IG which is not made by

UID. Even though Shannon information could just as easily be computed using frequencies

rather than conditional probabilities, our frequency values are global, unconditioned, and

thus stable throughout the sentence. Whatever the gap in frequency is between the particle

and the object within a verb-particle construction is, this difference remains constant regard-

less of the order with which the words are linearized. UID makes no particular prediction

with respect to frequency and linear order. This is not to say that UID is incompatible with

attested frequency effects, simply that UID is orthogonal to them— it neither predicts nor

offers an explanation of frequency.

If we make the reasonable assumption that, on average, predictability of elements increases

monotonically as a function of growing context, only then does UID predict a relation

between predictability and linear order in verb-particle sentences. Under this assump-

tion, and given whatever initial asymmetry existed between P(particle|verb) compared with

P(object|verb), then whichever is linearized first increases the baseline predictability of the

second element. When the initially more-predictable element is output first, this reduces the

asymmetry in information content at each time. Conversely, mentioning the low predictabil-

ity element first would exacerbate the information asymmetry. For example, imagine that

after producing the word “pick” then the predictability of “up” is 0.5 and the predictability

of “book” is 0.1. If the next word uttered is in fact “up” that the subsequent predictability of

“book” would rise higher, say to 0.6; while the verb imposes some selectional restrictions on
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the object, it would seem natural that a verb-particle pair would further reduce the upcom-

ing search space making predictability greater. Even if the selectional restrictions placed on

the particle by the object are on average less drastic, it should be intuitive that predictabil-

ity doesn’t get reduced based on additional information. So while the gap in predictability

directly following the verb was 0.4 (0.5 for “up” minus 0.1 for “book”), the eventual gap in

predictability would be reduced if the more predictable element were linearized first (“up” is

output at 0.5 predictability while the predictability of “book” rises to 0.2, hence the gap is

reduced to 0.3) and it would be increased if the less predictable element were linearized first

(“book” is output at 0.1 predictability while the predictability of “up” rises to 0.6, hence the

gap is increased to 0.5).

In the cases of object-length and definiteness, UID makes no explicit prediction on linear

order. Since probabilities (following Jaeger (2010)) are computed on the noun head, changing

the article from definite to indefinite or adding a modifier does not effect that computation.

UID is not incompatible with such attested effects, but UIDA would predict the effect of

information density (predictability) to remain robust in the face of altering these orthogonal

factors. Section 5.6 introduces a pair of additional experiments using object-length and

model comparison to differentiate between IG and UIDA explanations of UIDC.

5.6. Object Length Experiment between IG and UIDA

An argument presented in Jaeger (2010) to support UID is that, even after controlling for

correlates of other processing theories, the effect of UID manifests in his regression model.

Jaeger additionally attempts to make a direct comparison of the relative theoretical status

between such factors by examining the size of coefficients for such actors:

“To put the effect in relation to two theories of sentence production that have

received considerable attention in psycholinguistic work on syntactic variation,

availability-based sentence production and dependency processing accounts: the

effect associated with the only parameter fitted for information density outranks

the effect of all three parameters associated with dependency length effects in the
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model. The effect of information density also is much larger than the combined

effect of accessibility related parameters in the model. That is, information

density emerges as the single most important predictor of complementizer that-

mentioning.”

However, comparing the coefficient sizes between variables is not a good way to judge their

relative “status” within the processing architecture. Because more sentences happen to

contain short objects (Figure 25), it follows naturally that the effect of object length appears

smaller. This alone does not serve as evidence to support UIDA or afford particularly

elevated status to UIDC. By looking at the subset of sentences with somewhat longer objects,

we give a fairer chance to compare the two theories. Under UIDA, if speakers directly

manage information density as posited, then the effects of predictability on linear order

should remain present when examining multi-word objects. This is not to say we shouldn’t

expect the coefficient size to change (based on an interaction with other factors), simply that

a meaningful interpretation of UIDA predicts information density to remain a significant

factor in the regression model.

Alternatively under IG, predictability is only one of many factors which correlate with

linear order by way of the single mechanism of lexical access times. On this view, there is no

particularly special status for conditional probability compared to frequency, definiteness, or

object length. Each factor has some effect on lexical retrieval speed (potentially in opposing

directions). On this equal footing, we might expect the predictive power of information

density to disappear when looking at medium-length objects—any boost in retrieval speed

that increased conditional predictability offers would be overshadowed by the increased

amount of time it takes to build and process a multi-word object. To evaluate these differing

predictions of IG and UIDA, I re-ran similar regression analyses as in Section 5.4 but limited

the evaluation set to sentences whose objects are at least N words long for various values

of N. Compare the output of evaluating cases of N=2 or more words in Table 10 (58,628

instances at a ratio of 82.05% particle-first) with what happens when limited to somewhat
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Figure 25: Distribution of object length (in words) within the present sample of verb-particle
data (67,905 sentences)

longer objects as in Table 11 (N=4 or more words, 5,688 instances at a ratio of 96.6% particle

first)

When restricted to evaluating even medium-length objects (four or more words), there is

no effect of information density. Importantly, while the proportion of particle-first cases is

approaching categorical here (driven by the length of the object), other processing factors

remain significant predictors of linear order. The lack of significance for the “information”

factor is not simply an effect masked by distance, since the frequency factor (like Information)

is computed on the same object head at an equal distance from the verb. This represents

evidence against UIDA and in favor of IG. Information theory is no silver bullet for language

processing. When effects describable via information theoretic formalisms emerge as a result

of algorithms with many moving parts, it should be expected that such effects interact with
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Factor Coefficient Std. Error z p

(Intercept) -1.38 0.23 -5.94 < .001
Frequency(object) 0.05 0.01 5.48 < .001
Information(object | verb) 0.06 0.01 7.34 < .001
Object prior mention -0.3 0.10 -3.04 .002
NP Length 1.05 0.03 37.82 < .001
Definite Object -0.72 0.03 -27.03 < .001

Table 10: Evaluating cases of N=2 or more words

Factor Coefficient Std. Error z p

(Intercept) 0.83 0.74 1.11 .27
Frequency(object) 0.16 0.05 2.92 .004
Information(object | verb) -0.08 0.06 -1.42 .16
Object prior mention 0.16 0.57 0.27 .78
NP Length 0.59 0.13 4.55 < .001
Definite Object -1.05 0.17 -6.11 < .001

Table 11: Evaluating cases of N=4 or more words. The effect of conditional probability is
absent, while the effects of frequency, object length, and definiteness remain.

other factors, and may disappear under the right (or perhaps wrong) circumstances.

5.7. General Discussion

In this chapter I have attempted to build on that production literature (Bock and Lev-

elt, 2002; Levelt, 1993; Ferreira and Dell, 2000; Levelt, 1992; Ferreira and Swets, 2002;

Pechmann, 1989; Smedt, 1990) by outlining Incremental Generation (IG) as an explana-

tory mechanism underlying production choices around optionality. IG functions by a set of

incremental forward-feeding modules linking from conceptual representation, to functional

processing (lemma retrieval, etc., to positional processing (inflection and constituent assem-

bly), and finally to phonological and articulatory encoding. Since (A) we have an incre-

mental module responsible for lexical retrieval in this stack ahead of positional assignment,

(B) operation between different modules functions in parallel, and (C) input to downstream

modules is generated by the output of upstream components, then this has the measurable

effect that differences in the order of conceptual access (Gleitman et al., 2007), lexical re-

trieval or constituent-building output manifest as comparable differences in output order.
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It is because the architecture adheres to minimized buffering that whatever factors speed

up upstream access, etc. will also be predictors of linear order among constituents. IG is

strongly supported by the verb-particle data presented here, and is consistent with previous

data on “that”-omission (Roland et al., 2006; Jaeger, 2010). Beyond that, IG offers a single,

unified mechanism of action to explain the correlation between linear order and frequency,

predictability, definiteness, and object length.

While a great deal of attention has been paid to information theoretic approaches to language

and production in the last decade (Jaeger, 2010; Piantadosi et al., 2011; Frank and Jaeger,

2008; Pellegrino et al., 2011; Maurits et al., 2010; Fedzechkina et al., 2012), it is important to

recognize the application of different levels of analysis (Marr, 1982) to the study of cognition.

Uniform Information Density (and more specifically UIDC) is a descriptive tendency of data

relating to optionality and should not be confused with a cause for it. IG provides an

explanation for why UIDC emerges. A stronger information theoretic account under which

speakers directly impose an ordering preference for information at a local-level, UIDA, is

not supported. While UIDC systems may have properties beneficial to communication,

this results without an explicit optimization for it in the minds of individual speakers. To

whatever degree we can characterize the output of the language production system as efficient

in information ordering, this is an emergent property of a simple, incremental generation

system. In other words, we can “win” without trying.

A significant portion of discussion in this Chapter focused on the interface between IG and

UIDC, but this is not the only set of information-theoretic findings which IG offers a me-

chanical explanation of. Mahowald et al. (2013) provides experimental evidence that, in a

production task, speakers choose to use the shorter variant of a semantically equivalent pair

(e.g. “chimp” as opposed to “chimpanzee”) in more predictable contexts. This is presented

as evidence that speakers are (implicitly) manipulating information rates to adhere to con-

straints of communicative efficiency. However, such a finding would seem to fall out directly

from the view of IG presented in this Chapter. Once a concept has been activated within
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the production system, the lexical retrieval module attempts to retrieve the corresponding

lemma. In this case there is a race between forms compatible with the concept (in this

case “chimp/chimpanzee” or “math/mathematics”) which is analogous to the race between

the object and the particle in the verb-particle construction—whichever lemma is retrieved

more quickly is sent off for positional processing. Since predictability supports faster lexical

retrieval (along with frequency, etc.), it follows that speakers are more likely to pronounce

the shorter (and more frequent) element in the pair in predictable contexts compared to

unpredictable ones.

I hope that future work continues along the lines laid out here. It is important that work in

cognitive science (of language and otherwise) stay true to a tradition in which we study the

computational systems responsible for individual human behavior. The mathematical tools

of information theory, probability theory, etc. have had huge utility in our development of

psycholinguistic models, but the identification of statistical phenomena is not an explanation

of them. We cannot achieve a thorough account and understanding of language production

and processing without reference to underlying causal mechanisms.
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CHAPTER 6 : Conclusions

The goal of this dissertation is to explore the wide ranging implications of a simple fact:

language unfolds over time. Whether as cognitive symbols in our minds, or as their physical

realization in the world, if linguistic computations are not made over transient and shifting

information as it occurs, they cannot be made at all. This idea, the immediacy of linguistic

computation, motivates the study of the intermediate representations that are constructed

during online processing and acquisition. While ultimately extracted from linguistic input,

such intermediate representations may differ significantly from the underlying distributional

signal. Language is fundamentally constrained by how and when learners generate linguistic

hypotheses, subject to the immediacy of computation, above and beyond whatever descrip-

tion appears to be the best statistical fit to the input data.

Chapter 2 applied these ideas to the domain of speech processing. Using a novel perceptual

learning paradigm I observed that listeners can rapidly adapt to variation in phonetic input,

updating their mapping between perceptual cues (e.g. VOT) and phonological categories.

This adaptation is only able to occur however, when the relevant disambiguating information

is provided before the ephemeral speech signal rather than after. This is consistent with a

theory by which the intermediate representation of speech consists of graded activation over

discrete linguistic categories (e.g., phones, words) but does not include the acoustic-phonetic

evidence which gave rise to that activation. Crucially, this is a Markovian process: listeners

encode a state of activation but do not retain the precise sensory evidence which led to that

belief. It is worth noting that even retaining extremely course-grained information about

the relevant acoustic cues would have been sufficient for adaptation (i.e. tracking “high”

and “low” VOT), yet this did not occur. The structure of intermediate representations thus

has substantial ramifications as a bottleneck for broader theories of phonological represen-

tation. For instance, the present findings raise important questions for exemplar accounts of

phonology (e.g. Bybee, 2002; Pierrehumbert, 2001; Johnson, 2006): it does not seem possible

that acoustic-phonetic detail be stored in stable representations when it is not active in an

121



intermediate state over the span of even several seconds.

The findings in Chapter 2 are mirrored in the restrictions that the immediacy of linguistic

computation places on the representation of word meanings constructed during learning. In

Chapter 3 I introduced a model of word learning (NGM) grounded in category formation.

The NGM outlines a mechanism by which hearing novel words invites a learner to create a

new category from component “features.” Once a hypothesis about the word meaning has

been generated, the learner is able to evaluate subsequent labeled objects with respect to

this hypothesized meaning. However, as in the intermediate representation of speech, the

learner no longer has access to the underlying distribution which generated that belief. This

by-product of the immediacy of linguistic computation means that learners are sensitive

properties of the input timing (whether referents are displayed in parallel or in sequence)

that are orthogonal to the raw statistics. Important evidence for our understanding of

psycholinguistic systems often comes from particular conditions under which human behavior

is “non-optimal” or diverges from the input distribution. Simon (1996) lays this point out

nicely: “A bridge, under its usual conditions of service, behaves simply as a relatively smooth

level surface on which vehicles can move. Only when it has been overloaded do we learn

the physical properties of the materials from which it is built.” Chapter 4 evaluates further

predictions of the NGM through a new eye-tracking paradigm. Using eye-gaze as a measure

of selective attention to component features, we can shed light on the content and time-

course of intermediate representations as they emerge during word learning. I find that,

consistent with the general approach, learners’ attention during learning is limited only to

the features present in their current hypothesis.

Finally, Chapter 5 explores the effect of the immediacy of computation on language pro-

duction and “syntactic optionality.” Under an influential existing account (Jaeger, 2010),

speakers’ choices are governed by a preference to distribute information evenly and efficiently

over time. While this notion of efficiency is well-defined, it does not specify a mechanism

that generates linguistic output. I describe a framework of language production in which
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behavior is rapid and incremental: the system outputs lexical items as soon as they are

retrieved (within the bounds of the grammar). I evaluate the predictions of this “incremen-

tal generation” account in comparison to other theories by fitting a statistical model over

large-scale corpus data on the English verb-particle alternation. The output of the produc-

tion system is best understood, in this explicit model, as the by-product of psycholinguistic

factors: whether the object or the particle is linearized first depends on the intermediate

representation following output of the verb. While in many instances, “incremental gener-

ation” and Uniform Information Density make convergent predictions, by focusing on the

underlying production mechanism, I identify specific cases where these two theories differ

and “incremental generation” is uniquely supported. Thus functional global behavior is

the by-product of a local process: the immediacy of computation reduces demands on the

language producer by placing a grammatical structure in the output as quickly as possible.

Taken together these case studies represent a rich analysis of the immediacy of linguistic

computation and its system-wide impact on the mental representations and cognitive algo-

rithms of language. I take seriously the view that to make fundamental progress we need

to move towards process-level causal explanations in addition to high-level descriptions of

computational phenomena. That the design of language is, in part, governed by principles

of computational efficiency is a broadly accepted view, but often underspecified. I believe

that the immediacy of linguistic computation, as a reflex of inherent cognitive constraints,

represents an explicit mechanistic account of Chomsky’s “third-factor” which, along with

UG and experience, conspires to shape language. My hope for this work is that it will serve

as an initial guide and a foundation for me and others interested in tackling questions in

{computational,psycho}-linguistics.
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APPENDIX A

A.1. Stimulus Lists

A.1.1. Exposure Target Items

/t/-item /d/-item

tab dab
tally dally
tangle dangle
tear dare
tech deck
teem deem
tense dense
tie dye
tier deer
time dime
tip dip
toll dole
tomb doom
tongue dung
tour door
tow dough
town down
tub dub
tummy dummy
tune dune
tusk dusk
two do

Table 12: Target stimulus pairs used in Experiments 1, 2, and S1.
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A.1.2. Exposure Filler Items

Filler-item

acre airline amuse angry annual
assembly average awareness beach begin
brush business capable carve cheese
chemical clinic color companion conscious
cruel curiously emphasis employ energy
ever exam experience feeling fellow
female fierce film firm fish
five flesh fool four frame
freely from funeral gain governor
happily hire holy impression improve
impulse jealous jump lung magazine
march marsh measure missing mouse
muscle myself navy nearly nervous
none normally offence pack parallel
pencil permission pile plunge polish
pour pursue religious rope rough
roughly safely scale shall sheep
similar slip small smoke soak
socially soil somewhere sure suspicious
sweep vaguely vessel

Table 13: Filler stimuli used in Experiments 1, 2, and S1.

A.2. Full Null Model Structures for Mixed Effects Regression Analyses

Model structures shown below are the constrained (null) models against which the more

complex models with the effects of interest were tested. Descriptions of the fixed and random

effects in each null model are given, followed by the syntax used in R (lmer package).

For models in Chapter 2 that were run on all data (first and last Test Half included together),

the following was always the null model structure used:
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- Main effects of Test Half and VOT (centered)

- For subject.id, a random intercept

- For testExemplar.id, a random intercept

------------------------------------------------------------------------

t_choice ~ 1 + testHalf + VOT_centered +

(1 | subject.id) + (1 | testExemplar.id)

For all models in Chapter 2 that were run on separate test halves (first and last Test Half sep-

arately), the following was always the null model structure used, except for those indicated

further below:

- Main effect of VOT (centered)

- For subject.id, a random intercept and an uncorrelated

random slope of VOT (centered)

- For testExemplar.id, a random intercept

------------------------------------------------------------------------

t_choice ~ 1 + VOT_centered + (1 | subject.id) +

(0 + VOT_centered | subject.id) + (1 | testExemplar.id)

For analysis in Experiment 1 of the effects of interest (Shifted Phone and Timing) in First

Test Half only (without the ceiling/floor cutoff, i.e. the analysis reported in the main

manuscript), the following was the null model structure used:

- Main effect of VOT (centered)

- For subject.id, a random intercept

- For testExemplar.id, a random intercept

------------------------------------------------------------------------

t_choice ~ 1 + VOT_centered + (1 | subject.id) + (1 | testExemplar.id)

For analysis in Experiment 2 of Timing condition on Shifted-/d/ data only, First Test Half
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only (without the ceiling/floor cutoff, i.e. the analysis reported in the main manuscript),

the following was the null model structure used:

- Main effect of VOT (centered)

- For subject.id, a random intercept

- For testExemplar.id, a random intercept

------------------------------------------------------------------------

t_choice ~ 1 + VOT_centered + (1 | subject.id) + (1 | testExemplar.id)

For analysis in Experiment S1 of the effects of interest (Shifted Phone and Timing) in

Last Test Half only (with the ceiling/floor exclusion criterion that was pre-registered but

ultimately not used in the main manuscript), the following was the null model structure

used:

- Main effect of VOT (centered)

- For subject.id, a random intercept

- For testExemplar.id, a random intercept

------------------------------------------------------------------------

t_choice ~ 1 + VOT_centered + (1 | subject.id) + (1 | testExemplar.id)

A.3. Full Regression Outputs for Best Fitting Models

All brackets in this section represent 95% confidence intervals.

A.3.1. Experiment 1

Predictor Coefficient z p Odds Ratio
(Intercept) 1.55 [0.31, 2.79] 2.45 .014 4.72 [1.36, 16.32]
VOT 3.08 [2.99, 3.17] 67.89 < .001 21.81 [19.95, 23.84]
Shifted Phone -0.15 [-0.33, 0.02] -1.73 .083 0.86 [0.72, 1.02]
Timing -0.19 [-0.37, -0.02] -2.15 .031 0.83 [0.69, 0.98]
Test Half -0.12 [-0.17, -0.08] -5.27 < .001 0.89 [0.85, 0.93]
Shifted Phone x Timing -0.08 [-0.26, 0.09] -0.95 .343 0.92 [0.77, 1.09]
Shifted Phone x Test Half 0.05 [0.01, 0.1] 2.27 .023 1.05 [1.01, 1.1]
Timing x Test Half 0.03 [-0.02, 0.07] 1.21 .227 1.03 [0.98, 1.08]
Phone x Timing x Test Half 0.05 [0.01, 0.1] 2.38 .017 1.06 [1.01, 1.11]

Table 14: Output of the best fitting model on all trials for Experiment 1

A.3.2. Experiment 2
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Predictor Coefficient z p Odds Ratio
(Intercept) 1.84 [0.45, 3.23] 2.60 .009 6.29 [1.57, 25.17]
VOT 3.47 [3.31, 3.63] 43.13 < .001 32.2 [27.5, 37.7]
Shifted Phone -0.12 [-0.34, 0.1] -1.08 .282 0.89 [0.71, 1.1]
Timing -0.23 [-0.45, -0.01] -2.08 .038 0.79 [0.64, 0.99]
VOT x Shifted Phone 0.24 [0.1, 0.37] 3.41 < .001 1.27 [1.11, 1.45]
VOT x Timing 0.02 [-0.12, 0.15] 0.24 .811 1.02 [0.89, 1.17]
Shifted Phone x Timing -0.26 [-0.48, -0.04] -2.33 .02 0.77 [0.62, 0.96]
VOT x Shifted Phone x Timing -0.23 [-0.37, -0.1] -3.33 < .001 0.79 [0.69, 0.91]

Table 15: Output of the best fitting model on the first half of test trials for Experiment 1

Predictor Coefficient z p Odds Ratio
(Intercept) 1.9 [0.51, 3.29] 2.68 .007 6.69 [1.67, 26.8]
VOT 4.27 [3.89, 4.66] 21.78 < .001 71.78 [48.86, 105.45]
Shifted Phone -0.1 [-0.36, 0.15] -0.79 .428 0.9 [0.7, 1.17]
Timing -0.11 [-0.37, 0.15] -0.84 .403 0.9 [0.69, 1.16]
VOT x Shifted Phone 0.25 [-0.12, 0.61] 1.32 .186 1.28 [0.89, 1.84]
VOT x Timing 0.38 [0.02, 0.74] 2.04 .041 1.46 [1.02, 2.09]

Table 16: Output of the best fitting model on the last half of test trials for Experiment 1

Predictor Coefficient z p Odds Ratio
(Intercept) 1.98 [0.29, 3.68] 2.29 .022 7.26 [1.33, 39.59]
VOT 4.5 [3.99, 5.02] 17.17 < .001 90.26 [53.99, 150.92]
Shifted Phone -0.53 [-0.92, -0.14] -2.68 .007 0.59 [0.4, 0.87]

Table 17: Output of the best fitting model on the first half of test trials, text-before condition
for Experiment 1

Predictor Coefficient z p Odds Ratio
(Intercept) 2.32 [0.88, 3.76] 3.15 .002 10.17 [2.4, 43.09]
VOT 4.02 [3.59, 4.46] 18.05 < .001 55.96 [36.14, 86.63]

Table 18: Output of the best fitting model on the first half of test trials, text-after condition
for Experiment 1

Predictor Coefficient z p Odds Ratio
(Intercept) 1.28 [-0.35, 2.91] 1.54 .123 3.6 [0.71, 18.31]
VOT 3.44 [3.35, 3.53] 76.58 < .001 31.11 [28.49, 33.97]
Shifted Phone -0.09 [-0.28, 0.1] -0.95 .343 0.91 [0.75, 1.1]
Timing -0.16 [-0.35, 0.03] -1.62 .106 0.85 [0.7, 1.03]
Test Half -0.18 [-0.22, -0.14] -8.80 < .001 0.83 [0.8, 0.87]
Shifted Phone x Timing -0.24 [-0.43, -0.05] -2.48 .013 0.78 [0.65, 0.95]

Table 19: Output of the best fitting model on all trials for Experiment 2
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Predictor Coefficient z p Odds Ratio
(Intercept) 1.5 [-0.58, 3.57] 1.41 .158 4.46 [0.56, 35.63]
VOT 4.68 [4.36, 4.99] 28.96 < .001 107.49 [78.32, 147.52]

Table 20: Output of the best fitting model on the last half of test trials for Experiment 2

Predictor Coefficient z p Odds Ratio
(Intercept) 1.58 [-0.17, 3.33] 1.77 .078 4.85 [0.84, 28.06]
VOT 4.16 [3.78, 4.54] 21.69 < .001 64.06 [43.99, 93.29]
Shifted Phone -0.41 [-0.72, -0.09] -2.54 .011 0.66 [0.49, 0.91]

Table 21: Output of the best fitting model on the first half of test trials, text-before condition
for Experiment 2

Predictor Coefficient z p Odds Ratio
(Intercept) 1.77 [0.3, 3.24] 2.37 .018 5.88 [1.36, 25.48]
VOT 3.85 [3.5, 4.21] 21.25 < .001 47.18 [33.06, 67.32]

Table 22: Output of the best fitting model on the first half of test trials, text-after condition
for Experiment 2
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A.4. Bayes Factor Calculation

Bayes Factors were computed in R using the brms package (Bürkner, 2017) and the following

parameters:

- Default priors assigned by BRMS

- Iterations: 2000 (Default)

- Chains: 4 (Default)

- Delta: 0.999 (increased to ensure accurate estimation of posteriors)

- Maximum Tree Depth: 15 (increased to ensure accurate

estimation of posteriors)

brms calls for the analysis of the test-phase (first half of trials only) comparing a model with

and without a main effect of shifted-phone (“ambigPhoneme”):
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full_brms_bernoulli = brm(t_choice ~ 1 + VOT_centered + ambigPhoneme +

(0 + VOT_centered | subject.id) +

(1 | subject.id) + (1 | testExemplar.id),

data = subset(data.test.cur, experimentName == currExp &

blockOrderHalf == curHalf &

contextCondition == contextConditionSetting),

control = list(adapt_delta = 0.999, max_treedepth = 15),

family = bernoulli, save_all_pars = TRUE,

iter = 2000, cores = getOption("mc.cores", 4L))

null_brms_bernoulli = brm(t_choice ~ 1 + VOT_centered +

(0 + VOT_centered | subject.id) +

(1 | subject.id) + (1 | testExemplar.id),

data = subset(data.test.cur, experimentName == currExp &

blockOrderHalf == curHalf &

contextCondition == contextConditionSetting),

control = list(adapt_delta = 0.999, max_treedepth = 15),

family = bernoulli, save_all_pars = TRUE,

iter = 2000, cores = getOption("mc.cores", 4L))

BF_brms_bridge = bayes_factor(full_brms_bernoulli, null_brms_bernoulli)

brms calls for the analysis of exposure phase match/mismatch accuracy on ambiguous trials.

Comparing a model with and without a main effect of Timing (“contextCondition”):
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full_brms_exposure = brm(accuracy ~ 1 + contextCondition +

(1 | subject.id) + (1 | testExemplar.id),

data = data.train.ambigOnly,

control = list(adapt_delta = 0.999, max_treedepth = 15),

family = bernoulli, save_all_pars = TRUE,

iter = 2000, cores = getOption("mc.cores", 4L))

null_brms_exposure = brm(accuracy ~ 1 + (1 | subject.id) +

(1 | testExemplar.id),

data = data.train.ambigOnly,

control = list(adapt_delta = 0.999, max_treedepth = 15),

family = bernoulli, save_all_pars = TRUE,

iter = 2000, cores = getOption("mc.cores", 4L))

BF_brms_bridge_Exp2 = bayes_factor(full_brms_exposure, null_brms_exposure)
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A.5. Secondary Analyses

A.5.1. Checking for Bimodality in Participant Responses

To check whether some participants showed the expected adaptation effect in the text-after

Timing conditions and others did not, I tested for bimodality in psychometric thresholds.

In particular, I fit psychometric functions for each participant using the R package quickpsy

(Linares and López i Moliner, 2016)—first half of test data only—and extracted the 50%

categorization thresholds. I excluded any subjects with poor fits (thresholds < 0 ms or >

100 ms; one participant in Experiment 1, one in Experiment 2, and four participants in

Experiment S1).

Figure 26: Distributions of the 50% categorization thresholds in Experiment 1 from the
main manuscript. No evidence for bimodality was observed in any condition.

I used Hartigan’s dip test (Hartigan and Hartigan, 1985) for evidence for the alternative

hypothesis of non-unimodality. No evidence for the alternative was present in any condition

(D’s < 0.065, uncorrected p’s > .34). This can also be seen in Figures 26-27, which depicts
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the distributions of 50% categorization thresholds for each experiment.

Figure 27: Distributions of the 50% categorization thresholds in Experiment 2 from the
main manuscript. No evidence for bimodality was observed in any condition.

A.5.2. Checking for Relationship between Exposure RTs and Test Performance

Perhaps one reason I failed to observe adaptation in the text-after conditions was due to a dif-

ference in response behavior of the participants in the two tasks (text-before vs. text-after),

rather than about a difference in the intermediate representations available for adaptation.

In particular, it may be that participants responded with different latency in the text-before

or text-after conditions. Thus, if the sub-phonemic information requires a delay to come

“on-line” for decision making, then that would result in minimal or no adaptation in the

text-after condition, simply due to the difference in response times.

To test this, I conducted simple linear regressions predicting 50% categorization thresholds

median response times (RTs) at training, separately for each experiment, with main effects

and interactions of Shifted Phone and Timing. If the difference in RTs led to the adaptation
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Figure 28: There is no significant relationship between RTs and categorization thresholds
at test

differences that was observed, then we should see a significant relationship between median

RTs and the thresholds (and possibly an interaction with condition). However, this was not

the case. In Experiment 1, median RT was not a significant predictor of threshold, nor did

it interact with the conditions of interest (p’s > .27). In Experiment 2, median RT was also

not a significant predictor of threshold, nor did it interact with the conditions of interest (p’s

> .32). This is visualized for Experiment 1 in Figure 281 and for Experiment 2 in Figure 29.

1Note that what appears to be a significant correlation in Experiment 1, text-before Shifted-/d/, is driven
by one outlier participant: the participant with about 700ms median RT, and 62 ms categorization threshold.
With this participant included, the Spearman correlation is ρ = 0.48, p = 0.09; but excluded, the correlation
is ρ = 0.14, p = 0.49.
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Figure 29: There is no significant relationship between RTs and categorization thresholds
at test
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A.6. Effect of Pre-Registered Exclusion Criteria for All Experiments

In the pre-registered analysis plan for Experiment 2 and Experiment S1, I had an addi-

tional criterion to exclude those participants whose performance at the extrema of the VOT

distributions (20ms and 80ms) was more than 0.15 away from ceiling or floor. This addi-

tional exclusion was added to the pre-registration after observing that some participants’

psychometric functions in Experiment 1 did not conform to the usual “S” shape, due to

deviance from floor/ceiling performance at the extrema. However, I ultimately decided to

diverge from this pre-registered criterion because there was no theoretical reason to expect

categorizations at our chosen extrema (e.g. 20ms VOT) to necessarily be at floor or ceiling.

I note that excluding these participants did not qualitatively change the reported results in

any of the experiments in the main manuscript. Below, I report the additional exclusions

due to this criterion (Table 23) and results of the main analyses of Chapter 2 with these

exclusions (Subsections A.6.1 - A.6.3).

Experiment Shifted Phone Timing N after exclusions % excluded

Exp 1 /d/ text-before 27 10%

Exp 1 /d/ text-after 28 3%

Exp 1 /t/ text-before 28 20%

Exp 1 /t/ text-after 31 18%

Exp 2 /d/ text-before 40 13%

Exp 2 /d/ text-after 30 29%

Exp 2 /t/ text-before 36 18%

Exp 2 /t/ text-after 32 27%

Exp S1 /d/ text-before 39 25%

Exp S1 /d/ text-after 36 18%

Exp S1 /t/ text-before 46 15%

Exp S1 /t/ text-after 33 25%

Table 23: Exclusions with ceiling/floor cutoff for each experiment (by condition).
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A.6.1. Experiment 1 Results with Full Exclusions

The best-fitting model was one including a main effect of VOT and a main effect of Test

Half with main effects and interactions of Shifted Phone, Timing, and Test Half. This model

was a better fit than one that did not include the interaction of Shifted Phone and Timing

and the triple interaction of Shifted Phone, Timing, and Test Half, χ2(2) = 10.13, p = .006,

and better than a model without the triple interaction of Shifted Phone, Timing, and Test

Half, χ2(1) = 7.49, p = .006.

In the First Half, the best-fitting model was one that included a main effect of VOT and

main effects and interactions of Shifted Phone and Timing. This model was a better fit

than one that did not include the interaction of Shifted Phone and Timing, χ2(1) = 4.96, p

= .026. In contrast, in the Last Half, the best-fitting model was one that included a main

effect of VOT, Shifted Phone, and Timing, and interactions of VOT and Shifted Phone, and

VOT and Timing. A model with the additional interaction of Shifted Phone and Timing

was not a significant improvement, χ2(1) = 0.79, p = .37, nor was one with the additional

triple interaction of VOT, Shifted Phone, and Timing, χ2(2) = 2.29, p = .32.

A.6.2. Experiment 2 Results with Full Exclusions

The best-fitting model was one including a main effect of VOT and main effects and in-

teractions of Shifted Phone, Timing, and Test Half. This model was a better fit than one

that did not include the interaction of Shifted Phone and Timing and the triple interaction

of Shifted Phone, Timing, and Test Half, χ2(2) = 6.85, p = .03, and better than a model

without the triple interaction of Shifted Phone, Timing, and Test Half, χ2(1) = 4.16, p =

.04.2

In the First Half, the best-fitting model was indeed one that included a main effect of VOT

and main effects and interactions of Shifted Phone and Timing. This model was a better fit
2This best fitting model with all main effects and interactions did not meet the cutoff of tolerance

(max|grad| = 0.00148, with default tolerance of 0.001). A simpler model without an intercept for the test
exemplar did converge and the results are qualitatively similar.
Likewise, the model I compare to (without the triple interaction) did not meet the cutoff of tolerance for

convergence (max|grad| = 0.001009). As before, a simpler model without the intercept for test exemplar
converged and were qualitatively similar.
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than one that did not include the interaction of Shifted Phone and Timing, χ2(1) = 3.96,

p = .047, and marginally better than one that included only a main effect of VOT, χ2(3)

= 6.95, p = .07. In contrast, in the Last Half, the effects of Shifted Phone and Timing

were more subtle: a model that included main effects and interactions of VOT, Shifted

Phone, and Timing was significantly better than one without the triple interaction of VOT,

Shifted Phone, and Timing, χ2(1) = 5.16, p = .02, and better than one without the full

triple interaction or the interaction of Shifted Phone and Timing, χ2(2) = 6.75, p = .034;

however, this model was not better than one that included only a main effect of VOT, χ2(6)

= 11.0, p = .09.

A.6.3. Experiment S1 Results with Full Exclusions

The best-fitting model was one including a main effect of VOT and main effects and inter-

actions of Shifted Phone and Test Half. This model was a better fit than one that did not

include the interaction of Shifted Phone and Test Half, χ2(1) = 38.4, p < .001, and better

than a model without a main effect or interactions of Shifted Phone, χ2(2) = 51.3, p <

.001. Including Timing as a main effect or interaction with any of the other factors did not

improve the fit, all p’s > .22.

Given the significant interaction of Shifted Phone and Test Half, I tested for the effects

of interest in each test phase half separately. In the First Half, the best-fitting model was

indeed one that included a main effect of VOT and main effect of Shifted Phone. This model

was a better fit than one that did not include the main effect of Shifted Phone, χ2(1) =

20.99, p < .001. A model with the additional interaction of Shifted Phone and VOT was

not a significantly better fit, χ2(1) = 1.48, p = .224, nor was a model with the main effect

or interaction of Shifted Phone and Timing, χ2(2) = 1.28, p = .528. In the Last Half the

results were largely the same. The best-fitting model was indeed one that included a main

effect of VOT and main effect of Shifted Phone. This model was a better fit than one that

did not include the main effect of Shifted Phone, χ2(1) = 4.57, p = .033. A model with the

additional interaction of Shifted Phone and VOT was not a significantly better fit, χ2(1) =

0.51, p = .474, nor was a model with the main effect or interaction of Shifted Phone and
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Timing, χ2(2) = 1.80, p = .407.

A.7. Distribution of Participant Exclusions

In Experiment 1, the exclusion rate of 3% is even across conditions: 2 out of 65 text-before

participants were excluded because of low (below 80%) accuracy on target exposure items,

and 2 out of 67 text-after participants were excluded because of low (below 80%) accuracy

on target exposure items. No participants were excluded for overly fast exposure response

times.

For experiment 2, the increase in exclusions was driven primarily by overly fast response

times by a minority of participants. 12 out of 106 text-before participants were excluded (for

a total rate of 11.3%), however, 7 of those 12 were excluded for overly fast response times

(RTs less than 150ms on more than 25% of all responses). Of the 5 text-before participants

excluded for match-mismatch inaccuracy, 3 were due to poor performance on just filler

items, while 2 were due to poor performance on either just target items or both target

and filler items. For the text-after participants in Experiment 2, there were 13 participants

excluded out of 88 (total rate of 14.8%). Again, the majority of these (8 of 13) were

due to overly fast response times. 2 participants were excluded based on their test-phase

responses (“t-responses” lower at 80ms than 20ms indicating either non-compliance or that

they had accidentally flipped the response buttons). Only 3 of 88 text-after participants

were excluded due to poor performance on the match-mismatch task (1 for low accuracy on

confirming target items, and 2 for low accuracy on confirming filler items)
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A.8. Visualizing three-way interactions in main experiments

Figure 30: Psychometric functions for phoneme categorization during testing in Experiment
1. Output split by Shifted Phone (/t/ or /d/), Timing condition (text-before or text-after),
and test-phase half (first four test blocks or remaining five). Adaptation occurred in the
text-before but not text-after condition and faded over the course of the test phase (first vs.
last half). Data points are subject means and error bars are within-subject 95% confidence
intervals (Morey, 2008).
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Figure 31: Psychometric functions for phoneme categorization during testing in Experiment
2. Output split by Shifted Phone (/t/ or /d/), Timing condition (text-before or text-after),
and test-phase half (first four test blocks or remaining five). Adaptation occurred in the
text-before but not text-after condition and faded over the course of the test phase (first vs.
last half). Data points are subject means and error bars are within-subject 95% confidence
intervals (Morey, 2008).
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A.9. Norming study

The audio for target stimuli in Experiment 1 was created by gluing different portions of “t”-

word onsets onto the rime of the “d”-words. Since pitch contour (F0), which is a secondary

cue to voicing (Dmitrieva et al., 2015; Hombert et al., 1979), is realized on the vowel, this

means that while the VOT values were edited, all the target stimuli retained secondary

information consistent with voicing (i.e. the “d” interpretation). To correct for this, I edited

new versions of the target audio which additionally corrected for pitch (F0) and used a

norming study to select a maximally ambiguous VOT cutoff.

The norming study consisted of only a single identical test phase for each participant. On

each trial, participants were exposed to audio of either an isolated word or CV syllable with

a t/d onset ranging from 10ms to 80ms VOT and asked to categorize the word as beginning

with “t” or “d.”

A.9.1. Design

The experiment consisted of 1,053 trials. On each trial, participants were exposed to audio

with a “t/d” onset with a particular VOT value. After listening to the audio, participants

were asked to make a categorization judgment as to whether the sound contained “t” or “d”.

The 1,053 trials were divided between thirteen exemplars, nine VOT levels [20, 30, 40, 45,

50, 55, 60, 70, 80], with nine repetitions for each exemplar and level (13x9x9). Test items

were randomized within a set of nine blocks, so each stimulus was heard once before any

stimulus was repeated.

A.9.2. Participants

I recruited 44 native English-speaking University of Pennsylvania undergraduates who re-

ceived course credit for their participation. Participants were presented with stimuli in one

of two randomly ordered lists.

A.9.3. Stimuli

There were a total of twenty-six VOT continua: twenty-two full words and four CV syllables.

The twenty-two full word continua were the target items used in Experiment 1 and the four
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CV syllable continua were the same as the test stimuli used in Experiment 1.

Recordings were taken from the same speaker as the experiments in the Chapter 2. In order

to remove F0-contour as a cue to voicing, I manually extracted the pitch contours for each

word-pair using PRAAT. A new F0-onset value was chosen at 2/3rds of the gap between

the d-onset and t-onset words. I used a PRAAT script to resynthesize the pitch-contours

of the d-onset words with a new contour which begins at the designated 2/3rds boosted F0

value and follows a smooth cline (using pseudo-linear interpolation with a step-size of 10ms)

down to the original d-word pitch at 160ms into the vocoid.

These F0-modified stimuli were used to create continua with VOT ranging from 10 to 100ms

in steps of 5ms. Each step was generated using the same splicing procedure as in Experiment

1: the onset of a t-word was glued onto the rime of the F0-modulated d-word at the specified

VOT value at the nearest zero-crossing point.

A.9.4. Procedure

The norming study was written using custom javascript code interfaced with psiTurk, as in

Experiment 1. Pre-experiment questionnaire and volume check were the same as Experiment

1. Participants completed the experiment in a web browser and were encouraged to use

headphones during the experiment, although use of headphones could not be verified.

Participants received instructions telling them to decide whether the audio they heard corre-

sponds to the word starting with “t” or “d” with both choices displayed on screen (e.g. “time”

or “dime”). The side for choosing t-word vs. d-word were consistent within participant but

randomized between participants.

A.9.5. Exclusions

I excluded participants if they did not complete the entire study, if 20% or more of their

response times were < 75 ms, if their proportion /t/ responses were not significantly lower

for the 3 lowest and 3 highest VOT levels, or if the proportion /t/ responses at VOT extrema

were > .33 away from ceiling/floor. After these exclusions, 23 participants remained for the

analyses.
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A.9.6. Analysis

I fit separate psychometric functions for each continuum using maximum likelihood estima-

tion with the R package quickpsy. The variable of interest was the 50% threshold values at

which test stimuli were equally likely to be categorized as “t” or “d”.

A.9.7. Results

The median 50% threshold was 46.9ms VOT. Among the stimuli used, this was closest to

the 45ms VOT items, so that is the level I established to use as the ambiguity point for the

exposure phase of Experiments 2 and S1. Figure 32 shows a violin plot with the median

50% threshold for each continuum.

Figure 32: Violin plot of the median 50% threshold for “t” / “d” categorization for each
continuum in the norming study. Red line shows the overall median 50% threshold at
46.9ms. “_SHIFTED” and “_ORIG” correspond to pitch-edited and original-pitch CV
continua respectively.

A.10. Experiment S1

In Experiment S1, a confound was introduced between “edited speech” and phonological cat-

egory (either /t/ or /d/ depending on condition). Thus, the ambiguous target items were

paired with the same audio files as in Experiment 2, but the unambiguous target words were

paired with audio that had not been run through the VOT- and pitch-manipulation scripts.

This assignment is illustrated in Figure 33. In Experiments 1 and 2 tokens of “edited speech”

were evenly balanced during the exposure phase between ambiguous and unambiguous tar-

gets (between /t/ and /d/) and thus could not directly be recruited for learning the shifted

distribution. However, in Experiment S1, the confound between acoustic-manipulation and
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a speech category could be represented by participants in a number of ways (building a

novel category for “edited speech”, falsely recognizing that the edited and unedited tokens

belong to two different speakers, etc.). Thus participants might be able to learn a general

bias, e.g. “edited speech is always a /d/”, rather than needing to directly update their phone

boundaries.

A.10.1. Method

Design

The design for Experiment S1 matched the design for Experiment 2 in all aspects except for

the assignment of audio to unambiguous target words. In Experiment S1, the unambiguous

targets were paired with completely unedited audio as in Figure S3. All design, analyses,

and exclusions were pre-registered.

Figure 33: Assignment of audio to text in Experiment S1. There is a confound between
“edited speech” and the particular phonological category under manipulation.

Participants

I recruited 176 participants from Amazon Mechanical Turk divided evenly between the same

four exposure conditions as in Experiments 1 and 2 (text-before with shifted-/d/, text-before

with shifted-/t/, text-after with shifted-/d/, and text-after with shifted-/t/). Subjects were

paid $2.41 for their participation.
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Stimuli and Procedure

The stimuli were the same VOT- and pitch-corrected items as in Experiment 2 with the

exception of the change to unambiguous target items. Only the “ambiguous” target items

for the exposure phase and the test items were run through the audio-editing scripts, the

unambiguous target items were simply the original unedited audio with only the volume

normalized for average loudness. The procedure for Experiment S1 remained unchanged in

Experiment 2.

Exclusions and Analysis

Exclusions and analyses were identical to those in Experiment 1. This resulted in 159

remaining participants for analysis (exclusion rate of 10%), divided among the conditions in

the following way: 40 in text-before shifted-/t/, 44 in text-before shifted-/d/, 39 in text-after

shifted-/t/, 36 in text-after shifted-/d/.

A.10.2. Results

In the exposure phase, performance of the included participants was high and was compa-

rable across conditions: accuracy in confirming the audio/subtitle match on unambiguous

target items was above 98%, on ambiguous targets was above 96%, and on fillers was above

96%. This suggests that for the included participants, the matching task at exposure was

not any more difficult in one condition over another.

Data from the test phase appear in Figure 34 (split by Shifted Phone and timing condition).

As can be observed, adaptation was successful: the psychometric functions are different

between shifted-/t/ and -/d/ ranges. In contrast to the results from both Experiments 1 and

2, this adaptation effect was observed in both timing conditions, text-before and text-after.

As before, the adaptation effect (i.e. effect of Shifted Phone condition on categorization)

faded over time, weakening by the second half of the test phase.

These results were confirmed in mixed-effects model comparisons. First, I compared models

over all of the data. The best-fitting model was one including a main effect of VOT and
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Figure 34: Main results for Experiment S1. Psychometric functions for phoneme discrim-
ination during testing. Output split by Shifted Phone (/t/ or /d/) and Timing condition
(text-before or text-after). Unlike in Experiments 1 and 2, adaptation occurred in both
the text-before and text-after conditions. Data points are subject means and error bars are
within-subject 95% confidence intervals (Morey, 2008).

main effects and interactions of Shifted Phone and Test Half. This model was a better fit

than one that did not include the interaction of Shifted Phone and Test Half, χ2(1) = 46.72,

p < .001, and better than a model without a main effect of Shifted Phone or its interaction

with Test Half, χ2(2) = 61.8, p < .001. Including Timing as a main effect or interaction

with any of the other factors did not improve the fit, all p’s > .19.

Given the significant interaction of Shifted Phone and Test Half, I next tested for the effects

of interest (Shifted Phone and Timing) in each test phase half separately. In the First Half,

the best-fitting model was indeed one that included a main effect of VOT and main effect of

Shifted Phone. This model was a better fit than one that did not include the main effect of

Shifted Phone, χ2(1) = 25.3, p < .001. A model with the additional interaction of Shifted

Phone and VOT was not a significantly better fit, χ2(1) = 1.66, p = .198, nor was a model

with the main effect of Timing and its interaction with Shifted Phone, χ2(2) = 1.90, p =

.39. In the Last Half, the results were largely the same. The best-fitting model was indeed
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one that included a main effect of VOT and main effect of Shifted Phone. This model

was a better fit than one that did not include the main effect of Shifted Phone, χ2(1) =

4.95, p = .03. A model with the additional interaction of Shifted Phone and VOT was not

a significantly better fit, χ2(1) = 0.54, p = .46, nor was a model with the main effect of

Timing and its interaction with Shifted Phone, χ2(2) = 2.24, p = .33.

Finally, I directly compared the effect of Shifted Phone separately in the two Timing con-

ditions, text-before and text-after, to confirm that the effect was indeed present in both

the text-before and text-after conditions (First Half of test phase only). For text-before,

the best-fitting model was one that included main effects of VOT and Shifted Phone. This

model was a better fit than one that did not include the effect of Shifted Phone, χ2(1) =

13.0, p = < .001. Similarly, an effect of Shifted Phone was also observed in the text-after

condition. The best-fitting model was one that included only main effects of VOT and

Shifted Phone, as well as their interaction. This model was a better fit than one that did

not include the main effect of Shifted Phone or its interaction with VOT, χ2(2) = 17.0, p

< .001, and better than one that did not also include the interaction of Shifted Phone and

VOT, χ2(1) = 4.26, p = .04. These modeling results demonstrate that the adaptation was

present and detectable in both the text-before and text-after conditions.

A.10.3. Discussion

Due to the confound between edited audio and a phonological category, participants were

able to learn a general mapping between edited tokens (whether represented directly, or

represented as speech from two different speakers, etc.) and a phonological category (either

/t/ or /d/) in both the text-before and text-after conditions. While I believe the primary

takeaway from Experiment S1 should be that participants are capable of rapidly learning

a large range of possible correlations when stimuli are not properly controlled, I also note

that these results do not entail a signal-retention interpretation. Under AOC participants

in Experiment S1 were able to learn a general bias between phonemes and “editedness” (or

interpreting the edited and unedited tokens as coming from two different speakers, etc.). This

is possible since symbolic/category representations, whether lexical, phonemic, or speaker-
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status persist over time in a way that the signal does not.
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APPENDIX B

B.1. Parameter Sensitivity
Parameter Tuned Value
Prominent salience mean 0.5
Non-prominent salience mean 0.4
Salience standard deviation 0.25
Distance threshold 0.4
Semantic incompatibility parameter 0.1

Table 24: Tuned parameter values from Section 3.4.3

B.2. Gradient analysis of PSE in Lewis and Frank (2018)

The main analysis for generalization-level was scored using the binary outcome of broad

(basic) vs. narrow (subordinate) meanings. This excluded the minority of trials on which

a participant selected some, but not all, of the basic-level matches. To make sure that my

analyses of SCE and PSE are not being disrupted by removing these potentially “uncertain”

participants, I additionally ran analyses over the whole set of trials (including the 6.7%,

104 out of 1560, of trials with mixed test selections). Generalization level outcomes were

coded as a gradient measure and fit with mixed-effects linear regressions. This alternative

coding scheme did not have a significant effect on the presence of either SCE or PSE (See

Table 25 for all trials) nor on the shape of the three-way interaction between Presentation-

Style, Training-Number, and Block-Order (see Table 26 for second-block trials and Table 27

for first-block trials).
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Predictor Coefficient Std. Error z P(>|z|)

(Intercept) 0.303 0.043 7.073 .015
Presentation-Style (PSE) -0.048 0.023 -2.113 .035
Training-Number (SCE) 0.197 0.012 16.414 <.001
Block-Order -0.181 0.023 -8.051 <.001
Presentation x Number (NTI) 0.020 0.024 0.833 .405
Presentation x Block -0.015 0.045 -0.336 .737
Number x Block -0.535 0.024 -22.242 <.001
Presentation x Number x Block 0.161 0.048 3.339 <.001

Table 25: Data from Lewis and Frank (2018). Dependent variable is the generalization-
level outcome on all trials. Linear mixed model predicting generalization based on listed
effects as well as random slopes for subject and stimulus class. PSE and SCE emerge
as significant main effects along with a three-way interaction between Presentation-Style,
Training-Number, and Block-Order.

Predictor Coefficient Std. Error z P(>|z|)

(Intercept) 0.170 0.044 3.827 .052
Presentation-Style (PSE) -0.007 0.025 -0.298 .766
Training-Number (SCE) 0.016 0.025 0.647 .518
Presentation x Number (NTI) 0.005 0.050 0.099 .921

Table 26: Data from Lewis and Frank (2018). Dependent variable is the outcome of broad
vs. narrow generalization proportion on second-block trials. Linear mixed model predict-
ing generalization based on presentation-style, training-number, the presentation-number
interaction, as well as random slopes for subject and stimulus class. Neither SCE nor PSE
manifest on second-block trials.

Predictor Coefficient Std. Error z P(>|z|)

(Intercept) 0.437 0.043 10.121 .004
Presentation-Style (PSE) -0.088 0.032 -2.769 .006
Training-Number (SCE) 0.379 0.032 11.948 <.001
Presentation x Number (NTI) 0.035 0.063 0.554 .579

Table 27: Data from Lewis and Frank (2018). Dependent variable is the outcome of broad
vs. narrow generalization on first-block trials. Linear mixed model predicting generalization
based on presentation-style, training-number, the presentation-number interaction, as well
as random slopes for subject and stimulus class. PSE and SCE emerge as significant main
effects.
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APPENDIX C

C.1. Nonce word labels

Blicket Bugorn Forbo

Gaka Gronan Lopus

Mipa Pipit Ralex

Ratat Sipot Talet

Torun Vatrus Wagnum

Zened

Table 28: Disyllabic nonce word labels used in Experiment 1 (Chapter 4)

C.2. Possible Feature Alternations

The stimuli used in Experiment 1 (Chapter 4). With five binary features, each object is one

of 32 possible instantiations per domain.
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Location Feature Alternation

West Head Pointy / Round

Center Body Striped / Spotted

South Legs Six / Four

North Back Thin / Wide

East Tail Stinger / Curly

(a) “Bug” alternations

Location Feature Alternation

West Tail Straight / Wavy

Center Body Feathers / Diamonds

South Legs Toes / Webbed

North Back Big-Wing / Leaf-Wings

East Head Mohawk / Beanie

(b) “Bird” alternations

Location Feature Alternation

West Awning Straight / Curved

Center Windows Circles / Balcony

South Path Striped / Bricks

North Roof Chimneys / Slanted

East Yard Deciduous / Evergreens

(c) “House” alternations

Location Feature Alternation

West Front Round / Pointed

Center Window Single / Circles

South Arm Net / Claw

North Top Antenna / Telescope

East Motor Fan / Turbine

(d) “Submarine” alternations

Table 29: Potential feature alternations for each domain.
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C.3. Gaze Heatmaps

Figure 35: Heatmap of gaze (within stimulus bounding box) throughout all training trials
and all stimulus domains.
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(a) Bugs (b) Birds

(c) Houses (d) Submarines

Figure 36: Heatmaps of overall gaze split by domain and overlaid on example stimulus
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(a) Trial 1 (b) Trial 4

(c) Final Refamiliarization

Figure 37: Plots showing timecourse of gaze-time to the RF-set as a function of learning
outcome

C.4. Timecourse Plots
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