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ABSTRACT 

 

THE CHARACTERIZATION OF VISUAL EVOKED FEEDFORWARD-FEEDBACK TRAVELLING 

WAVES IN MICE DURING WAKING AND ANESTHETIZED STATES 

Adeeti Aggarwal  

Max B. Kelz  

Alex Proekt 

A cardinal feature of consciousness is the maintenance of a stable perceptual world. To 

accomplish this, sensory information must be faithfully relayed and integrated within the brain. 

General anesthetic agents reliably and reversibly produce states of unconsciousness. However, 

despite their ubiquitous use in medicine and science, the mechanisms by which anesthetics 

induce loss of consciousness remains unknown. Over the past 170 years, researchers have 

searched for the universal targets that anesthetic agents use to ablate perception (Alkire et al., 

2008; Kelz and Mashour, 2019). However, there is not yet a common structural motif, receptor 

target, or sleep/arousal circuit that all known anesthetics interact with (Alkire et al., 2008; Kelz 

and Mashour, 2019).  It was once postulated that anesthetics may ablate perception by 

disconnecting the cortex from incoming thalamic signals (Alkire et al., 2000; Alkire and Miller, 

2005; White and Alkire, 2003); yet under anesthesia, neurons within primary cortical areas are 

still able to encode features of sensory stimuli, thereby suggesting sensory information is 

effectively relayed to the cortex (Hubel and Wiesel, 1962). Thus, it has been recently theorized 

that anesthetics may hinder the ability for sensory responses to faithfully participate in hierarchal, 

feedback and integrative circuits at a network level (Lee et al., 2009; Mashour, 2006, 2014).  

In this dissertation, I investigate this theory by analyzing the spatiotemporal features of 

visual evoked oscillations over multiple hierarchical cortical areas in awake and anesthetized 

mice presented with simple visual stimuli and answering a series of motivating questions. Are 

there consistent neurophysiological substrates to coordinate visual evoked activity across the 

many cortical regions involved in visual processing in awake mice, who have the ability to 
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perceive stimuli? If so, what is the spatiotemporal structure of this activity pattern, and does it 

coordinate neural firing in disparate cortical areas? Can we identify patterns that may be related 

to hierarchical visual processing vs feedback signaling? How do mechanistically distinct 

anesthetic agents disrupt visual evoked patterns seen in the awake brain? Are there agent 

specific effects? And finally, can we identify a common mechanism by which all tested anesthetic 

agents breakdown visual evoked activity?   

While my research does not test perception per se, findings herein will provide the 

neurophysiological basis for the integration of visual-evoked activity across cortices during 

wakefulness, and the breakdown of this coordinated pattern of activity during anesthetic induced 

states of unconsciousness.  
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CHAPTER 1 - General Introduction 

 

Since its discovery in 1846, anesthesia has monumentally changed medical practice by 

rendering patients unconscious during lifesaving surgical procedures (Robinson and Toledo, 

2012). Anesthetic agents have also been indispensable for basic research in neuroscience. Much 

of what is known about the basic physiology of sensory systems has been learned from work on 

anesthetized animals (Hubel and Wiesel, 1962). The universal principles that underlie 

suppression of sensory perception by mechanistically distinct anesthetics remain largely 

unknown. The major motivation of the work presented in this thesis is to identify universal 

features of brain dynamics that are reliably associated with and perhaps responsible for 

disruption of sensory perception. 

 

General anesthetics heterogeneity  

Molecular targets  

Anesthetic agents comprise of family of compounds that are structurally heterogeneous, 

yet all produce a dose dependent loss of consciousness. Each class of anesthetics interacts with 

a preferred set of receptors, but tend to bind with low affinities (Alkire and Miller, 2005; Eckenhoff, 

2002a; Hemmings et al., 2019; Kelz and Mashour, 2019) (Figure 1.1). For example, most volatile 

and intravenous anesthetics, including isoflurane and propofol, potentiate GABAA receptor 

binding, thereby hyperpolarizing the cell membrane and inhibiting neuronal excitation (Garcia et 

al., 2010; Hemmings et al., 2019; Jurd et al., 2003; Kelz and Mashour, 2019; Tang and 

Eckenhoff, 2018; Wang, 2009; Yip et al., 2013). Volatile anesthetics have also been shown to 

agonize glycine receptors as well as and inhibit SNARE complex formation necessary for 
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neurotransmitter release (Hao et al., 2020; Herring et al., 2009; Kelz and Mashour, 2019; Lobo 

and Harris, 2005; Nagele et al., 2005). Dissociative anesthetics, such as ketamine, on the other 

hand, antagonize NMDA receptors and stabilize the open conformation of HCN channels (Chen 

et al., 2009; Yamamura et al., 1990; Zhou et al., 2018). While the majority of these effects 

decrease excitation, identifying a unifying circuit mechanism based on molecular binding has 

been difficult given that these receptors are differentially distributed within the nervous system 

(Garcia et al., 2010; Hemmings et al., 2019; Jurd et al., 2003; Kelz and Mashour, 2019; Tang and 

Eckenhoff, 2018; Wang, 2009; Yip et al., 2013). 

 

Anesthetics activity within sleep wake centers  

An attractive circuit mechanism explaining anesthetic induced loss of conscious is 

through hijacking endogenous sleep-wake circuitry (Kelz and Mashour, 2019; Lu et al., 2008a; 

Mashour, 2014; Mashour and Hudetz, 2017; Scharf and Kelz, 2013). Many of the GABA-ergic 

anesthetic agents, including isoflurane and propofol, depress activity of arousal centers such as 

the locus coeruleus (Aston-Jones and Cohen, 2005; Leung et al., 2014; Vazey and Aston-Jones, 

2014) and activate sleep promoting centers including the ventrolateral preoptic (VLPO) (Li et al., 

2009; Moore et al., 2012; Nelson et al., 2002), thereby tilting the biological scale into a lower level 

of arousal. However, ketamine does not tend to activate VLPO neurons, and instead tends to 

active arousal centers (Lu et al., 2008b). 

 

Anesthetics induced EEG states  

While significant strides have been made in understanding the molecular and circuit 

mechanisms underlying general anesthesia, comprehending the network effects of anesthesia 

has proven to be more difficult. Anesthetic agents alter the spectral state of the brain by distorting 
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thalamo-cortical networks and altering excitation-inhibition balances within neural networks 

(Brown et al., 2012; Douglas and Martin, 2004; Scharf and Kelz, 2013; Steriade and Timofeev, 

2003). However, the induced spontaneous brain state is similarly heterogeneous. For instance, 

including propofol induce a predominant slow wave, large amplitude EEG profile with sleep 

spindles, thereby mirroring slow-wave sleep (Ching et al., 2010; Purdon et al., 2013). Isoflurane 

produces distinct UP-states and DOWN-states in the EEG that also resembles slow waves, and 

promotes quick transitions in and out of burst suppression (Ferron et al., 2009a; Hudson et al., 

2014; Sonner et al., 2007). However, not all anesthetics produce canonical sleep-like 

electrophysiological patterns. Ketamine, an NMDA antagonist, induces an “awake-like” EEG with 

pronounced gamma oscillations (Blain-Moraes et al., 2014; Maksimow et al., 2006).  

Moreover, high doses of isoflurane and propofol reliably elicit burst suppression, a pattern 

in which the EEG oscillates between long (>500ms) of quiescent activity and large bursts of 

higher frequency activity (Ferron et al., 2009a; Kroeger and Amzica, 2007).  

 

Thalamic switch hypothesis 

Some hypothesized that anesthetics disrupt perception through the “thalamic switch”. The 

major thrust of this hypothesis is that anesthetics inhibit the thalamic relay of sensory information 

to primary sensory cortices (Alkire et al., 2000; Alkire and Miller, 2005). In support of this theory, 

nearly all anesthetics metabolically depress the thalamus (Alkire et al., 2000; Alkire and Miller, 

2005). However, even under anesthesia, sensory evoked potentials can be readily recorded from 

primary cortical areas, and in some cases, can even be enhanced (Ferezou et al., 2006; Hubel 

and Wiesel, 1962; Hudetz and Imas, 2007; Imas et al., 2005b; Raz et al., 2014). Furthermore, 

classic work on physiology of the primary visual cortex (V1) showed that under anesthesia 

individual neurons reliably fire in response to sensory stimuli and that this firing encodes features 

of the visual stimuli (Hubel and Wiesel, 1962). These observations are difficult to reconcile with 

the major tenets of the “thalamic switch” hypothesis.  
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Focus has thus turned towards understanding the mechanisms underlying anesthetics effects 

on the hierarchical processing and integration of evoked activity after sensory information 

reaches primary cortical areas (Mashour, 2006, 2014). To explore the potential mechanisms by 

which anesthetics might impair perception through their actions on higher order signaling events, 

we generated an experimental set up in which we can record high density neurophysiological 

data from almost an entire cortical hemisphere of awake and anesthetized mice receiving simple 

visual stimuli. Thus, we can probe how visual evoked potentials are processed in a coherent 

fashion across many hierarchical cortical areas during the waking state. Moreover, with this 

design, we can localize points at which distinct anesthetics critically disrupt sensory processing.  

 

Hierarchal visual processing in mice  

In the retino-geniculo-cortical pathway, visual information enters through photoreceptors with 

the retina, synapse with retinal ganglion cells, then relays within the dorsal lateral geniculate 

nucleus of the thalamus before reaching layer 4 of the primary visual cortex (V1) (Busse, 2018; 

Douglas and Martin, 2004, 2007; The Thalamus, 1985). Within each cortical column, signals from 

layer 4 are relayed to layers 2/3 and then to layers 5 and 6 (Douglas and Martin, 2004, 2007; 

Jones, 1985) (Figure 1.2). From here, signals can spread to different cortical areas via a variety 

of circuits. Lateral projections in layers 2/3 and layer 5 allow for horizontal propagation via cortico-

cortical signaling (Douglas and Martin, 2004; Wester and Contreras, 2012). Layer 6 neurons 

project to higher order cortices and matrix thalamic nuclei (Douglas and Martin, 2004; Jones, 

1985). Higher order and matrix thalamic nuclei in turn, send projections preferentially to layers 1 

and 6, thereby forming cortico-thalamo-cortical loops (Douglas and Martin, 2004; Jones, 1985). 

Moreover, cells in layer 5 also project to subcortical structures such as the superior colliculus and 

the brain stem, thus forming the basis for cortico-tectal or cortico-bulblar circuitry (Brumberg et 

al., 2003; Douglas and Martin, 2004; Jones, 1985). 
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Within V1, neurons are organized retinotopically and generally tuned to a broad range of 

spatiotemporal frequencies present in visual stimuli (Busse, 2018; Niell and Stryker, 2008). Visual 

information is then processed in a hierarchal, feedforward fashion in the secondary visual areas, 

comprised of a set extrastriate regions that surround V1. These areas are also retinotopically 

organized but are more sensitive to specific stimulus parameters and tend to display more 

selective connectivity to higher order areas (Andermann et al., 2011a; Busse, 2018; Garrett et al., 

2014; Marshel et al., 2011a; Wang et al., 2011). For example, neurons in area Anterolateral (AL) 

prefer stimuli with higher temporal and lower spatial frequencies, and is part of the presumed 

dorsal-stream pathway due to its connectivity with the dorsal cortex, including the Posterior 

Parietal Area (PPA) (Andermann et al., 2011b; Busse, 2018; Garrett et al., 2014; Marshel et al., 

2011b; Wang et al., 2011). 

 

Feedforward Feedback processing of sensory stimuli  

Feedforward signaling is thought to mediate the hierarchical processing of sensory features 

that are extracted in primary areas into abstract representations that are synthesized in higher 

order cortical areas (Felleman and Van Essen, 1991; Markov et al., 2014). Conversely, feedback 

processing relays attention, prediction, and context from higher order cortical areas back to 

primary sensory areas (Felleman and Van Essen, 1991; Markov et al., 2014). Thus, at each level 

of the cortical hierarchy, feedforward and feedback streams interact with one another in an 

organized manner to coordinate neural activity involved in processing stimuli.  

 

The Posterior Parietal Area (PPA) is a hub for feedforward-feedback interactions in mice 

The Posterior Parietal Area (PPA) sends and receives projections from primary and 

secondary sensory areas from many modalities, as well as higher order areas, and therefore is 

an important structure in relaying feedforward-feedback signals (Hovde et al., 2019; Zingg et al., 
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2014). In mice, the PPA is located between the visual and somatosensory cortices (Franklin, 

Keith, B. and Paxinos, 2007; Hovde et al., 2019; Reference Atlas :: Allen Brain Atlas: Mouse 

Brain). Specifically in visual processing, the PPA is hypothesized to be a member of the dorsal 

stream network, in which visual information relays from V1 to secondary visual areas, to PPA in a 

feedforward fashion to form visuo-spatial perception (Hovde et al., 2019; Lyamzin and Benucci, 

2019; Wang et al., 2011). The PPA also receives feedback self-motion cues from the medial 

entorhinal cortex, which can be integrated to picture the “self” in relation to the environment and 

thus may be related to how the PPA is important for visual goal directed behavior (Hovde et al., 

2019; Wang et al., 2011). While much work had been conducted in characterizing the structural 

connectivity of PPA, and recently, correlating PPA activity with task behavior, a rigorous 

neurophysiological mapping of visual responses within the PPA has not been conducted.  

 

Visual feedforward and feedback signals are conveyed through neural oscillations in primates  

In the primate visual system, ample evidence suggests that oscillations of subthreshold 

neural activity relay feedforward and feedback signaling between cortical regions (Bastos et al., 

2015; Bosman et al., 2012; Engel et al., 2001; Michalareas et al., 2016; Van Kerkoerle et al., 

2014). There is converging evidence that activity in the gamma band (30-90Hz oscillations) is 

involved in feedforward processing. For example, microstimulation of monkey V1 induces gamma 

power in V4 (Van Kerkoerle et al., 2014). When monkeys are attending to one of two 

retinotopically distinct stimuli, gamma activity in V4 is coherent with gamma activity in the 

attended retinotopic region in V1 (Bosman et al., 2012). Moreover, the Granger-causal 

directionality of gamma coherence is stronger in the bottom-up direction (V1 to higher order visual 

areas) compared to the top-down direction (higher order visual areas to V1), in both primate 

ECoG and human MEG studies (Bastos et al., 2015; Bosman et al., 2012; Michalareas et al., 

2016). Feedback signaling, on the other hand, is thought to involve slower oscillations in the 

alpha (8-12Hz) band in primates. For instance, microstimulation in V4 induces increase in alpha 
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power in V1 (Van Kerkoerle et al., 2014). Likewise, alpha oscillations in higher order visual areas 

modulate activity in the alpha band in V1 (Bastos et al., 2015; Michalareas et al., 2016). The 

temporal characteristics of these oscillations match the presumed functions of feedforward-

feedback activity in predictive coding. In this model, feedback oscillations convey predictions 

about future stimuli and feedforward signals contain prediction errors. Updating predictions would 

then require faster integration of prediction errors, thereby necessitating feedback activity to 

evolve at a slower time scale as compared to feedforward activity (Michalareas et al., 2016). 

The laminar organization feedforward and feedback oscillations is also similarly segregated in 

primate visual areas. In V1, V2, and V4, gamma power is the strongest in the superficial layers, 

whereas alpha power is strongest in the infragranular layers (Bastos et al., 2015; Buffalo et al., 

2011). The vertical propagation pattern of feedforward and feedback oscillations matches their 

presumed roles within V1. Gamma oscillations initiates in the granular layer and then propagates 

to the supra- and infra-granular layers, whereas alpha activity begins in superficial and 

infragranular layers and then spreads towards the granular layers (Van Kerkoerle et al., 2014).   

It is important to note that much of the previous work investigating feedforward and 

feedback oscillations was performed by analyzing pairwise interactions between neural activity at 

different cortical sites. While these discoveries have undoubtably laid the foundation of our 

understanding of the mechanisms that might confer feedforward and feedback signaling, 

processing of visual stimuli into a unified percept would require these pairwise interactions to be 

coordinated beyond the visual cortex and across widely distributed brain networks. An attractive 

neurophysiological candidate for the scaffold underlying large-scale organization of feedforward 

or feedback signals is a traveling wave.  
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Traveling waves 

Spontaneous and stimulus evoked traveling waves, arising from successive 

depolarizations of neural populations, have been observed in a variety of experimental conditions 

and species and across vastly different spatial and temporal scales for almost a century (Adrian 

and Matthews, 1934; Ermentrout and Kleinfeld, 2001; Hughes, 1995; Muller et al., 2018; Sato et 

al., 2012; Wu et al., 2008). Stimulus evoked traveling waves have been demonstrated during 

wakefulness under conditions when presentation of the sensory stimuli is reliably accompanied 

by perception, but also in states like sleep and anesthesia when sensory perception does not 

occur (Adrian and Matthews, 1934; Ermentrout and Kleinfeld, 2001; Hughes, 1995; Muller et al., 

2018; Sato et al., 2012; Wu et al., 2008). Thus, it remains unclear what role, if any, stimulus-

elicited traveling waves play in processing sensory stimuli to ultimately enable perception.   

 

Visual evoked traveling waves 

It is well known that simple visual stimuli evoke complex spatiotemporal responses that 

spread over large cortical areas and long outlast stimulus presentation (Arieli et al., 1996). In 

human EEG recordings, macroscopic visual evoked traveling waves have been observed to 

spread across multiple cortical areas (Burkitt et al., 2000; King and Wyart, 2021). However, due 

to the distortions from volume conduction and cranial soft tissue and bone, the interpretation of 

the macroscopic waves in the EEG is unclear (Buzsáki et al., 2012; Muller et al., 2018).  

On the mesoscopic scale—that of a single cortical region—visual evoked travelling waves 

have been observed in recordings of local field potentials (LFPs) and voltage sensitive dyes 

(VSDs). In the primary visual cortex (V1) simple visual stimuli reliably elicit travelling waves 

(Benucci et al., 2007; Muller et al., 2014; Nauhaus et al., 2012). Waves in the gamma band (30-

80Hz) exhibit consistent phase propagation patterns after simple (Gabriel and Eckhorn, 2003; 

Vinck et al., 2010), as well as naturalistic visual stimuli (Besserve et al., 2015). Visual evoked 
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waves have also been observed in higher order visual areas, including V2 (Muller et al., 2014; 

Polack and Contreras, 2012; Xu et al., 2007b), V4 (Zanos et al., 2015), and the middle temporal 

(MT) cortex (Townsend et al., 2015b, 2017a). Yet, it is unclear whether travelling waves in the 

primary and higher order visual areas are interrelated.  

Several studies examined the relationship between travelling waves in V1 and V2 (Muller et 

al., 2014; Polack and Contreras, 2012; Xu et al., 2007b), but reached conflicting results. Some 

studies  concluded that visual evoked waves independently arose in V1 and V2 (Muller et al., 

2014; Polack and Contreras, 2012), while others observed a complex interference pattern at the 

V1 - V2 border (Xu et al., 2007b). Thus, while visual stimuli elicit travelling waves in both primary 

and higher order cortical areas, the existence of macroscopic travelling waves spanning distinct 

cortical areas across the visual hierarchy first postulated on the basis of EEG has not been 

demonstrated with direct recordings of brain activity.  

 

Mechanism of propagation 

The circuit mechanism by which traveling waves propagate through the cortex is still 

under investigation. Many have inferred the propagation mechanism of observed traveling waves 

by comparing wave velocities to known axonal conduction speeds and transmission delays in 

cortico-cortical, cortico-thalamic or cortico-bulbar circuitry (Douglas and Martin, 2004, 2007; 

Jones, 1985; Prasad et al., 2020). Using a mesoscopic recording approach, traveling waves in V1 

are often assumed to be mediated through horizontal fibers in cortical layers 2/3 (Bringuier et al., 

1999; Girard et al., 2001; Muller et al., 2014, 2018). Macroscopic waves, on the other hand, tend 

to be mediated through myelinated association fibers (Muller et al., 2018; Waxman and Bennett, 

1972) 

However, neurophysiological evidence of wave propagation is currently scarce. A pivotal 

discovery comes from Wester and Contreras, who illustrate that layer 5 neurons are necessary 
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for the horizontal propagation of cortical signals, rather than layer 2/3 neurons in the barrel cortex 

in slice (Wester and Contreras, 2012). Therefore, layer 5 neurons may have an important role to 

play in the spatial propagation, velocity, and dampening time of traveling waves in the cortex.  

 

Function of traveling waves in visual processing  

A confluence of modeling and experimental findings suggests that stimulus-evoked 

spatiotemporal standing, travelling and rotating waves may coordinate cortical activity 

(Ermentrout and Kleinfeld, 2001; Muller et al., 2018; Wu et al., 2008). Propagating waves of 

subthreshold activity are proposed to affect cortical function by providing background 

depolarization to populations of neurons, thereby modulating the probability of synaptic 

transmission, and promoting local firing synchrony (Wu et al., 2008). Moreover, the phase of 

cortical waves fluctuates dynamically in a spatially coherent fashion. This can lead to phasic 

changes in neuronal excitability, thereby making neuronal firing context-dependent (Carandini et 

al., 2015; Ermentrout and Kleinfeld, 2001; Muller et al., 2018; Wu et al., 2008).  

 

Recently, some have begun empirically demonstrating the functional role of cortical waves in 

the processing of visual stimuli and perception (Davis et al., 2020; Zanos et al., 2015). For 

example, saccadic eye movements initiate 20-40Hz travelling waves in V4. By modulating 

neuronal firing, these saccade-triggered waves may prioritize neural responsiveness to stimuli in 

the new spatial location (Zanos et al., 2015). Moreover, the phase of spontaneous waves in 

marmoset MT visual area, modulates the firing rates of MT neurons, and the probability of 

perceiving of peri-threshold visual stimuli (Davis et al., 2020). Such findings argue that travelling 

waves do indeed play a role in shaping sensory perception.   
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 Thus, these observations beg the question, do the oscillations that confer feedforward 

and feedback signaling between pairs of cortical sites organize into coherent traveling waves? If 

so, we would expect that visual stimuli would evoke two traveling waves, the first carrying 

feedforward signals, and second conveying feedback activity, that would each span over multiple 

hierarchical areas involved in visual processing (Chapter 2). Moreover, if these waves exist, 

would they organize neural firing across cortical regions, much like how saccade evoked waves 

modulate neural firing rates across retinotopic space in V4 (Zanos et al., 2015) (Chapter 2).  

Finally, if these waves are found during wakefulness, would they be disrupted by hypnotic doses 

of general anesthetics, as some recent theories of the mechanism of anesthetics induced 

unconsciousness would suggest (Chapter 3 and 4)?  

 

Anesthetic mediated breakdown of feedback connectivity and integration  

An emerging explanation of anesthetic induce loss of consciousness is that sedative-hypnotic 

drugs disrupt the hierarchical processing and integration of sensory information (Mashour, 2006).  

The literature regarding the effects of anesthetics on feedforward signaling yields 

somewhat contradictory results. For example, using the same spontaneous human EEG dataset, 

Ku et al found that sevoflurane and propofol decrease effective feedforward connectivity between 

frontal and parietal areas by analyzing data using symbolic transfer entropy, but feedforward 

connectivity is preserved when analyzing data through an evolution map approach (Ku et al., 

2011). Likewise, in rodent LFP studies, halogenated anesthetics produce an increase in 

feedforward transfer entropy at 30Hz, but a decrease in feedforward entropy at 50Hz between 

frontal and parietal areas (Imas et al., 2005b).  

Nevertheless, converging evidence points to the notion that multiple anesthetic agents disrupt 

feedback connectivity (Mashour, 2014; Mashour and Hudetz, 2017). For instance, feedback 

effective connectivity between frontal and parietal cortices decrease in rats under isoflurane 
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(Hudetz and Imas, 2007), and human subjects under propofol, sevoflurane, and ketamine, 

compared to during wakefulness (Jordan et al., 2013; Ku et al., 2011). The pattern of loss of 

feedback connectivity during states of unconsciousness has also been noted at the level of 

evoked potentials. Specifically, loss of consciousness is associated with the disappearance of the 

late phase of evoked potentials, which are thought to reflect sensory processing from higher order 

areas (Del Cul et al., 2007; Ferrarelli et al., 2010; Hudetz et al., 2009; Mashour, 2014; Massimini 

et al., 2005). However, the early phase of evoked potentials, which correlate with primary sensory 

processing, are preserved during states of unconsciousness (Del Cul et al., 2007; Ferrarelli et al., 

2010; Hudetz et al., 2009; Massimini et al., 2005).  

Finally, anesthetics have been shown to disrupt the integration of cortical activity both 

neurophysiologically and with network connectivity. For example, isoflurane preferentially 

decreases the amplitude of visual evoked responses measured in the auditory cortex of rats, and 

also decreases the amount of auditory evoked firing in primary visual cortex in ferrets (Raz et al., 

2014; Sellers et al., 2015). Similarly, human fMRI functional connectivity studies have shown that 

integration decreases and modularity increases during sleep, anesthesia and vegetative states 

(Achard et al., 2012; Boly et al., 2012; Monti et al., 2013; Rosanova et al., 2012; Tagliazucchi and 

Laufs, 2014). 

 

Conclusion 

Many of the studies describing the effects of anesthesia on feedforward and feedback 

connectivity have been done using spontaneous human data (Jordan et al., 2013; Ku et al., 2011) 

or in sensory evoked animal studies with low spatial resolution (Hudetz and Imas, 2007). Here, by 

recording high density ECoG in mice presented with simple visual stimuli, and analyzing the data 

with singular value decomposition (described in detail in Chapter 2), a dimensionality reduction 

tool well suited for spatiotemporal data, we investigate the propagation patterns of visual evoked 
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oscillations over almost an entire cortical hemisphere in awake mice (Chapter 2). We also 

investigate how three mechanistically distinct anesthetic agents disrupt the spatiotemporal 

properties of single trial VEPs (Chapter 3 and 4). We hypothesize that all three anesthetics will 

disrupt the spatial spread and curtail the temporal signature of slower frequency components of 

VEPs, thereby suggesting that a shared feature of the drugs tested is the disruption of feedback 

signaling.  
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 Figure 1.1: Heterogeneity and promiscuity of anesthetic binding to reception targets  

Interactions of some commonly used intravenous and inhaled anesthetics with their interactions 

at receptor targets. Abbreviations: Ach, acetylcholine; AMPA, a-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid; GABAA, g-aminobutyric acid, type A; NMDA, N-methyl-D-aspartate. 

*Adapted from Alkire, Hudetz, and Tononi, Science, 2008, (Alkire et al., 2008) 
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Figure 1.2: Laminar Cortical Circuitry  

Neocortical circuits present in most primary sensory areas. The orange arrow indicates the input 

of relay thalamic signals to mainly layer 4 of the cortex. The purple arrow avenues of cortico- 

cortical input, which occur predominantly through horizontal connections in layers 2/3 and layer 5. 

The green arrows denote laminar output including cortico-cortical fibers in layers 2/3 and layer 5, 

as well as cortico -bulbar pathways in layer 5 and cortico-thalamic fibers from layer 6. The blue 

arrow denotes neuromodulatory input from brain stem nuclei. 

*Adapted from Neuroscience, Purves et.al 2004, (Purves et al., 2004) 
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Figure 1.3: Anesthetics agents may ablate perception by disrupting feedback circuitry  

Right: Feedforward (green) and feedback (red) interactions within the gamma band (as measured by 

transfer entropy) is balanced between primary, association, and frontal areas in awake rats. Left: 

Feedback interactions are preferentially reduced, but feedforward connectivity remains when rats are 

under 1.1% isoflurane  

*Adapted from Alkire, Hudetz, and Tononi, Science, 2008, (Alkire et al., 2008) 

 

 

 

 

 

 

 

 

 

 

 



17 
 

CHAPTER 2 - Visual evoked feedforward-feedback travelling waves organize 
neural activity across the cortical hierarchy in mice 

 

Abstract  

Sensory processing is distributed among many brain regions that interact via feedforward 

and feedback signaling. It has been hypothesized that neuronal oscillations mediating 

feedforward and feedback interactions organize into travelling waves. However, stimulus evoked 

travelling waves of sufficient spatial scale have never been demonstrated directly. Here, we show 

that simple visual stimuli reliably evoke two traveling waves with spatial wavelengths that cover 

much of the cerebral hemisphere in awake mice. 30-50Hz feedforward waves arise in primary 

visual cortex (V1) and propagate rostrally, while 3-6Hz feedback waves originate in the 

association cortex and flow caudally. The phase of the feedback wave modulates the amplitude 

of the feedforward wave and synchronizes firing between V1 and parietal cortex. Altogether, 

these results provide direct experimental evidence that visual evoked travelling waves percolate 

through the cerebral cortex and coordinate neuronal activity across broadly distributed networks 

mediating visual processing. 

 

Introduction  

Feedforward and feedback signaling contribute to the hierarchical processing of sensory 

stimuli, creating predictions and attaching behavioral context to the sensory world (Bastos et al., 

2015; Bosman et al., 2012; Felleman and Van Essen, 1991; Mejias et al., 2016; Michalareas et 

al., 2016; van Ede et al., 2015; Vecchia et al., 2020). Feedforward processing involves bottom-up 

assembly of abstract stimulus representations in higher-order areas from simple receptive fields 

in the primary cortex (Felleman and Van Essen, 1991; Markov et al., 2014). Feedback 

processing, in contrast, involves top-down influences such as attention, prediction, and context 

(Felleman and Van Essen, 1991; Markov et al., 2014). Formulating predictions about the next 
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sensory stimulus or deciding which stimulus to pay attention to requires temporal integration 

(Bastos et al., 2015; Friston, 2008; Friston and Buzsáki, 2016; Posner et al., 2018). Thus, it is 

thought that feedback modulation evolves on a slower time scale relative to feedforward 

processing (Alamia and VanRullen, 2018; Bastos et al., 2015; Bosman et al., 2012).  

Feedforward – feedback interactions between the different cortical regions involved in 

sensory processing must be coordinated to give rise to integrated percepts situated in the 

behavioral context. The role of neuronal oscillations in coordinating neuronal activity has been a 

subject of intense investigation, especially in primate vision. By analyzing individual pairwise 

interactions between neural oscillations present at different areas of the primate cortex, many 

prominent studies have shown that feedforward processing involves gamma oscillations, whereas 

feedback signaling uses alpha (8-12Hz) oscillations (Bastos et al., 2015; Bosman et al., 2012; 

Engel et al., 2001; Michalareas et al., 2016; Van Kerkoerle et al., 2014). Thus, consistent with 

their presumed behavioral roles, feedback signalling utilized slower temporal oscillations 

compared to feedforward channels.  

Pairwise interactions between oscillations in different cortical sites during processing of 

sensory stimuli raise several fundamental questions. Do pairwise feedforward and feedback 

interactions give rise to a single coherent assembly that coordinates activity among the different 

cortical regions involved in processing sensory stimuli? How does the brain coordinate the 

feedforward and feedback processing given the significant differences in timescales? One 

possibility for a neurophysiological process that could coordinate activity amongst multiple 

regions in the processing hierarchy is a spatiotemporal travelling wave. Early EEG work identified 

travelling waves in the feedforward and feedback directions (Adrian and Matthews, 1934; Adrian 

and Yamagiwa, 1960; Darrow and Hicks, 1965; Goldman et al., 1948; Hughes, 1995). However, 

due to the low spatial resolution of the EEG, the interpretation of these findings is unclear. 

Indeed, travelling waves recorded directly from the cortical surface have different speeds and 

propagation patterns compared to their EEG counterparts (Bahramisharif et al., 2013; Hangya et 
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al., 2011; Mak-McCully et al., 2015; Muller et al., 2018).  Both spontaneous and stimulus evoked 

travelling wave-like phenomena have been identified using voltage sensitive dyes and 

neurophysiological recordings from brain parenchyma in the primary and higher order visual 

areas (Benucci et al., 2007; Besserve et al., 2015; Bringuier et al., 1999; Davis et al., 2020; 

Gabriel and Eckhorn, 2003; Muller et al., 2014; Nauhaus et al., 2009; Polack and Contreras, 

2012; Sato et al., 2012; Townsend et al., 2015a; Xu et al., 2007a). Most of this work however, 

focused on a single cortical area rather than inter-area communication. Some studies attempted 

to identify spatiotemporal waves that span multiple cortical sites and concluded that sensory 

stimuli trigger two independent cortical waves, which travel along the horizontal fiber network in 

each site (Muller et al., 2014; Polack and Contreras, 2012). Other studies identified a reflective 

boundary between the primary and the secondary visual cortex (Xu et al., 2007a). Thus, while a 

single spatiotemporal wave of activity offers an attractive possibility for coordinating cortical 

activity, the existence of stimulus-evoked travelling waves with sufficient spatial scale to span the 

cortical hierarchy has never been directly demonstrated. Furthermore, the relationship between 

feedforward-feedback processing of sensory stimuli and the travelling waves evoked by them in 

the cortex has not been clarified.  

We deploy a combination of high-density neurophysiological recordings and analytic 

techniques to identify large scale spatiotemporal patterns of neuronal activity evoked by a single 

presentation of a simple, supra-threshold visual stimulus. By focusing our analyses on global 

activity patterns, rather than pairwise interactions, we show that both the feedforward and 

feedback aspects of visual evoked activity form travelling waves that percolate through much of 

the cortex in awake mice. Feedforward waves have a fast (30-50Hz) temporal frequency and 

propagate from V1 rostrally. Feedback waves are characterized by a slow (3-6Hz) oscillation, 

thought to be a rodent analogue of the primate alpha oscillation. These feedback waves 

propagate caudally from association cortices towards V1. The phase of the feedback wave 

modulates the amplitude of the feedforward wave, thereby forming a single multiplexed visual 

evoked spatiotemporal response. Finally, we demonstrate that the feedback wave entrains firing 
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of individual neurons in both V1 and in parietal association cortex. As a consequence, following 

stimulus presentation, previously uncorrelated firing in V1 and parietal cortex phase lock their 

firing in relation to the stimulus to form a transient neuronal assembly. Thus, we provide direct 

evidence that feedforward-feedback interactions organize into large scale traveling waves evoked 

by simple visual stimuli. These waves serve as a scaffold that coordinates neural firing across 

distant cortical areas.     

Results 

Our primary goal is to experimentally define salient spatiotemporal signatures of 

responses to simple visual stimuli. To accomplish this, we performed high density in vivo 

electrophysiological recordings in awake head fixed mice (n = 13) (Methods for verification of 

wakeful states, Figure 2.1, Video 2.1). Local field potentials (LFPs) were recorded from the dural 

surface using a 64 channel electrocorticography (ECoG) grid placed over the left hemisphere 

(Figure 2.2a). Two 32 channel laminar probes were also inserted perpendicular to the cortical 

surface targeting the primary visual cortex (V1) and the posterior parietal area (PPA). Histological 

and neurophysiological (Methods) localizations of the laminar probes were used to triangulate the 

stereotaxic locations of the individual ECoG electrodes. The ECoG grid covered a significant 

fraction of the cerebral hemisphere including visual, association, retrosplenial, somatosensory, 

and motor/frontal areas (Figure 2.2b).   

 

Simple, brief visual stimuli evoke widespread time-locked coherent oscillations at both 

high (30-50Hz) and low (3-6Hz) frequencies 

As in previous work (Aggarwal et al., 2019; Childers et al., 1987; Churchland et al., 2010; 

Liberati et al., 1991), the visual-evoked potential (VEP) in V1 (Methods) varies from trial-to-trial. 

Nevertheless, early fast oscillations (30-50Hz) followed by longer lasting slow oscillations (3-6Hz) 

are reliably identified from trial to trial (Figure 2.2c). Analysis of the inter-trial phase coherence 
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(ITPC) confirms that these two oscillations are consistently phase locked to the stimulus 

(Stouffer's p-values<0.00001 compared to time shuffled data) (Figure 2.2d). ITPC computed over 

the first 100 ms after the stimulus reveals two peaks centered at 3-6Hz and 30-50Hz. The 3-6Hz 

oscillation remains coherent for 500ms after the stimulus (Figure 2.2e).  Because these two 

oscillations (fast, 30-50Hz and slow, 3-6Hz) are reliably phase locked to the stimulus in all mice, 

we focus our subsequent analyses on these oscillations.  

Phase locking of fast and slow oscillations to the stimulus is not limited to V1. Both fast 

and slow oscillations are phase locked to the stimulus across much of the cortical surface (Figure 

2.2f and 2.2g, respectively). Phase locking to the stimulus over large areas of the cortical surface 

strongly suggests that oscillations recorded at different sites are interdependent. Consistent with 

this suggestion, LFPs filtered at fast and slow frequencies in V1 and PPA exhibit phase coupling 

(Figure 2.2h and 2.2i). Interestingly, oscillations at both temporal frequencies have a non-zero 

phase lag between V1 and PPA (Figure 2.2h, and Figure 2.21). This raises the possibility that the 

stimulus evokes spatiotemporal waves that percolate across the cortex. The spatial 

characteristics of this wave, however, are not readily apparent from just observing pairwise phase 

relationships. Thus, we examined the spatial characteristics of the visual evoked oscillations that 

are simultaneously recorded across multiple locations on the cortical surface. Trial average LFP 

filtered at fast and slow frequencies along the anterior-posterior (AP) axis recorded in a single 

representative mouse are shown in Figure 2.3a and 2.3b respectively, (see Video 2.2, and Video 

2.3 for propagation of visual evoked fast and slow waves, respectively, over the cortical surface). 

Oscillations observed at each electrode are consistently phase shifted in relation to oscillations at 

neighboring electrodes. Thus, the overall ensemble activity profile resembles traveling waves at 

both frequency bands. Remarkably, the fast wave is initiated in the visual cortex and propagates 

anteriorly, while the slow oscillation initiates rostral to V1 and spreads in the opposite direction 

(Figure 2.3C, Video 2.4). Note that travelling waves that propagate through uniform media have a 

uniform spatial phase gradient at all locations. Consequently, the phase offset ought to grow 

linearly with distance. This is approximately true of signals over short distances in Figure 2.3. In 
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contrast, over long distances a clear nonlinear relationship between phase offset and distance is 

seen. This nonlinear relationship implies that the propagation of these wave-like patterns is likely 

to depend on the specifics of network architecture in different cortical regions.   

 

Coherent spatiotemporal waves are detected using complex SVD 

While data in Figure 2.3 strongly suggest a propagating wave-like phenomenon, the 

interpretation of these data is somewhat limited. First, the LFP is a complex mixture of 

spontaneous and evoked activity (Arieli et al., 1996; Kisley and Gerstein, 1999). Second, trial 

averaging may obscure single trial behavior. Thus, to provide additional evidence that simple 

visual stimuli elicit travelling wave-like phenomena, we applied a methodology to separate 

spontaneous from evoked activity and to characterize spatiotemporal features of evoked activity 

on a single trial level. For this purpose, we utilized Singular value decomposition (SVD) of the 

complex-valued analytical signals derived from bandpass filtered LFPs.  

Singular value decomposition (SVD) factorizes a spatiotemporal matrix into mutually 

orthogonal spatiotemporal modes: 

 

where A is an n by t matrix that contains n channels of analytical signals sampled at t 

time points, U is an n by n complex valued spatial matrix in which each column encodes the 

phase and amplitude of a single mode at each channel, V is a t by t complex valued temporal 

matrix in which each row encodes the instantaneous phase and amplitude of each mode at each 

time point. Finally, S is an n by t diagonal real valued matrix which encodes the fraction of the 

total signal contained in each mode.  

The advantage of performing SVD on the complex-valued analytical signal is that 

projecting the data onto the complex plane linearizes phase relationships between channels. In 



23 
 

contrast, phase-shifted real-valued oscillations across channels would exhibit correlations at 

different time lags and are therefore not easily factorizable using SVD or similar dimensionality 

reduction techniques. We highlight the utility of complex SVD with synthetic data in Figure 2.4.  

Here, we performed SVD on the analytical signal of single trials filtered at fast and slow 

frequencies. 72% of variance of single trial VEPs was captured by the first ten singular modes 

(95% Confidence Interval = 62%-81%). We then defined the most visually responsive mode for 

each trial as the mode in which the post-stimulus temporal amplitude increases the most 

compared to pre-stimulus amplitude (Figure 2.5). The most visually responsive mode was most 

often associated with the largest singular value and thus contained the highest amount of signal 

variance. The results of the analysis are robust to the changes in the total number of modes 

considered for the analysis.    

 

Visual evoked waves have a consistent phase relationship from trial to trial and across 

animals.  

The spatial phases of the most visually responsive mode from each single trial were 

aggregated across trials and mice (Methods). The phase difference between visual evoked fast 

waves in two locations in V1 (black and red diamonds in Figure 2.6c and d) reveals a consistent 

phase offset across trials and mice (Figure 2.6a). As the distance from the V1 electrode is 

increased, the phase difference between the oscillations grows concomitantly (Figure 2.6b). 

Consistent with the average LFP data (Figure 2.3), a progressive increase in phase offset with 

distance suggests that the activity evoked by the visual stimulus on a single trial level has 

characteristics resembling a travelling wave. Furthermore, the tight phase offset distribution 

implies that the spatial properties of these evoked waves are highly consistent from trial to trial 

and between animals.  
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The spatial phase of the most visually responsive mode averaged across trials and 

animals is shown in Figure 2.6c and 2.6d for the fast and slow oscillations, respectively. This 

confirmed that throughout most of the cortical surface, the phase relationship between evoked 

fast and slow oscillations is consistently observed from trial to trial and among animals. 

Consistent with the example observed in the average filtered signal (Figure 2.3), the phase 

gradient for fast and slow oscillations evolves in approximately opposite directions. Thus, a brief 

visual stimulus elicits both fast and slow spatiotemporal activity patterns that resemble travelling 

waves and percolate over the cortical surface for hundreds of milliseconds. The fast wave 

propagates in the feedforward direction from the visual cortex towards higher order cortical areas. 

The slow wave propagates in the feedback direction from the higher order cortices back towards 

the primary visual cortex. Given the initiation zones and directions of propagation, we will refer to 

the fast visual evoked wave as “feedforward” and the slow visual evoked wave as “feedback.” 

Similar feedforward and feedback propagating waves were observed for weaker visual 

stimuli (Methods). For weaker stimuli, the propagation of the fast visual evoked waves was 

predominantly limited to V1 and was not affected by the stimulus intensity. In contrast, the spatial 

extent of the feedback slow visual-evoked wave strongly depended on stimulus intensity. For 

lowest luminance stimulus, the feedback slow wave was principally observed in V1. However, for 

higher luminance stimuli, the feedback travelling slow wave involved much of the cortex (Figure 

2.7). Thus, the spatial extent of the feedback wave tracks stimulus intensity, in a manner that 

mirrors psychophysics (Denman et al., 2018; Wysocki and Stiles, 1982).  

 

High and low frequency waves are present throughout the cortical layers in V1 but are 

constrained to the superficial layers of the posterior parietal cortex.  

To identify the circuits mediating the visual evoked waves, we computed current source 

density (CSD) from the two laminar probes targeting V1 and PPA (Figure 2.8a, 2.8b, 2.8f). In V1, 
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we identified a canonical CSD pattern. The first sink occurs in the granular layer. Subsequently, 

alternating sink and source patterns occur throughout the cortical column, revealing 

communication among the cortical layers (Figure 2.8c). Less is known about the 

neurophysiological responses of the PPA to visual stimuli. We find the first sink at 0.15 mm below 

the cortical surface, which appears at a longer latency than in V1. Moreover, the majority of the 

CSD signal in PPA is confined to the superficial layers (Figure 2.8g).  

  Frequency domain analysis reveals strong ITPC for the fast frequency at all cortical 

layers in the first 100 ms following the stimulus in V1. A similar pattern is observed for the slow 

oscillation for ~ 500 ms after the stimulus (Figure 2.9a, 2.9c). Within the PPA, in contrast, most of 

the ITPC at both high and low frequencies is concentrated in the superficial cortical layers (Figure 

2.9b, 2.9d).  

 To determine the laminar organization of fast and slow waves, we averaged the filtered 

CSD data at each depth within each mouse. Consistent with other work on visual evoked gamma 

oscillations in V1, the fast waves originate in layer 4 in V1 and propagate to supra- and infra-

granular layers (Figure 2.8d), indicating a critical role of thalamocortical circuitry in the initiation of 

the visual evoked gamma oscillations (Reinhold et al., 2015c; Saleem et al., 2017). In contrast, in 

the PPA, visual evoked fast oscillations are predominantly seen in the superficial layers (Figure 

2.8h). The visual evoked slow oscillations originate in the superficial layers in both V1 and PPA 

(Figure 2.8e, 2.8i). These observations imply that the fast visual evoked waves are initiated 

through the interactions between the thalamus and the input layer 4 of V1 and subsequently 

propagate through the corticocortical circuitry involving supra- and infra- granular layers in the 

feedforward direction towards higher order cortices (Douglas and Martin, 2004, 2007; Feldmeyer 

et al., 2002, 2006; Krieger et al., 2007; Wester and Contreras, 2012). In contrast, the slow visual 

evoked wave predominantly propagates in the ventral direction through the cortical column, 

supporting the conclusion that it is primarily mediated by the feedback cortico-cortical 

interactions.  
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Both fast and slow visual evoked waves have large spatial frequencies  

It is commonly thought that waves with higher frequency tend to be localized in space, 

whereas slow temporal frequency waves involve large areas of the cortex (Kopell et al., 2000). In 

contrast to these observations, we show that both the fast and the slow oscillations involve much 

of the cerebral hemisphere for supra-threshold stimuli. Further, examination of the recordings in 

Figure 2.3a and 2.3b suggests that despite their difference in temporal frequency, the spatial 

wavelengths of both waves are similar. We confirm this observation and estimate the most 

common spatial wavelengths of the fast and slow waves to be 12.7 mm/cycle and 12.5 mm/cycle, 

respectively (Figure 2.10a). These spatial wavelengths are on or above the scale of a mouse 

cerebral hemisphere (Ermentrout and Kleinfeld, 2001). Because of the nonlinear dependence of 

phase offset on distance (Figure 2.3) each travelling wave does not have a well-defined single 

spatial wavelength. Nevertheless, local estimates of spatial wavelengths can be obtained from 

the spatial phase gradient (Figure 2.6c, 2.6d) at each cortical site (Figure 2.11a, 2.11b). Thus, 

while visual evoked fast and slow waves are distinct from canonical travelling waves in uniform 

medium and do not have a single spatial wavelength, the spectra of spatial wavelengths for the 

fast and slow oscillations are comparable. The propagation velocity of the fast oscillations, 

consequently, is approximately an order of magnitude faster than the slow oscillation (medianfast= 

0.8 m/s, IQRfast= 0.5-1.58 m/s, and medianslow= 0.11 m/s, IQRslow= 0.07-0.20 m/s, for the slow and 

the fast waves respectively). This, again is consistent with data in Figure 2.3. The differences in 

the propagation velocities suggest that the fast and slow visual evoked waves are mediated by 

different circuit mechanisms.  

 

Fast and slow oscillations comprise a single multiplexed visual evoked spatiotemporal 

response  
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 Until this point, we have treated the high and low frequency visual evoked waves as 

independent entities. Furthermore, we only considered the waves observed in the immediate 

aftermath of the stimulus. However, analysis of single trials in V1 reveals rhythmic waxing and 

waning of the amplitude of fast oscillations aligned to the phase of the slow oscillation (Figure 

2.12a). Similar phase amplitude coupling is also observed in the PPA (Figure 2.12b); although the 

amplitude of fast oscillations peaks at different phases of the slow oscillation. Indeed, significant 

phase amplitude modulation is present throughout the cortical surface (Figure 2.12c). Moreover, 

the phase relationship varies systematically with cortical location (Figure 2.12d). Thus, the fast 

and slow waves are not independent phenomena, but instead are different aspects of the same 

integrated spatiotemporal activity pattern, which is reliably evoked by the visual stimulus.    

 

The phase of slow visual evoked waves modulates the firing rates of neurons both in V1 

and PPA  

 Fast oscillations in the gamma range are thought to coincide with neuronal firing. In 

contrast slower oscillations are dominated by synaptic potentials (Buzsáki et al., 2012). The 

phase amplitude coupling between the fast and slow visual evoked oscillations may therefore 

suggest that the slow feedback oscillation modulates neuronal firing. To determine whether this is 

indeed the case, we tested whether the slow visual evoked waves entrain firing of single units in 

V1 and PPA. We first isolated single units throughout the cortical lamina in V1 and PPA (155 in 

PPA and 186 in V1, Figure 2.13a and 2.13b for representative neurons in each area, 

respectively). Raster plots of these neurons (Figure 2.13c and 2.13d) show that after the stimulus 

the firing of the neurons in both areas is entrained by the slow visual evoked oscillation. To 

quantify this observation, we computed spike field coherence for each single unit and the CSD 

filtered at the slow frequency band from the same lamina. 32 out of 155 units in PPA and 98 out 

of 186 units in V1 exhibited significant spike field coherence after the stimulus (Figure 2.13e and 

2.13f). Spike field coherence for the same units was significantly smaller before the stimulus 
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(p<10-5 Mann-Whitney U-test). Thus, visual evoked slow oscillations entrain a significant fraction 

of neurons both in the primary visual cortex and the association cortex. While many single units 

were entrained in both cortical areas, the phase of maximum firing was not the same across 

different units (Figure 2.13e and 2.13f). Indeed, the phase of maximum firing in each area swept 

through an entire cycle of the slow wave. Thus, each visual stimulus evokes a sequence of 

neuronal activation in both areas that is orchestrated by the slow oscillation. 

If the visual evoked waves were responsible for coordinating neuronal activity across 

disparate regions in the cortical hierarchy, one would expect that neuronal firing would become 

transiently correlated after stimulus presentation. Consequently, we hypothesized that V1 and 

PPA neurons that are entrained by the slow wave would become transiently correlated after the 

stimulus. As expected, prior to the stimulus, firing in V1 and PPA was largely uncorrelated (Figure 

2.13g). However, after the stimulus, many of these previously independent neurons became 

correlated over half of the wave cycle length of the slow wave (~100ms) (Figure 2.13h). Thus, as 

the feedback slow visual evoked wave propagates from the higher order cortical areas towards 

the primary sensory cortex, it entrains a sequence of neuronal activation in the PPA and V1. This 

provides a neurophysiological insight into how simple sensory stimuli produce coordinated 

patterns of neuronal activity that span multiple cortical areas.    

Discussion 

Here, we show that in awake mice, a brief presentation of a simple visual stimulus 

reliably evokes two traveling waves. The spatiotemporal characteristics of these waves are highly 

stereotyped across individual trials and across animals. Fast (30-50Hz) waves begin in layer 4 of 

V1 and travel anteriorly in a feedforward manner. Slow (3-6Hz) waves are initiated in the 

superficial layers of the higher order areas and travel posteriorly in a feedback fashion. These 

waves are tightly coupled forming a single multiplexed spatiotemporal wave-like activity pattern 

observed throughout the cortex. The phase of the feedback wave modulates the firing of 

individual neurons both in the association cortex and in V1. A consequence of this entrainment is 



29 
 

that previously independent neurons in V1 and PPA form a transient coordinated assembly after 

stimulus presentation. In this way, the feedback and the feedforward aspects of the multiplexed 

visual evoked waves coordinate neuronal activity across distant cortical regions involved in the 

processing of visual stimuli.  

The role of neuronal oscillations in mediating feedforward and feedback sensory 

processing has been predominantly studied by analyzing pairwise signal covariation. Our chief 

contribution is that a set of such pairwise coupled neuronal oscillations together form a single 

coherent spatiotemporal pattern that consists of two interacting waves. Spontaneous and 

stimulus evoked travelling waves have been observed in the EEG (Adrian and Matthews, 1934; 

Adrian and Yamagiwa, 1960; Darrow and Hicks, 1965; Goldman et al., 1948; Hughes, 1995). 

However, the interpretation of the EEG is hindered by low spatial resolution and volume 

conduction. Further, intracranial recordings (ECoG) did not corroborate the EEG findings 

(Bahramisharif et al., 2013; Hangya et al., 2011; Mak-McCully et al., 2015; Muller et al., 2018), 

leaving the existence and functional role of macroscopic traveling waves in question. Novel 

experimental imaging techniques using voltage sensitive dyes (VSDs) reveal mesoscopic 

travelling waves that are confined by anatomical boundaries between cortical regions (Muller et 

al., 2014; Polack and Contreras, 2012) or produce complex interference patterns at the inter-

region boundaries (Xu et al., 2007a). However, most mesoscopic waves recorded with VSDs do 

not take into consideration the temporal frequency of travelling waves and focus primarily on their 

spatial propagation properties (Benucci et al., 2007; Davis et al., 2020; Muller et al., 2014, 2018; 

Polack and Contreras, 2012; Sato et al., 2012; Townsend et al., 2015a; Xu et al., 2007a). Here, 

by identifying two temporal frequencies that are reliably phase locked to the stimulus, we 

deconstruct the overall spatiotemporal response pattern into two distinct travelling waves that 

percolate through the brain in opposite directions. This, in turn, allows us to experimentally marry 

pairwise feedforward-feedback interactions involving different temporal frequencies and travelling 

cortical waves into a single, unified framework.  
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Feedforward and feedback aspects of sensory processing serve fundamentally different roles. 

Feedforward processing assembles increasingly abstract representations of sensory stimuli. 

Feedback processing, in contrast, situates sensory stimuli within a behavioral context. Based on 

these functional differences, one expects that the neurophysiological processes that mediate 

feedback signaling must occur on a slower time scale than those involved in feedforward 

interactions. This assertion is consistent with experimental work in primates (Bastos et al., 2015; 

Bosman et al., 2012; Engel et al., 2001; Michalareas et al., 2016; Van Kerkoerle et al., 2014; 

Womelsdorf et al., 2012). Many studies demonstrate that the faster gamma oscillations underlie 

feedforward processing while the slower, alpha oscillations, relay feedback processing. This 

difference in time scales is confirmed by our experimental observations – the temporal frequency 

of the feedback wave is approximately ten times slower than the feedforward wave. While there is 

a numerical discrepancy between the temporal frequency of alpha oscillations in primates and the 

3-6Hz feedback wave in our work, multiple lines of evidence strongly suggest that the 3-6Hz 

wave in mice is analogous to the primate alpha oscillations (Bollimunta et al., 2008, 2011; 

Dougherty et al., 2017; Einstein et al., 2017; Nestvogel and Mccormick, 2021; Senzai et al., 2019; 

Speed et al., 2019). Our identification of feedforward and feedback processes as interacting 

travelling waves permits an extension of this postulate. We find that the propagation velocity of 

the feedforward wave is also roughly an order of magnitude faster than that of the feedback 

wave. This difference in propagation velocities potentially allows the feedback modulation to 

integrate across recent sensory stimuli, thereby situating them in behavioral context.  

We refer to the activity patterns evoked by visual stimuli as “traveling waves”. However, it 

is important to note that these large-scale spatiotemporal responses differ from simple waves in 

uniform medium. Imagine that a response to a visual stimulus is akin to a raindrop falling into a 

still pond. In this highly idealized case, the raindrop would create a wave radiating outward at 

uniform speed and spatial wavelength. This simple scenario is indeed similar to travelling waves 
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within a single cortical area. Much like waves on the pond, travelling cortical waves typically have 

tight distributions of propagation speeds and spatial wavelength (Besserve et al., 2015; Muller et 

al., 2014; Xu et al., 2007a). Our results are in agreement with these findings over relatively short 

spatial scales (Figure 2.12). However, over larger scales, the apparent “viscosity” of the medium 

changes. There is a clear departure from the linear dependence of the spatial phase gradient on 

distance. This gives rise to a broad spectrum of spatial wavelengths and propagation velocities. 

The “viscosity” of the brain is thought to arise from conduction delays between different neuronal 

oscillators (Ermentrout and Kleinfeld, 2001). The observation that speed of wave propagation 

deviates from a pure travelling wave on large spatial scales in a systematic fashion suggests 

therefore that different conduction delays are involved on small and large scales.  

It has been hypothesized that the interactions between distinct neuronal oscillators are 

mediated by horizontal fibers in superficial cortical layers. The spatial properties of traveling 

waves within a single cortical region are consistent with this hypothesis (Bringuier et al., 1999; 

Grinvald et al., 1994; Muller et al., 2014). The propagation speeds of the visual evoked travelling 

waves observed herein are also in the range of conduction delays of cortico-cortical fibers. Direct 

laminar recordings showing preferential involvement of superficial cortical layers provide 

additional evidence for this hypothesis. While on the scale of a single cortical region, wave 

propagation is likely predominantly mediated by horizontal cortico-cortical fibers, additional 

mechanisms likely contribute to propagation over large spatial scales.  For instance cortico-

thalamic and corticobulbar loops contribute significantly to processing of visual stimuli and involve 

superficial cortical layers (Brumberg et al., 2003; Burkhalter, 1989; Douglas and Martin, 2004, 

2007; Feldmeyer et al., 2002, 2006; Glickfeld et al., 2013; Townsend et al., 2017b; Wester and 

Contreras, 2012). The contribution of multiple anatomical pathways with distinct conduction 

velocities together with anisotropic connectivity likely distort the speed and direction of 

propagation of travelling waves on large spatial scales. This conjecture is supported by models of 

coupled oscillators which suggest that specific patterns of conduction delays strongly influence 

the spatial features of the wave-like phenomena (Jeong et al., 2002). These results suggest a 
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refinement to the current mechanistic models of travelling wave phenomena. Investigation of the 

relationship between the underlying anatomy and propagation properties of visual evoked waves 

on macroscopic scale may enrich our understanding of the relationship between neural 

architecture and the coordination of neuronal activity across the hierarchy of the visual system.  

Our results demonstrate that the visual evoked waves are attractive candidates for 

organizing the feedforward-feedback computations necessary for sensory processing. 

Nevertheless, the full contribution of evoked waves to the processing of visual stimuli is unclear 

for several reasons. First, while we note the relationship between stimulus intensity and extent of 

the feedback wave, we do not directly address the behavioral significance of visual evoked 

travelling waves. Second, it remains unknown whether evoked travelling waves contain 

information about specific features of sensory stimuli or the animal’s behavioral state. Our study 

specifically focused on simple unstructured stimuli to identify the dominant spatiotemporal 

patterns evoked by them. The waves that we have identified are likely mediated by volleys of 

synaptic potentials (Bringuier et al., 1999), which modulate excitability of individual neurons. It is 

likely that the specific features of the stimulus are encoded by specific subpopulation of neurons 

that are phase locked to these waves. Processing of visual stimuli is known to involve activity of 

neurons broadly distributed across the visual system. Thus, while future work should address the 

relationship between stimulus features and the specific neuronal populations modulated by the 

travelling wave, our results show how such distributed neuronal assemblies can be coordinated 

by a wave that percolates across the visual system.     

Traditional theories of sensory processing treat cortical neurons as independent feature 

detectors. This theoretical framework has been tremendously successful in predicting responses 

of individual neurons to stereotypical visual stimuli presented in isolation. However, models that 

treat neurons as independent feature detectors account for just a small fraction of activity in 

naturalistic settings (Olshausen and Field, 2005), indicating that spatiotemporal interactions 

between neurons are critical for effective visual processing. Recently, features of traveling waves 
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have been associated with prioritization of neuronal responses in the new eye position after a 

saccade (Zanos et al., 2015), and detecting weak sensory stimuli (Davis et al., 2020). Our results 

add to this burgeoning evidence by showing that simple unstructured stimuli elicit waves of 

activity that percolate across space and time in a highly stereotyped fashion and entrain firing of 

neurons in distant cortical regions. Thus, instead of treating individual neurons as quasi–

independent feature detectors, new theories of sensory processing should consider patterns of 

neuronal activity arising during interactions with a natural world as a superposition of waves.  

 

Methods 

Animals: All experiments in this study were approved by Institutional Animal Care and Use 

Committee at the University of Pennsylvania and were conducted in accordance with the National 

Institutes of Health guidelines. All experiments were performed using 8 male and 6 female adult 

(12–32 weeks old, 20–30 g) C57BL/6 mice (Jackson Laboratories). Mice were housed under a 

reverse 12:12 h, light: dark cycle, and were provided with food and water ad libitum. A total of 20 

mice were used in this study. Inclusion criteria for mice included the following: 1) presence of 

visual-evoked potentials (as defined by the absolute value of the average LFP response 

exceeding 5 standard deviations of pre-stimulus data within 100 ms after stimulus presentation) 

2) histological verification of depth recording sites. With this inclusion criteria, we present data 

from 13 mice. 

Headplate implantation and habituation: At least 2 weeks before recording, mice were chronically 

implanted with custom designed headpieces for head-fixation during awake recordings using 

standard methodology. Briefly, mice were anesthetized with 2.5% and maintained at 1.5% 

isoflurane in oxygen, and secured a stereotaxic frame (Narishige).  Local anesthesia (0.25 ml 

of 0.625 mg bupivacaine) and antiseptic (Betadine) were applied. Periosteum was exposed and 

additional local anesthetic (0.25 ml of 2% Lidocaine gel) was applied. Bregma and lambda as well 

as the site of the future craniotomy (+1mm to -5 mm AP, +0.25 mm to +6 mm ML left of bregma) 
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were marked. The exposed skull was scored and the headpiece was attached using dental 

cement (Metabond) and 3 skull screws. Cyanoacrylate adhesive (Loctite 495) was applied over 

any remaining exposed skull. Mice were given 0.5mg cefazolin and 0.125mg meloxicam, and 7 

ml of normal saline SQ after surgery. Animals were left to recover for a week before starting the 

habituation protocol. Mice were habituated to head fixation with body restraint with visual stimuli 

gradually over the course of 4 days. By the end of day 4, mice tolerated awake head fixation and 

visual stimuli for 45 minutes uninterrupted without any apparent distress. 

Craniotomy: On the day of the experiment, animals were anesthetized with 2.5% isoflurane in 

oxygen, and maintained at 1.5% isoflurane with closed loop temperature control (37+/- 0.5 

degrees C) for the remainder of the surgery. 0.625 mg bupivacaine was injected in the 

surrounding face and neck muscles in order to provide scalp anesthesia. Mice were also given 

0.5mg cefazolin and 0.125mg meloxicam, 0.006 mg dexamethasone and 7 ml of normal saline 

SQ, before surgery. Craniotomy was drilled through the dental cement over the markings on the 

left hemisphere (+1mm to -5 mm AP, +0.25 mm to +6 mm ML of bregma). One of the securing 

screws on the right skull bone was chosen as the reference. A 64-electrode surface grid (E64-

500-20-60, Neuronexus) was positioned over the dura (most medial and anterior electrode was 

positioned ~ 1mm lateral and 1mm posterior to bregma). Two laminar 32 channel probes (H4, 

Cambridge Neurotech) were coated with DiI (Sigma-Aldrich) for post mortem histological 

localization. The probes were inserted through the hole in the ECoG grid closest to V1 (-3.25 AP, 

-2.25 ML) and PPA (-1.5 AP, -1.5 ML) using a motorized micromanipulator (NewScale 

Technologies). Electrodes were inserted 800 µm into the brain at a rate of 25 µm/min. V1 

electrode position was verified with current source density analysis. The grid and exposed dura 

was then covered with gel foam soaked in mineral oil. Isoflurane was then turned off for at least 

20 minutes. At the end of this period and prior to recordings, animals were whisking, moving 

limbs and blinking in a manner similar to habituation before recordings began, thus suggesting 

that they were awake. This was corroborated by online analysis of the ECoG. After visual 
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stimulation and recording, animals were deeply anesthetized (5% isoflurane) and sacrificed. 

Brains were extracted and fixed in 4% paraformaldehyde (PFA) overnight prior to sectioning and 

histology.  

Histology: Brains was sectioned at 80𝜇m on a vibratome (Leica Microsystems). Sections were 

mounted with medium containing a DAPI counterstain (Vector Laboratories). Electrodes were 

localized using epifluorescence microscopy (Olympus BX41) at 4x magnification. 

Visual Stimulation: Visual stimuli consisted of a 10 ms flash of a green LED (650 cd/m2) 

separated by random intertrial intervals sampled from a uniform distribution between 3 and 4 

seconds. The flash covered 100% of the mouse’s visual field. In a subset of animals, visual 

stimulation was performed using a CRT monitor (Dell M770, refresh rate 60Hz, maximum 

luminance 75 cd/m2, positioned 23 cm away from the mouse’s right eye, at an angle of 60% from 

the mouse’s nose, thereby covering 70% of the mouse’s right field of view) at varying luminance 

(2%, 11% 44%, 75%, 100% of maximum screen luminance). Flashes were 100ms long and 

presented in a random order at a random time interval between 3 and 5 seconds. 

Electrode registration: After identifying the histological location of the two depth probes in each 

mouse, and with prior knowledge of the ECoG grid dimensions (i.e., 6 columns, 11 electrode 

rows, electrode spacing of 500𝜇m, electrode diameter of 60𝜇m, hole diameter of 200𝜇m,), the 

position of each ECoG electrode was triangulated in the following fashion. The ECoG grid is a 

semiflexible plane. The location of the cortical probes in the electrode coordinate system was 

given by the through holes used for electrode insertion. The stereotaxic coordinates of the 

electrodes were established using post-mortem histology by comparison to the brain atlas 

(Paxinos). The cosine of the angle, q between the laminar probe positions in the electrode and 

stereotaxic coordinates was computed. Each electrode on the ECoG grid was assigned a location 

based on the Euclidean distance from the two laminar probe sites. The resultant grid location 
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matrix was then multiplied to a rotation matrix (R) to obtain the final electrode positions in 

stereotaxic coordinates.  

𝑅	 = 	 %𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 - 

These coordinates were then verified by comparison to photographs of grid positions taken during 

experimental session.  

Electrophysiology and preprocessing: Signals were amplified and digitized on an Intan headstage 

(Intan, RHD2132) connected to an Omniplex acquisition system (Plexon, Omniplex), and 

streamed to disk at 40KHz/channel. 

To extract LFP, data were downsampled to 1KHz and filtered offline using a custom-built FIR filter 

between 0.1Hz and 325Hz, with the MATLAB functions, firls.m and filtfilt.m to minimize phase 

distortion. Noise channels were manually removed and trials with excess motion artifact were 

rejected. Subsequently, the ECoG signals were mean re-referenced to minimize the effect of 

volume conduction.  All further analysis was performed using custom built Matlab (Mathworks) 

code unless otherwise stated. 

Selection of electrode over Primary Visual Cortex (V1): To average over animals, a single 

stereotaxic V1 location was selected as the electrode closest to (-3.25 AP, -2.25 ML), and in each 

animal. To confirm that the chosen electrode neurophysiologically corresponded to V1, the 

latency of onset of the VEP at each grid electrode was computed. The latency of onset of the 

visual-evoked potential was calculated as the time point at which if their post-stimulus average 

exceeds 3 standard deviations above the pre-stimulus baseline for 3 consecutive time points. The 

stereotaxically labeled V1 electrodes were 1-2 electrodes away from the electrodes with the 

earliest latency of onset in all mice and had latencies of onset within 2 ms of the electrodes with 

the earliest latency of onset. 
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Current Source Density Analysis (CSD): The one-dimensional CSD was computed as the second 

spatial derivative of the LFP recorded from the linear probes (Freeman and Nicholson, 1974): 

𝑑!φ
𝑑𝑧! =

−[𝜑(𝑧 + 2∆𝑧)	− 2𝜑(𝑧) + 	𝜑(𝑧 − 2∆𝑧)]
(2∆𝑧)!  

where 𝝋 is the LFP, z is the vertical coordinate depth of the probe, and Δz is the 

interelectrode distance (25 µm). CSD at the electrode boundaries were obtained using estimation 

procedure in (Vaknin et al., 1988). Cortical layers in the V1 probe were identified by the pattern of 

visual evoked current sinks and sources (colored as blue and red, respectively). Channels with 

the earliest current sink were assigned as layer 4 (granular layer). Subsequent sinks were found 

above and below layer 4 in layers 2/3 and layer 5. Laminar assignment of the channels in the 

PPA probe were based on distance from the cortical surface, where the CSD converged to zero. 

Channels within the first 350 µm were defined as superficial layers based on the thickness of 

layers 1-4 of the PPA (Franklin, Keith, B. and Paxinos, 2007; Lein et al., 2007a; Reference Atlas :: 

Allen Brain Atlas: Mouse Brain). The next 400 µm were defined as deep layers. All further 

analysis of laminar LFP data was performed on the CSDs. V1 probe data was included only if 

there was a clear layer 4 sink and subsequent layer 2/3 and layer 5 sinks. Similarly, PPA probe 

data was included in analysis only if the superficial loss of CSD was seen, indicating that the most 

superficial electrode was positioned at the cortical surface. 11 mice fulfilled these criteria and 

were included in the analysis of laminar recordings.  

Spike Sorting  

Single unit identification was performed on probe data from the same 11 mice that fulfilled criteria 

for laminar analysis. Spike sorting was performed using Kilosort (Pachitariu et al., 2016). The 

resulting spikes were then manually inspected for correct waveform clustering using Phy. All units 

with a firing rate lower than 0.5 spikes/s were excluded from further analysis. 

Wavelet analysis: Power, phase, and frequency information was extracted using a continuous 

wavelet transform using Morlet wavelets (0.1Hz to 150Hz, with a step-width 0.25Hz and 
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normalized amplitude) (available at: http://paos.colorado.edu/research/wavelets/) (Torrence and 

Compo, 1998).  

Inter-trial Phase Coherence (ITPC) Analysis: Inter-trial phase coherence (ITPC) was used to 

quantify the phase synchrony between trials at each point in the time- frequency plot. ITPC was 

calculated for each electrode in each mouse. Briefly, angle vectors were extracted from the 

wavelet coefficients at each time point and each frequency by applying Euler’s formula and 

setting the single trial vector length to 1. ITPC was then calculated by taking the mean length of 

the angle vector across trials (Cohen, Mike, 2014). 

ITPC values over the grid in Figure 2.2 were computed by averaging the ITPC over the first 

100ms of the signal and over the frequency bands between 30-50Hz, or over the first 800ms of 

the signal and over the frequency bands between 3-6Hz 

Filtering data: LFP or CSD data was filtered into high (30-50Hz) or low (3-6Hz) frequency bands 

in order to perform phase based analysis. Data was filtered using the inverse wavelet transform, 

invcwt.m, (available at: http://paos.colorado.edu/research/wavelets/) (Torrence and Compo, 

1998), by setting all wavelet coefficients outside the desired frequency range to zero. 

Analytical Signal Extraction: Hilbert transform was used to derive the analytical signal of LFPs or 

CSDs filtered in the gamma (30-50Hz) and low frequency (3-6Hz) data. This produced a time 

series of complex numbers. The modulus of the analytical signal is the instantaneous amplitude 

while the instantaneous phase is given by its arctan.  

Complex Singular Value Decomposition (SVD): LFP recorded during a single trial and filtered at 

the appropriate frequency range (see above) using the Hilbert transform to derive an 

 𝑛	 × 𝑡	analytical signal matrix A, where 𝑛 is the number of electrodes and 𝑡 is the number of time 

points.  Spatiotemporal modes were extracted from 𝑨 by performing singular value decomposition 

which factorizes 𝐴 into mutually orthogonal modes: 
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The columns of complex-valued 𝑈 and 𝑉 are the left and right singular vectors, which encode the 

spatial and temporal components of each mode, respectively. The diagonal real-valued 𝑆 

contains singular values (λ"𝑠). The fraction of the total signal explained by 𝑖 − 𝑡ℎ mode is given by  

λ#/D(λ)
$

%

 

The spatial distribution of each mode is computed as 𝑤& = F𝑈(∗,#)F ∗ λ#. Each of the 𝑛 components 

of 𝑤& reflects the contribution of each electrode to the mode. The spatial phase is defined by θ& =

arctan𝑈(∗,#). Similarly, each component of  θ& reflects the spatial phase of each electrode. 

Temporal phase θ+ and amplitude 𝑤+ are defined in a similar fashion from V,  θ+ = arctan𝑉(#,∗) and 

𝑤+ = F𝑽(𝒊,∗)F ∗ 𝜆#. The spatial phase gradient of each mode -.!
-&

 can then be computed locally at 

each electrode as in (Muller et al., 2014) (see below). The temporal frequency is given by the 

time derivative of the unwrapped temporal phase -."
-+

  normalized by 2π. The analytical signal 

corresponding to mode 𝑖 can be reconstructed as  𝐴# = 𝑈(∗,#) ∗ λ# ∗ 𝑉(#,∗)/ . Finally, the LFP signals 

corresponding to each mode can be reconstructed as  𝐿𝐹𝑃# = F𝐴#F ∗ 𝑐𝑜𝑠(arctan(𝐴#)) . Illustration 

of this procedure is shown in Figure 2.4.  

Defining the most visually responsive mode: The first ten singular modes (accounting for 62.34 % 

- 81.18% variance, 95% confidence interval) computed for each single trial, as above. 𝑤+ is 

defined as the temporal amplitude for the first ten modes. 𝑤+ during the pre-stimulus period (400 

ms) and was then used to compute the mean, ⟨w0⟩	and the standard deviation, σ1". 𝑤+ for the 

entire trial period (pre- and post-stimulus) was expressed as a z-score 𝑤2 = (𝑤+ − ⟨𝑤+⟩)/σ1". The 

most visually responsive mode was defined as the mode that exhibited the greatest increase in 

amplitude during the post-stimulus period (defined as 350ms post-stimulus for fast oscillations 

and 1000ms post-stimulus for slow oscillations).   
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Spatial phase offset from V1: To determine the consistency in the phase relationship between 

spatial modes identified in different trials and across animals, the average difference in phase 

from each channel to the V1 channel was computed for the most visually responsive spatial 

mode. The V1 channel in each animal is defined as the channel closest to (-3.25 AP, -2.25 ML). 

The phase offset from V1 is calculated at each electrode by extracting the spatial phase of the 

most visually responsive mode θ& and setting the V1 phase to zero. Circular mean and variance 

of  𝜃& referenced to V1 was then computed across trials and across animals (Fisher, N, 1995). 

The direction of the resultant vector corresponded to the average phase, whereas the magnitude 

of the vector is 1-circular variance. 

Spatial phase gradient: The spatial phase gradient was quantified by multiplying the complex 

spatial component of the most sensory evoked mode of a single trial at each electrode location to 

the complex conjugate of the spatial loading of its adjacent electrode, using continuous wavelet 

transform, phase_gradient_complex_multiplication.m, in MATLAB, written by Lyle Muller 

(available at: https://github.com/mullerlab/wave-matlab)(Muller et al., 2014). This operation was 

performed iteratively along the AP and ML direction of the grid. The resulting vectors were then 

converted into polar coordinates. To quantify the average gradient over trials, each trial’s gradient 

vector at each location was projected on a unit circle and the angles were averaged as above. 

Now, the angle of the resultant average vector is the direction of the average phase progression, 

whereas magnitude is 1-variance of the gradient over trials. 

Spatial Wavelength: The spatial frequency was computed by multiplying the magnitude of the 

single trial spatial gradient vectors and dividing the result by 2𝜋 to convert the units into 

cycles/mm. Spatial wavelength was calculated as the reciprocal of spatial frequency. 

Velocity of visual evoked waves: The instantaneous temporal frequency was computed by 

measuring the slope of the unwrapped temporal phase of the most visually responsive mode. The 
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instantaneous frequency was then divided by the magnitude of the phase gradient of the most 

responsive spatial mode on a single trial basis.  

Phase amplitude coupling: Phase-amplitude coupling between oscillations was assessed using 

the modulation index measure (MI) of single trial filtered LFP data at every grid electrode site. 

Phase of the 3-6Hz filtered data and the amplitude of the 30-50Hz filtered data were extracted 

from the analytical signal 𝐴 as described above. Phase was binned into 20 phase intervals. The 

mean 30-50Hz amplitude was calculated for each bin for the first 900 ms of post stimulus activity 

per trial. The mean amplitude per bin was then averaged over trials. The MI was calculated by 

measuring the divergence of the resulting amplitude distribution from the uniform distribution 

using a modified Kullback–Leibler (KL) distance metric, with the function, ModIndex_v2.m, 

(available at https://github.com/tortlab/phase-amplitude-coupling) (Tort et al., 2010). 

Spike Field Coherence (SFC) 

 The phase 3-6 Hz filtered CSD was extracted from the analytical signal and segmented 

into 20 bins. The mean spike count was calculated for each bin for the first 900 ms of post 

stimulus activity per trial, and then averaged over trials. The MI was calculated by measuring the 

MI in a similar manner to calculating phase amplitude coupling. 

Averaging signals over stereotaxic coordinates: A query grid of stereotaxic locations was defined 

spanning -3.5 to 0 mm ML and -5 to 0 mm AP with 0.5mm spacing. For each query location, the 

weight of each electrode was assumed to depend on the distance between the electrode and the 

query location. The weights were defined to be a Gaussian function of Euclidian distance from the 

query location as follows: 
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where YF𝑝3FY is the Euclidean distance between the electrode p and query location q, σ = 	0.15 is 

the standard deviation. The weight was computed as in the above equation for all electrodes 

within 0.3 mm of the query location and was set to zero otherwise. This weighting was used when 

computing averages and variances across mice as a function of stereotaxic coordinates.   

Spike Correlations: For each entrained V1 and PPA neuron in each animal, the delay of the spike 

times of the V1 cells relative to the spike times of PPA cells was computed during the pre-

stimulus timeframe (500 ms before the stimulus onset), and post-stimulus time frame (0-500ms 

after stimulus onset). The distribution of spike time delays were then displayed in Figure 2.13.  

Statistical Analysis: To establish statistically significance of ITPC and phase coupling at each 

query location, the observed ITPC, MI values, and spike field coherence values were compared 

to a series of random time shifted surrogates (n = 100 sets, 100 trials per set). To determine the 

aggregate p-value over mice at each stereotaxic location, a Stouffer's Z-score was calculated.  

 To determine if the phase relationships between each stereotaxic location and V1 and 

spatial gradient show a statistically significant deviation from a uniform distribution on a circle, a 

Rayleigh test was performed on a mouse by mouse basis and for the aggregate data. P-values 

were Bonferroni corrected for multiple comparisons, unless otherwise stated.  

To determine the statistical significance of SFC measures, the MI for SFC was compared to an 

MI distribution obtained using surrogate spiking data generated by using a Poisson process at 

each time point, using a student’s t-test. The Poisson firing rate was determined by calculating 

the firing rate of each unit in a 200ms sliding window shifted by 1ms.  
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Figures 

 

Figure 2.1: Awake LFP and Power spectrum  

(A) Spontaneous LFP recorded over V1 in a representative awake mouse. Note the 

dominance of high frequency, low amplitude activity 

(B) Power spectrum of V1 LFP averaged over animals.  
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Figure 2.2: Visual stimuli elicit strong intertrial phase coherence over large cortical areas 

(A) Schematic showing the 64 channel electrocorticography (ECoG) grid used to record local 

field potentials (LFPs) from the cortical surface of the left hemisphere of 13 awake mice. 

Stimuli consisted of 10 ms flashes of a green LED placed in front of the R eye (100 trials, 

intertrial interval 3-4s).  

(B) Stereotaxic coordinates of ECoG electrodes from 13 animals (color coded by animal). V1 

and PPA targets for laminar probes are shown by red and blue diamond respectively. 

The white circle marks bregma. The cortical surface is shaded by area according to the 

Allen Brain Atlas (Franklin, Keith, B. and Paxinos, 2007; Lein et al., 2007a; Reference 
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Atlas :: Allen Brain Atlas: Mouse Brain): visual (orange), association (red), retrosplenial 

(yellow), somatosensory (green), motor/frontal (blue), and cerebellum (gray).  

(C) Single trial and average visual evoked potentials (VEPs) over V1 are indicated by gray 

and red lines respectively. Stimulus onset is denoted by the green line.  

(D) Inter-trial phase coherence (ITPC) computed at V1 and averaged over single trials and 

animals (0 ms marks stimulus onset).  

(E) Time slices through the coherogram (Figure 1D). Colors of the traces correspond to time 

segments shown in D. Thick line shows the average. Shaded areas show 95% 

confidence intervals.  

(F) Average ITPC of 30-50Hz oscillations within the first 100 ms of the VEP averaged over 

animals at each stereotaxic location. Locations in which ITPC does not meet Bonferroni 

corrected statistical significance compared to time shuffled surrogate data are shaded in 

gray.  

(G) Similar to E for average ITPC of 3-6Hz activity within the first over 800 ms of the VEP.  

(H) Top: VEPs recorded over V1 and filtered at fast (30-50 Hz) oscillations (gray and red 

show single trials and trial average respectively). Bottom: Same data recorded from over 

PPA (gray and blue show single trials and trial average). Green line shows stimulus 

onset. Dashed lines highlight the phase offset between V1 and PPA.   

(I) Similar to G except the signals are filtered at 3-6Hz. Slower (3-6Hz) oscillations also 

show a phase shift between V1 and the PPA.  

*Data in C, H, and I are from a single representative mouse. 
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Figure 2.3: Average filtered LFP illustrate traveling wave-like behavior. 

(A) Average of the VEP filtered at 30-50Hz from 10 electrodes along the anterior to posterior 

axis ( -2.25mm ML) in a representative mouse. The x axis denotes time relative to 

stimulus onset, the y axis indicates AP position of an electrode relative to bregma. Note 

evoked high frequency waves starting at -4.05mm from bregma (V1) and traveling 

anteriorly over ~100ms.  

(B) Average of the VEP filtered at 3-6Hz from the same mouse arranged in the same format 

at B. Note the low frequency waves begin more anteriorly ( ~2 mm from bregma) relative 

to the fast oscillations and travel in the posterior direction.  

(C) Superimposition of the data in A-B (amplitude of the signals is normalized to highlight 

phase relationships between oscillations at different temporal frequencies). The fast wave 

begins posterior to the slow wave and travels rostrally towards the slow wave initiation 

zone. 
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Figure 2.4: Singular value decomposition (SVD) of the analytical signal data identifies 

coherent spatiotemporal activity modes.  

(A) Modelled oscillatory activity for 6 electrodes. The signals in the first five electrodes record 

a traveling wave that propagates from electrode 5 to 1 (black through orange) The sixth 

electrode (red), is constructed to be independent from others. The green vertical line 

denotes the stimulus.  

(B) Analytical (complex valued) signal is obtained using the Hilbert transform from data in A. 

In the complex plane, the travelling wave appears as phase shifted copies of the same 

signal and the divergent activity of the sixth electrode is distinct. 

(C) Singular value decomposition (SVD) can be used to parse the analytical signal into 

mutually orthogonal modes. Real valued diagonal matrix S encodes the relative 

contribution of each mode to the overall activity pattern. Complex-valued U and V 

matrices encode the spatial and temporal characteristics of each mode respectively. SVD 

identifies only two modes with nonzero singular values, corresponding to the two 

oscillatory patterns within the signal.  

(D) The columns of matrix |U*S| encode the spatial amplitude of each mode, and measures 

how much each electrode contributes to each of the temporal modes. SVD correctly 

identifies that the first 5 electrodes contribute to the first mode (the traveling wave) 

equally, whereas mode 2 exclusively involves electrode 6.   

(E) The temporal amplitudes, computed as |S*VT|, reveal the envelope of each mode. 

Visually responsive modes were defined as modes that increase in temporal amplitude 

after the stimulus. In this example, only the first mode is visually responsive. 

(F) The spatial phases are calculated as arctangent of U scaled by the corresponding 

singular value. The spatial frequency is computed from the phase gradient (𝑑𝜃 𝑑𝑠_ = 𝐹&). 

Here, the phase map of the first mode illustrates that the first five electrodes contribute 

(black through orange) equally and have a constant phase offset from one another, 



49 
 

whereas the sixth electrode (red) has a smaller magnitude. In the second mode, only the 

sixth electrode has a large magnitude.  

(G) The temporal phases are calculated as arctan of VT. The time derivative of this phase 

(𝑑𝜃 𝑑𝑡_ = 𝐹+) defines the temporal frequency of the mode and is approximated by 

measuring the slope of the unwrapped temporal phase. The propagation velocity of the 

mode is then computed as 𝐹+ 𝐹&_ .  

(H)  The activity corresponding to the i-th spatiotemporal mode can be reconstructed as 𝑈:,# ∗

𝑆#,# ∗ 𝑉#,:/. Here, the first mode shows a traveling wave in the first 5 electrodes. The 

independent spatiotemporal mode in the sixth electrode is present in the second mode.  
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Figure 2.5: The first mode extracted from SVD typically has the highest post-stimulus 

temporal amplitude  

Temporal amplitude of each of the first 10 SVD modes of a single trial filtered at 30-50Hz (right) 

or 3-6Hz (left), by time in ms. The stimulus occurs at the black line. Note in both frequency bands, 

the first mode has the largest increase in amplitude following the stimulus and is therefore defined 

as the most responsive visual mode.  

(D)  
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Figure 2.6: SVD identifies visual evoked traveling waves that are consistently elicited both 

across trials and across animals. 

(A) Histogram of the difference in the spatial phase of the most visually responsive 30-50 Hz 

mode between two electrodes in V1 (black and red diamonds in C) across trials and 

animals.  

(B) Histogram of phase angle difference of the most visually responsive 30-50 Hz mode 

between an electrode in V1 (black diamond in plot C) and PPA (blue diamond in plot C) 

across trials and animals. Note that the phase angle difference is increased as distance 

from V1 increases. 

(C) At each stereotaxic location, the average phase offset of the 30-50Hz spatial mode 

relative to V1 (the black diamond) is plotted in color. Spatial phase gradient is depicted by 

black arrows. The direction of the arrows shows the direction of spatial phase gradient 

over trials and mice. The length of the arrows is 1- circular variance and therefore 

corresponds to the consistency of the angle of the spatial phase gradient over trials and 
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animals (scale arrow for 100% phase coherence underneath color axis in D). Locations 

that are greyed out did not meet Bonferroni corrected statistical significance (p-value < 

0.0006, Raleigh test).  

(D) Phase offset relative to V1 and the spatial phase gradient of the most visually responsive 

3-6Hz spatial mode at each stereotaxic location depicted as in D.  
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Figure 2.7: The consistency of the wave propagation pattern depends on stimulus 

intensity 

(A) At each stereotaxic location, the average (over mice) phase offset of the 30-50Hz spatial 

mode relative to V1 (the black diamond) is plotted in color for each screen luminance, 

listed as a percent of maximum screen luminance. The red diamond is a different location 

in V1. Spatial phase gradient is depicted by black arrows. The direction of the arrows 

shows the direction of spatial phase gradient over trials and mice. The magnitude of the 

arrows corresponds to the consistency of the angle of the spatial phase gradient over 

trials and animals. Locations that are grayed out did not meet Bonferroni corrected 

statistical significance (p-value < 0.0006) across animals.  

(B) Same plots as in A but for waves identified from 3-6Hz filtered data. The blue diamond 

denotes the location of the PPA.  
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Figure 2.8: Intra-laminar recordings reveal vertical propagation pattern of waves 

(A) Photograph of 64 channel electrocorticography grid with two 32 channel penetrating 

laminar probes placed in through holes in the grid into V1 and PPA. 

(B) Histological verification of laminar electrode localization in V1.  

(C) Current source density (CSD) in V1 averaged over trials and mice.  

(D) V1 CSD filtered at 30-50Hz and averaged across trials in a representative mouse. 30-

50Hz oscillations originate in layer IV and then propagate to superficial and deep cortical 

layers. In D and E purple lines show approximate location of layer IV defined by the 

earliest sink in the CSD.  

(E) Same as D but filtered at 3-6Hz. The 3-6Hz oscillations appear approximately 

simultaneously in the supra- and granular layers and propagate to deeper layers. 

(F) Histological verification of laminar electrode localization in PPA.  

(G) CSD in PPA averaged over trials and mice. Purple lines show approximate location of 

superficial layers I-IV, and deep layers V/VI based on anatomy (Allen Brain Atlas).   

(H) Same as D for PPA. The 30-50Hz oscillations are most prominent in the superficial 

layers. 

(I) Same as E for PPA. The 3-6Hz oscillations begin in the superficial layers and propagate 

to deeper layers 

*Data in D, E, H, I are from the same representative mouse.  
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Figure 2.9: Superficial cortical layers of V1 and PPA contain high ITPC  

(A) ITPC of CSD at 30-50Hz as a function of time and depth in V1, averaged over animals. 

The horizontal lines indicate the supra-, granular, and infragranular layers.  

(B) Same plots as in A but for PPA. Note that high frequency ITPC is most prominent in 

superficial cortical layers. 

(C) ITPC of CSD at 3-6Hz as a function of time and depth in V1, averaged over animals. The 

horizontal lines indicate the superficial and deep layers. 

(D) Same plots as C but for PPA. In contrast to V1, ITPC is most dominant in the superficial 

layers. 
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Figure 2.10: Fast and slow visual evoked waves have similar spatial wavelengths but 

significantly different propagation velocities 

(A) Distribution of spatial wavelengths of 30-50Hz and 3-6Hz most visually responsive 

modes. 

(B) Distribution of wave speeds of most visually responsive modes at 30-50Hz and 3-6Hz.  
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Figure 2.11: Spatial wavelength and wave velocity are not uniform over space 

(A) Spatial wavelength of fast 30-50Hz most visually responsive SVD modes.  

(B) Spatial wavelength of fast 30-50Hz most visually responsive SVD modes. 

(C) Velocity of fast 30-50Hz most visually responsive SVD modes. 

(D) Velocity of fast 30-50Hz most visually responsive SVD modes. 

*Note that in all plots, the color axis is in log scale and locations that are grayed out did not 

meet Bonferroni corrected statistical significance (p-value < 0.0006) across animals.  

 

 



58 
 

 

Figure 2.12: The phase of the slow wave modulates the amplitude of the fast wave both 

within V1 and throughout the cortex 

(A) Top: single trials (gray) and average (red) data filtered at 30-50Hz over V1 of a 

representative mouse. Middle: same as above, but for 3-6Hz. Note fast oscillation bursts 

occur rhythmically in phase with slow oscillations. Bottom: Amplitude of high frequency 

oscillations at each phase of the low frequency oscillation, averaged over trials. The 

deviation of this distribution from a uniform distribution is summarized in the modulation 

index (MI) of 0.00991(p-value <0.0001, compared to time shuffled surrogates). 

(B) Similar to A but for an electrode over PPA. The phase amplitude MI = 0.00155 (p-value 

<0.0001). Note that the phase of the 3-6Hz oscillation at which the gamma amplitude is 

maximum is shifted compared to that in V1. 

(C) Modulation indices averaged over all 13 mice and plotted in color at each stereotaxic 

location. Locations that are greyed out did not meet Bonferroni corrected statistical 

significance (p-value < 0.0006) compared to time shifted surrogate data. MI peaks near 

V1 but remains statistically significant over much of the cortical surface.  

(D) The phase of the slow 3-6Hz oscillation at which the fast 30-50Hz oscillation reaches 

maximum amplitude as shown for a representative mouse at each stereotaxic location. 

Grayed out locations did not meet statistical significance compared to time shifted 

surrogates. 
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Figure 2.13: Probability of neural spiking in both V1 and PPA depend on the phase of the 

slow wave 
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(A) Individual action potential waveforms of a representative PPA unit located in layer V (gray 

traces), with the average waveform superimposed in blue.  

(B) Same as A, but for a representative V1 neuron located in infragranular layers (gray 

traces), with the average waveform superimposed in red.  

(C) Raster plot (top) of 100 trials of PPA unit (green dashed line marks stimulus onset). The 

average CSD, filtered at 3-6 Hz, of the LFP at the same depth as the unit in A (middle). 

The peristimulus histogram of the same unit (bottom).  

(D) Same as C, but for the representative V1 unit in B.  

(E) Probability of firing as a function of phase of the slow oscillation for each unit in the PPA. 

Each row is an individual unit in the PPA that has statistically significant spike field 

coherence (SFC) with the slow oscillation. Units above the black horizontal line are in the 

superficial layers of the PPA. Units below the black horizontal line are within the deep 

layers.  

(F) Same as E for V1 units with statistically significant spike field coherence. The horizontal 

back lines highlight four sections in which V1 cells reside, in top-down order: layer II/II, 

layer IV, layer V, and layer VI. 

(G) Cross-correlograms between PPA and V1 neurons entrained by the slow wave during the 

500 ms before visual stimulation. Each row is an individual PPA V1 pair. Probability of 

firing is shown by color.   

(H) Same as in G but for 500 ms after the stimulus.  

 

 

 

 

 



61 
 

Videos 

*all videos can be found at 
https://drive.google.com/drive/folders/18VYjQfhkuhRSGUww4RykrSeobuVt_BcY?usp=sharing  

Video 2.1: Awake mouse 

Three seconds of an awake mouse in recording both.  

Video 2.2: Average visual evoked fast wave 

Average of single trial LFP filtered at fast, 30-50Hz, frequencies over the cortical surface during 

the first 100 ms of the visual evoked response. The flash occurs at time = 0 ms. Note that the 

visual evoked gamma activity begins caudally within V1 and propagates rostrally. 

Video 2.3: Average visual evoked slow wave 

Average of single trial LFP filtered at slow, 3-6Hz, frequencies, over the cortical surface during 

the first 600 ms of the visual evoked response. The flash occurs at time = 0 ms. Note that the 

visual evoked gamma activity begins rostral to V1 in higher order cortical areas and propagates 

caudally. 

Video 2.4: Both visual evoked waves superimposed 

Superimposition of the average fast and slow filtered waves (amplitude of the signals is 

normalized to highlight temporal relationships between oscillations). The flash occurs at time = 0 

ms. The fast wave begins caudal to the slow wave and travels anterolaterally towards the slow 

wave initiation zone. 
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CHAPTER 3 - Coherence of visual-evoked gamma oscillations is disrupted by 
propofol but preserved under equipotent doses of isoflurane 

 

Abstract  

Previous research demonstrates that the underlying state of the brain influences how sensory 

stimuli are processed. Canonically, the state of the brain has been defined by quantifying the 

spectral characteristics of spontaneous fluctuations in local field potentials (LFP). Here, we 

utilized isoflurane and propofol anesthesia to parametrically alter the spectral state of the murine 

brain. With either drug, we produce slow wave activity, with low anesthetic doses, or burst 

suppression, with higher doses. We find that while spontaneous LFP oscillations were similar, the 

average visual-evoked potential (VEP) was always smaller in amplitude and shorter in duration 

under propofol than under comparable doses of isoflurane. This diminished average VEP results 

from increased trial-to-trial variability in VEPs under propofol.  One feature of single trial VEPs 

that was consistent in all animals was visual-evoked gamma band oscillation (20-60Hz). This 

gamma band oscillation was coherent between trials in the early phase (<250 ms) of the visual 

evoked potential under isoflurane. Inter trial phase coherence (ITPC) of gamma oscillations was 

dramatically attenuated in the same propofol anesthetized mice despite similar spontaneous 

oscillations in the LFP. This suggests that while both anesthetics lead to loss of consciousness, 

elicit slow oscillations and burst suppression, only the isoflurane permits phase resetting of 

gamma oscillations by visual stimuli. These results demonstrate that accurate characterization of 

a brain state must include both spontaneous as well as stimulus-induced perturbations of brain 

activity. 

Introduction 

Anesthesia is a staple in modern healthcare due to its ability to provide a reversible state of 

unconsciousness, which is essential for painless surgery and for sedation in intensive care units 

(ICUs). Anesthetics have also proved indispensable for basic neuroscience. Indeed, much of our 

knowledge concerning sensory processing is derived from experiments performed in 
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anesthetized animals(Destexhe et al., 1999; Hubel and Wiesel, 1962; Mountcastle, 1957). 

Despite their widespread use, the mechanisms by which anesthetics produce a reversible loss of 

consciousness (LOC) remain unknown. One practical implication of this knowledge gap is that 

clinical monitoring of the anesthetized state is unable to guarantee that all patients are, in fact, 

unconscious during surgery. While depth of anesthesia monitors do ensure that majority of 

anesthetized patients are unconscious, 4-10% of patients under general anesthesia exhibit a 

covert return of consciousness as evidenced by their ability to follow simple verbal 

commands(Mashour et al., 2011; Russell, 1989; Sanders et al., 2012; Schneider Gerhard et al., 

2005). Current EEG-based “depth of anesthesia” devices do not reliably detect these episodes of 

awareness(Mashour, 2006; Sanders, 2016). While patients with covert awareness are less likely 

to form memories(Mashour et al., 2011, 2012; Sanders et al., 2012), up to 70% of those that do, 

develop long-lasting psychiatric consequences such as post-traumatic stress disorder 

(PTSD)(Leslie et al., 2010).  

General anesthetic agents are structurally heterogeneous and exhibit promiscuous binding 

to a wide variety of molecular targets(Eckenhoff and Eckenhoff, 1998; Franks, 2008; Lydic Ralph 

and Baghdoyan Helen A., 2005). It is highly unlikely that each anesthetic drug disrupts 

consciousness using the same molecular effectors. Nevertheless, mechanistically distinct 

anesthetics are known to generate similar patterns of brain activity. The most prevalent pattern of 

brain activity observed in the anesthetized brain are the canonical slow oscillations first 

demonstrated in human EEG in the 1930’s(Gibbs, F., Gibbs, E., Lennox, 1937). For example, 

propofol, a positive allosteric modulator at GABAA receptors(Jurd et al., 2003), induces low 

frequency large amplitude EEG oscillations and sleep-like spindles(Ching et al., 2010; Purdon et 

al., 2013). Likewise, the inhaled anesthetic, isoflurane, also produces slow wave activity with 

distinct UP-states and DOWN-states in the EEG(Thengone et al., 2016). While isoflurane also 

acts on the GABAA receptor(Hall et al., 1994), its actions on the GABAA receptor are distinct from 

those of propofol(Krasowski et al., 1998a). Furthermore, actions of isoflurane on the GABAA 

receptor appear to be less critical for its ability to induce anesthesia than those of 
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propofol(Sonner et al., 2007). Finally, both propofol and isoflurane interact with a number of other 

receptors in the nervous system(Eckenhoff, 2002a; Weiser et al., 2015).  

It is thought that the slow EEG oscillations observed with a variety, but notably not all 

anesthetics(Akeju et al., 2016; Maksimow et al., 2006), are a consequence of a switch in the 

activity patterns of thalamic neurons. These neurons shift from tonic firing, which denote awake 

desynchronized states, to bursting firing pattern, which synchronizes cortical activity. Thalamic 

bursting activity is thought to prevent reliable transmission of sensory stimuli from the thalamus to 

the cortex. This hypothesis suggests that, regardless of the molecular mechanism of action, slow 

oscillations induced by mechanistically distinct anesthetics should lead to similar disruptions of 

sensory-evoked responses in the cortex.  

 There is recent evidence, however, to challenge this hypothesis. Arena et al demonstrate 

that the amplitude of visual-evoked potentials is attenuated by propofol, but enhanced by 

increasing concentrations of sevoflurane in rats(Arena et al., 2017). Here, we build upon these 

observations and characterize the differences in visual-evoked responses in mice under 

isoflurane and propofol. We find that although there are similarities in the spontaneous activity 

elicited by hypnotic doses of isoflurane and propofol, visual-evoked responses to simple visual 

stimuli are quite different in the primary visual cortex (V1). In the time domain, we find that 

responses evoked by identical visual stimuli vary dramatically between trials under both 

anesthetics. However, analysis in the frequency-domain reveals a consistent visual-evoked 

gamma oscillation (20-60Hz) present in all mice. This gamma oscillation is coherent across trials 

in the early phase (<250 ms) of the visual-evoked potential when mice are under isoflurane 

anesthesia. Despite similar drug-induced brain states, visual-evoked gamma coherence between 

trials is greatly attenuated when the same mice are anesthetized with steady-state, target 

controlled infusions of propofol. This suggests that while both anesthetics disrupt consciousness 

and elicit slow oscillations, only the isoflurane-induced state of unconsciousness permits phase 

resetting of gamma oscillations by visual stimuli.  
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Results  

To elucidate the effect of the anesthetic state on visual-evoked brain activity, we 

performed in vivo electrophysiological recordings in mice head-fixed with ear bars (n= 7) 

presented with simple visual stimuli using equipotent doses of two different anesthetic drugs. 

Each visual stimulus consisted of a short, 10 ms, flash of a green LED light that covered 100% of 

the right visual field. Spontaneous and evoked local field potentials (LFP) were collected using an 

electrocorticography (ECoG) electrode placed on top of the dura over the left hemisphere, 

including primary visual cortex.  

Survey of spectrally defined brain states under isoflurane and propofol  

 In order to modulate the spontaneous cortical activity, we delivered two different 

anesthetics: isoflurane and propofol. We were able to maintain steady state concentration of 

isoflurane via a nose cone delivery due to its relatively fast pharmacokinetics. Propofol was 

administered intravenously (IV) through a jugular venous catheter with a target controlled infusion 

(TCI) to ensure that the propofol brain concentration remained constant(Shortal et al., 2018). 

Three out of seven mice were first given two doses of isoflurane (high-1.2%, and low-

0.6%), then given two doses of propofol (low- 20 �g/g brain and high – 35 �g/g brain). The 

remaining four mice had the aforementioned exposure and were subsequently re-exposed to the 

same two doses of isoflurane one hour after propofol was washed out. Re-exposure served as a 

control for the potential brain desiccation, which might occur during long recording sessions. Re-

exposure experiments also established the consistency of specimen preparation (Figure 3.1). At 

every anesthetic dose, one minute of spontaneous activity was collected before visual stimuli 

were presented. Ten seconds of spontaneous data is shown in Figure 3.2a, illustrating that burst 

suppression occurs with high doses of both propofol (median suppression ratio (SR) = 6.65%, 

interquartile range (IQR) = 25.09%) and isoflurane (median SR = 9.55%, IQR = 14.74%); and that 

large amplitude slow waves arise with low doses of propofol (median SR = 0.80%, IQR = 4.23%) 

and isoflurane (median SR = 1.15%, IQR = 4.23%).  
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Consistent with these observations, spectra of the ECoG signals under isoflurane and 

propofol overlap over frequencies ranging from 1 Hz to 4 Hz (Figure 3.2b). While with respect to 

slow wave activity ECoG spectra under propofol and isoflurane anesthesia were highly similar, 

there was slightly more power at frequencies between 6 Hz – 10 Hz under propofol. There was 

also an increase 0.3-1 Hz under isoflurane compared to propofol (df = 3, n= 7, p-value = 0.011, 

Kruskal Wallis, pooled isoflurane vs pooled propofol, n = 7, p=0.005, Mann Whitney U test with 

post hoc Bonferroni Correction). Thus, by administering the same animal with these two 

chemically distinct anesthetics, we can determine how similar slow oscillations induced with two 

distinct anesthetics affect the characteristics of visual-evoked responses.   

Isoflurane and Propofol have dramatically different average visual-evoked responses  

 After one minute of baseline recording, 100 visual-evoked responses were elicited using 

a green LED. Averaged visual-evoked potentials (VEPs) under each anesthetic condition are 

shown in Figure 3.3. The shape of average VEP has historically been described by its latency to 

onset, amplitude, and response duration. We defined the latency to onset of the VEP as statistical 

deviations from the pre-stimulus data (Methods). Similarly, we define the duration of VEPs by the 

number of timepoints for the post-stimulus data to recapitulate the pre-stimulus statistics 

(Methods). We defined the amplitude of the VEP as the root mean square (RMS) of the first 350 

ms of post-stimulus data. No changes in the overall amplitude of the VEP were found for different 

concentrations of the same anesthetic (low dose isoflurane vs high dose isoflurane: n = 7, p 

=0.999, low dose propofol vs high dose propofol, n = 7, p =0.902, Mann-Whitney U test). When 

we normalize the evoked RMS to the RMS calculated from baseline, we still observe that the 

overall amplitude of the VEP was similar under the two concentrations of isoflurane (low dose 

isoflurane vs high dose isoflurane: n = 7, p =0.383). Low dose propofol was associated with small 

but statistically significant decrease in the VEPs relative to high dose propofol (n = 7, p < 0.001, 

Mann-Whitney U test). Furthermore, we were not able to detect differences in duration of VEP at 

different anesthetic concentrations (low dose isoflurane vs high dose isoflurane, n = 7, p =0.383; 
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low dose propofol vs high dose propofol, n = 7, p=0.209, Mann Whitney U test, with post hoc 

Bonferroni Correction). In contrast, differences in VEP characteristics were strongly dependent on 

the identity of the anesthetic agent. The high and low doses of drugs were combined since there 

were no dose dependent differences. VEPs under propofol were smaller in amplitude (n = 7, p-

value amplitude<0.001, Mann Whitney U with post hoc Bonferroni Correction) and shorter in 

duration (n = 7, p-value duration= 0.003, Mann Whitney U with post hoc Bonferroni Correction) 

than under isoflurane. Kruskal-Wallis test of the latencies for all four drug conditions was 

borderline statistically significant (df = 3, n= 7, p-value = 0.044). None of the post hoc Mann 

Whitney U tests for pairwise comparisons between drug conditions reached statistical 

significance.   

Large trial-to-trial variability under both anesthetics  

 Two distinct scenarios can potentially give rise to the observed differences in the 

amplitude and duration of the average VEPs: 1) VEPs could be larger in individual trials under 

isoflurane than under propofol, 2) VEPs could be more consistent among trials under isoflurane. 

To differentiate between these possibilities, we first surveyed the single trial visual-evoked 

responses. We found that single trials exhibit large trial-by-trial variability and are strongly 

dominated by ongoing spontaneous brain activity under both isoflurane and under propofol. 

(Figure 3.4a). We were unable to unequivocally determine the latency of onset or duration of the 

VEP on a single trial basis since the post-stimulus signal did not deviate significantly from pre-

stimulus ECoG. Moreover, we could not find a difference in the amplitude of the single trial 

responses under isoflurane and propofol (χ2= 1.05, df = 3, n= 7, p-value = 0.197, Kruskal Wallis). 

Despite this inter-trial variability, averaging across all 100 trials reveals a clear, visual-evoked 

potential. The shape of the average evoked potential, however, rarely resembles any individual 

trial (Figure 3.4b). Moreover, individual visual evoked trials do not have the same waveform in the 

time domain. We measured the average pairwise correlation between single trials as an indicator 

of reliability under each dose of each anesthetic(Kumbhani et al., 2007; Tiesinga et al., 2003). In 

aggregate, in the time domain, visual evoked single trials are weakly correlated with each other 
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under both anesthetics. Yet, there is a significant increase in the reliability under isoflurane 

(pooled mean reliability under isoflurane= 0.205) than under propofol (pooled mean reliability 

under isoflurane = 0.063) (n = 7, p-value pooled reliability<0.001, Mann Whitney U with post hoc 

Bonferroni Correction). This suggests, that the observed differences in the average VEPs under 

isoflurane and propofol are likely due to differences in the inter-trial consistency of responses 

rather than to differences in the shape of the VEP on individual trials.  

Visual-evoked gamma power under isoflurane and propofol 

 While VEPs vary dramatically between trials in many respects, one aspect of the VEP –

an oscillation around 40Hz – was highly consistent between trials and was present in all mice 

(Figure 3.5).  This gamma oscillation can be clearly visualized in the frequency domain (Figure 

3.6). To extract the frequency, power and phase characteristics of oscillations present in visual-

evoked responses, we convolved single trials with a series of Morlet wavelets. Spectra averaged 

across trials were then normalized to the pre-stimulus interval (Figure 3.6a). On average, over the 

first 250 ms, higher gamma power (20-60 Hz), was evoked by the visual stimulus under isoflurane 

than under propofol (timepoints = 900, p-value<0.000001, Mann Whitney U).  

 To determine the variability of the phase of the visual-evoked gamma oscillation, we 

computed inter-trial phase coherence (ITPC) at each point in the time-frequency plane. 

Consistent with the observations in the time domain (Figure 3.5), ITPC was significantly 

increased in the gamma range following the visual stimulus. This increase in the ITPC was most 

prominent between 50 and 250 ms after stimulus between 20-60Hz (Figure 3.6b). Moreover, the 

increase in ITPC was larger during anesthesia with isoflurane than propofol. Propofol’s reduced 

ITPC recovered following washout of propofol and re-exposure to isoflurane. Note, that 

coherence is normalized to signal power. Thus, differences in the ITPC cannot be attributed to 

higher power of gamma oscillations under isoflurane.  
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 Figure 3.7 shows the difference between ITPC evoked under isoflurane and propofol. 

Here, both high and low concentrations for each individual anesthetic were combined, the 

anesthetic agent effects are larger than the concentration-dependent effects (Table 1). Yellow 

colors represent higher ITPC under isoflurane while dark blue colors represent higher ITPC under 

propofol. The maximum difference in evoked coherence occurred 80-130 ms after stimulus onset 

and was centered at 36 Hz. Indeed, we found a significant increase in the ITPC under isoflurane 

compared to propofol (timepoints = 900, p-value<0.000001, Mann Whitney U). Significant 

decrease in ITPC in the gamma range were present in each mouse (table 2). In 6 out of 7 mice, 

the visual evoked gamma coherence is statistically greater under isoflurane than under propofol 

anesthesia with post hoc Bonferroni correction. In contrast to the consistent increase in gamma 

coherence following the visual stimulus, the increase in coherence at lower frequencies (1-5 Hz, 

centered at 3 Hz) was not consistent among animals. Moreover, none of the average VEPs 

exhibited a clear oscillation in the 1-5 Hz range that lasted for one or more cycles. 

Discussion  

Maintenance of a stable perceptual world is a fundamental requirement of 

consciousness. In order to create such stable representation of the sensory stimuli, sensory 

information must be faithfully relayed and integrated with ongoing spontaneous brain activity. The 

mechanisms through which general anesthetics disrupt perception remain a mystery. 

Furthermore, it is unknown whether mechanistically distinct classes of anesthetics disrupt 

sensory processing in a similar manner. Here, we show that although two chemically distinct 

anesthetics, isoflurane and propofol, produce similar spontaneous ECoG activity, visual-evoked 

responses recorded in primary visual cortex obtained during each anesthetic state are quite 

different. When mice are anesthetized with isoflurane, there is a consistent visual-evoked gamma 

band oscillation (20-60Hz), which is synchronous across trials. However, when the same mice 

are anesthetized with propofol, visual-evoked gamma coherence between trials is greatly 

attenuated. This decrease in consistency of visual responses to identical stimuli likely contributes 

to the decrease in the size and duration of the visual-evoked responses under propofol. 
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Curiously, both anesthetics elicit similar oscillations in the spontaneous LFP. For instance, under 

high concentrations of both propofol and isoflurane, the LFP was characterized by burst 

suppression. Yet, the consistency of elicited responses varied dramatically depending on whether 

propofol or isoflurane was used to elicit burst suppression. These observations complicate 

analysis of “brain state” under anesthesia on the basis of spontaneous oscillations in the LFP.  

Sensory neurophysiology research under anesthesia  

For decades, much of sensory neurophysiology research has been performed in 

anesthetized preparations. There is increasing evidence that anesthetized and awake sensory 

responses differ greatly(Imas et al., 2005b; Reinhold et al., 2015a; Storchi et al., 2017). For 

example, visual cortical responses quickly adapt to a train of high frequency visual stimuli when 

mice are under isoflurane compared to the awake state(Reinhold et al., 2015a). This adaptation is 

thought to occur because under isoflurane, there is synaptic depression at the level of the lateral 

geniculate thalamic cells(Reinhold et al., 2015a). Furthermore, responses in V1 depend strongly 

on the behavioral state such as resting vs. running(Niell and Stryker, 2010). It is less obvious, 

however, that responses to simple visual stimuli in V1 should depend strongly on the anesthetic 

agent. The fact that responses to a simple flash in V1 depend strongly upon whether propofol or 

isoflurane was used to maintain anesthesia is especially surprising because the spontaneous 

fluctuations in brain activity produced by these anesthetics are very similar.  

It is often difficult to determine how animals were anesthetized in existing literature. 

Methods sections sometimes note the fluctuations in the spontaneous EEG as a proxy for 

defining the brain state at the time of recording. However, given the results presented here, along 

with findings by others(Arena et al., 2017), the type of anesthetic can dramatically alter sensory 

responses even when the spontaneous oscillations in the ECoG signals are similar. Thus, the 

traditional characterization of the oscillations of spontaneous brain activity does not appear to 

unequivocally specify the characteristics of responses evoked by the visual stimulus.  
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Possible mechanisms of gamma coherence breakdown under propofol 

 Variability of evoked responses to identical sensory stimuli limits the ability of these 

response to reliably convey information about stimulus attributes. Currently, it is not understood 

which parameters of the visual evoked response encode sensory information. We find that the 

animal-to-animal and trial-to-trial variability of the visual evoked response decreases in the phase 

of the visual-evoked gamma oscillations. This makes the phase of the gamma oscillations an 

appealing candidate for encoding the visual stimulus.  Gamma activity can be elicited by one of 

two prevailing mechanisms. The first arises from strongly activating interneuron-interneuron 

networks (I-I).(Ermentrout and Kleinfeld, 2001; Kopell et al., 2000; Vinck et al., 2015; Wang and 

Buzsáki, 1996) The second comes from reciprocally activating interneurons and pyramidal 

neurons (E-I)(Cardin, 2016a; Friston and Buzsáki, 2016; Sohal, 2016; Traub et al., 1996, 2016a; 

Whittington et al., 2000; Wilson and Cowan, 1972). Critical for both of these mechanisms is the 

shape of the IPSPs produced by fast spiking GABAergic interneurons. Propofol allosterically 

potentiates GABA signaling through the GABAA receptor(Hales and Lambert, 1991; Krasowski et 

al., 1998b; Weiser et al., 2015; Yip et al., 2013). Therefore, under propofol, the duration of the 

IPSPS may be prolonged(Bai et al., 1999). This may be why we see a decrease in total gamma 

power under propofol, and in some animals (for example, shown in figure 3.6), we see a shift to 

lower evoked gamma power. However, one caveat to this hypothesis is that isoflurane also is a 

positive allosteric modulator at synaptic and extrasynaptic GABAA receptors(Garcia et al., 2010; 

Krasowski et al., 1998a; Wang, 2009). Isoflurane suppresses GABAergic IPSPs at lower 

concentrations(Banks and Pearce, 1999; Jones and Harrison, 1993; Pearce, 1996) but, in a 

hippocampal slice preparation concentrations similar to that used in this study increased the 

amplitude and duration of  GABAergic IPSPs(Miu and Puil, 1989). Yet, other studies in amygdalar 

slices suggest that isoflurane prolongs GABAA mediated currents without effectively increasing 

their amplitude(Ranft et al., 2004). Both isoflurane and propofol are highly promiscuous drugs that 

have significant interactions with a host of membrane proteins(Eckenhoff, 2002b; Tang and 

Eckenhoff, 2018; Weiser et al., 2015). Thus, in the absence of detailed biophysical model, which 
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would include actions of both propofol and isoflurane at the plurality of their molecular targets, it is 

difficult to attribute the differences in the visually induced gamma oscillations to specific 

differences in the molecular mechanisms of action of either anesthetic. Perhaps, most surprising 

is the difference in the visual-evoked responses under deep anesthesia characterized by burst 

suppression. In vivo extracellular and intracellular recordings in cats suggest that burst 

suppression induced with either propofol(Kroeger and Amzica, 2007) or with isoflurane(Amzica, 

2009; Ferron et al., 2009b; Kroeger and Amzica, 2007) is associated with hyper-excitability of the 

cortex. Our observations concur with that of Amzica and colleagues – visual stimuli presented 

under both isoflurane-induced and propofol-induced burst suppression during the suppression 

period of the ECoG could on occasion trigger bursts(Amzica, 2009; Ferron et al., 2009a; Kroeger 

and Amzica, 2007). Yet, our results suggest that burst suppression induced with isoflurane allows 

visual stimuli to entrain the phase of the gamma oscillations while burst suppression induced with 

propofol does not.    

 Exactly how the laminar structure of the primary visual cortex generates spontaneous 

and induced gamma rhythms in V1 is also unknown. There is some evidence that the granular 

layer of V1 is more resistant spectral composition changes under a mixture of isoflurane and 

xylazine as compared to higher order brain regions in ferrets(Sellers et al., 2013). Moreover, mice 

under isoflurane/xylazine, tend to have spontaneous gamma waves that begin in all layers 

simultaneously, however, visual evoked gamma oscillations begin in granular and supra-granular 

layers(Welle and Contreras, 2015). This may be because isoflurane increases the number of 

excitatory and inhibitory cells that are recruited to participate in synchronous responses, as seen 

in Noda and Taskashi, 2015(Noda and Takahashi, 2015). This would also correspond well to 

findings seen in ferrets which show that visual evoked multiunit activity have a longer duration 

when animals are anesthetized with isoflurane/xylazine compared to in the awake state. 

Interestingly, just because gamma oscillations are seen in the superficial layers does not 

necessarily mean that there is in fact gamma oscillations in the deeper layers, or that there is 
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strong synchrony between spiking activity and phase of the gamma oscillation(Sellers et al., 

2015; Welle and Contreras, 2015).  

 Visual-evoked gamma power and frequency has also been shown to increase with 

arousal and locomotion in mice(Fu et al., 2014; Niell and Stryker, 2010; Polack et al., 2013). 

While we can rule out locomotor effects given our anesthetized preps, the activation of arousal 

circuitry may be different under these two anesthetics. Indeed, when mice have larger pupillary 

diameters, indicating increased arousal(Aston-Jones and Cohen, 2005; Eldar et al., 2013; 

Gilzenrat et al., 2010), visual evoked responses have large signal to noise ratio, and exhibit two 

peaks of visual evoked gamma power centered around 75 Hz and 30 Hz(Vinck et al., 2015). 

These effects may be caused by neuromodulation from sleep and arousal systems. For example, 

the mix of cholinergic tone and noradrenergic input has been shown to maintain high signal to 

noise seen in V1 neurons during arousal and locomotion in mice(Polack et al., 2013). Moreover, 

cholinergic projections from the basal forebrain have been shown to increase visual evoked 

gamma oscillations in mice(Lee et al., 2014; Pinto et al., 2013). Our results thus may indicate that 

propofol may depress arousal circuitry involving cholinergic and noradrenergic input more than 

isoflurane. Thus, understanding how anesthetics alter sensory responses may help us formulate 

hypotheses about the mechanisms by which anesthetics affect the sleep and arousal system to 

differentially produce unconsciousness.  

Functional Implications  

The precise functional implications of visual-evoked gamma oscillations are currently 

unknown. Some evidence suggests that the sensory evoked gamma oscillations modulate the 

firing of sensory neurons and increase the efficiency of sensory encoding(Cardin et al., 2009; 

Womelsdorf et al., 2006, 2012). This may occur through decreasing noise by increasing inhibitory 

drive, or increasing signal by entraining sensory evoked firing to a specific phase of the gamma 

oscillation(Cardin et al., 2009; Fries et al., 2001; Sohal, 2016). It is important to note that we not 

only observe visual evoked gamma oscillations in the single trial data, and increase in gamma 
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power, but also that this increase in gamma power is consistent in phase from trial to trial under 

isoflurane. This implies that the neural processes leading to visual evoked responses occur in a 

stereotyped fashion under isoflurane compared to propofol anesthesia. A possible mechanism 

leading to such a phase resetting effect would be strong synchrony in visual cortex neuronal firing 

under isoflurane compared to propofol. Indeed, in ferrets given isoflurane and xylazine, visual 

stimuli increase ITPC in V1, however, when the same animals are awake there is an increase in 

ITPC both in V1 and in the PFC, thereby indicating that such phase coherence may be important 

for functional connectivity between different regions of the brain(Sellers et al., 2015). However, it 

is not yet clear if this increase in phase synchrony across the brain will necessarily be able to 

provide more information for encoding stimulus attributes. For example, there is an increase in 

auditory evoked gamma coherence between different areas of rat auditory cortex and belt in rats 

under isoflurane anesthesia as compared to awake rats(Noda and Takahashi, 2015).  

Limitations  

While visual-evoked gamma oscillations have been shown in both awake animals and in 

anesthetized animals, how these oscillations are associated with perception is beyond the scope 

of this presented research. To understand how the integration of brain state and the visual-

evoked gamma oscillations affects perception, one must create a behavioral paradigm in which 

animals report their response to visual stimuli. 

Another limitation is that all mice were induced with isoflurane and measured under the 

two doses of isoflurane before they were given propofol. Therefore, under the propofol delivery, 

there may be a slight mixing effect with isoflurane. This paradigm was chosen because in the 

acute setting, our induction and insertion of the jugular venous catheter is best done with 

isoflurane. This is because isoflurane has fast on – off kinetics and is much easier to titrate during 

the long, invasive surgeries of jugular cannulation and craniotomy. To induce and maintained an 

animal with only propofol, one would need to chronically insert the jugular catheter, allow the 

animal to recover, and then induce the animal with propofol for neurosurgery and beginning the 
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experiment. Moreover, the animal may need a relatively high dose of propofol for induction, which 

may take a long time to wash out to maintain a steady state low dose for visual stimulation. We 

attempted to correct for the amount of isoflurane present within the brain of animals by starting 

propofol delivery 45 minutes before recording visual evoked potentials with isoflurane off. 

Previous results by Kelz et al 2008 show that the brain has at most trace levels of isoflurane after 

15 minutes after isoflurane is turned off(Friedman et al., 2010; Yanagisawa et al., 2008). 

Therefore, after 45 minutes of isoflurane off and propofol infusion, there should be virtually no 

isoflurane within the mouse brain. We also monitored propofol washout kinetics using the model 

that was fit to reflect the elimination time constant from the brain(Shortal et al., 2018). Thus, while 

there is a trace amount of propofol in the brain during the re-exposure to isoflurane, the albeit 

incomplete, recovery of responses first observed under isoflurane suggest that the order of drug 

administration is not likely to be a major contributor to our findings. 

Finally, through employing high density, multichannel recording methods, including ECoG 

as we have used here, we can start asking questions about how visual evoked activity that 

initiates in V1 propagate to other visual areas. Answering such questions requires extensive 

analysis of the dynamically changing correlation structure of the spontaneous and evoked activity 

across electrodes. Moreover, concluding how anesthesia affect the propagation of such signals 

will require further parameterization of the visual stimulus characteristics as well as brain state 

with different anesthetics.  

Conclusions 

Here, we show that even when the spontaneous activity of the brain shows similar 

spectral features, i.e., delta power or burst suppression, visual evoked activity is better correlated 

with the anesthetic drug rather than with the ensuing spectral state of the brain. Therefore, the 

canonical methods of defining the brain state with spontaneous spectral activity are not complete. 

Recently there has been a resurgence in efforts to define the state of the brain as induced by 

different anesthetic agents. One promising approach uses phase based functional connectivity 
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measures to determine the flow of information from one brain region to the other(Kim et al., 2016; 

Lee et al., 2013a). Another interesting set of methods include observing changes in the dynamics 

of the correlations in the signals from multiple electrodes(Solovey et al., 2015). Critical to the 

success of these methods is the understanding of how these models cope with sensory 

perturbations. Therefore, in addition to studying spontaneous activity under anesthesia and 

wakefulness, it will also be important to observe sensory evoked activity.  

Methods  

Animals: All experiments in this study were approved by Institutional Animal Care and Use 

Committee at the University of Pennsylvania and were conducted in accordance with the National 

Institutes of Health guidelines. All experiments were performed using adult (12–28 weeks old, 20–

30 g) male and female C57BL/6 mice (Jackson Laboratories). Mice were housed under a reverse 

12:12 h, light: dark cycle. Mice were provided with food and water ad libitum. A total of 11 mice 

were recorded from in this study. Inclusion criteria for mice included the following: 1) presence of 

spontaneous activity that was not characterized as burst suppression at lower drug 

concentrations 2) presence of visual-evoked potentials at each dose of each anesthetic (as 

defined by the absolute value of the average LFP response exceeding 5 standard deviations of 

pre-stimulus data within 200 ms after stimulus presentation). With this inclusion criteria, we 

present data from 7 mice in this study. 

Surgery: All surgery was performed under aseptic conditions. Each animal was weighed (20–30 

g) immediately prior to surgery to adequately dose propofol delivery. Prior to surgery, 2 mg/kg of 

dexamethasone was given subcutaneously (SQ) to reduce brain edema. Animals were induced 

with 2.5% isoflurane in oxygen (flow rate 500ml/min), and maintained at 1.5% isoflurane for the 

remainder of the surgery. Core-body temperature was maintained at 37 (± 0.5) ˚C using a 

temperature controller with core-body temperature monitoring (TC- 1000 Temperature Controller, 

CWE, Incorporated, Ardmore, PA, USA). First, a jugular venous catheter was placed prior to 

neurosurgery to allow for Targeted Controlled Infusion (TCI) propofol infusion as described in 

Shortal et. al, 2018. Animals were then secured into a Kopf stereotaxic frame. 0.25ml of 2% 
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lidocaine gel was applied to the scalp to provide a local nerve blockade during surgery. The scalp 

was then incised and retracted, permitting maximum exposure of the surface of the skull. The 

bone was cleaned and dried before a craniotomy was performed using a dental drill. One large 

craniotomy was drilled over the left hemisphere (+1mm to -5 mm AP, +0.25 mm to +6 mm ML of 

bregma), and a small reference screw was secured in the right skull bone (+1mm AP, +1mm ML 

of bregma). A 64-electrode surface grid (Neuronexus: E64-500-20-60) was positioned over the 

dura to obtain ECoG signal. Mineral oil was applied on top of the ECoG grid every 20 minutes to 

preserve the health of the underlying dura and brain. Animals were scarified the same day 

immediately after the final visual recording session.  

Visual Stimulation: Visual stimuli consisted of a brief 10 ms flash of a bright green LED light (0.43 

mW/cm2), placed 2 cm away from the mouse’s right eye. The flash covered 100% of the mouse’s 

visual field. 100 flashes were given under each anesthetic dose step. 

Anesthetic delivery protocol: After the jugular catheter was placed and the craniotomy was 

completed, the doses and anesthetics were parametrically altered. The animal was first given two 

doses of isoflurane (Terrell Isoflurane, Novaplus): 1.2% (high dose isoflurane) and 0.6% (low 

dose isoflurane). Animals always received the higher isoflurane concentration before receiving 

the lower dose. The brain was allowed 15 minutes to equilibrate after the amount of isoflurane 

was changed(Friedman et al., 2010). After the two isoflurane doses, the TCI propofol (1000mg 

per 100ml Diprivan, Fresenius Kabi USA) was administered using the model described in Shortal 

et. al, 2018(Shortal et al., 2018). The two target concentrations were 20 �g/g brain (low dose 

propofol), and 35 �g/g brain (high dose propofol). One out of seven of the mice was producing 

spontaneous movement at the 20 �g/g brain dose of propofol. Therefore, this mouse received 30 

�g/g brain for low dose propofol, and 40 �g/g brain for high dose propofol to maintain slow 

waves and burst suppression activity, respectively. Due to the slow rate of excretion of propofol, 

the lower concentration of propofol was administered before the higher dose. Due to the fast rate 
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of onset of propofol, the equilibration time between propofol changes was 8 mins. Animals were 

not intubated, nor was an arterial catheter placed for pCO2 or blood pressure measurement.  

In 4 of the 7 animals, re-exposure doses of isoflurane were given in order to control for 

possible brain desiccation effects or impedance changes from keeping a large craniotomy open 

for a long period of time. In these animals, after achieving the 35 ug/g brain concentration of 

propofol, the propofol infusion was turned off and 1.2% isoflurane was administered for 1 hour in 

order to allow propofol to wash out. Propofol washout was monitored using the same TCI model 

used for propofol delivery. This model estimates the amount of propofol remaining in the brain 

parenchyma. Following this wash out period, visual stimuli were again given under 1.2% and 

0.6% re-exposure isoflurane. 

Electrophysiology and preprocessing: In 6 mice, signals were amplified via a Neuralynx 

headstage (HS36), digitized through Cheetah 64 acquisition system (Neuralynx, ERP-27, Lynx-

8), and collected at a rate of 3030.3 samples/second. In one mouse, signals were amplified via an 

Intan headstage (Intan, RHD2132), digitized through Omniplex acquisition system (Plexon, 

Omniplex), and collected at a rate of 30,000 samples/second. 

         LFP data collected with Neuralyx was filtered online using a proprietary FIR filter between 

0.1 Hz and 325 Hz. LFP data collected with Plexon was filtered offline using a custom-built FIR 

filter between 0.1 Hz and 325 Hz, with the MATLAB functions, firls.m and filtfilt.m. Offline, both 

data sets were decimated to 1000 samples/second, noise channels were manually removed and 

trials with excess motion artifact or saturated data was rejected before the mean was subtracted 

from the data. All data analysis was completed using custom built Matlab (Mathworks) code 

unless otherwise stated. 

Selection of electrode over Primary Visual Cortex (V1): The latency of onset of the visual-evoked 

potential was calculated for each electrode in the array as the time point at which if their post-

stimulus average exceeds 3 standard deviations above the pre-stimulus baseline for 3 
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consecutive time points. The electrode which had the lowest latency of onset was denoted as V1. 

The amplitude of the VEP was calculated by determining the Root Mean Square (RMS) of the 

first 350 ms of post-stimulus data. This was determined for both raw voltage signals and for 

voltage signals normalized to  500 ms of pre-stimulus data and expressed as a z-score.   

𝑅𝑀𝑆 =	a
1
𝑛 (𝑥%

! + 𝑥!! +⋯+	𝑥$!	) 

Where x is the voltage in the post-stimulus average, and n is the time point in ms. Duration of the 

VEP was defined as the first time point in which the post-stimulus data returns to within 2 

standard deviations of the pre-stimulus data for 20 consecutive time points 

Quantification of reliability in time domain: To asses reliability of the LFP evoked response to the 

visual stimulus in time domain, a similar method was used to that of Kumbhani et al 2007 and 

Schreiber et al 2003(Kumbhani et al., 2007; Tiesinga et al., 2003). First, pairwise correlations of 

single trial evoked potentials were computed over the first 350 ms of post stimulus activity for 

each dose of each anesthetic. These correlations were then averaged together to compute 

reliability. Correlation was computed using the Matlab corr.m function.  

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 	

∑ ∑ (𝐿𝐹𝑃# − 𝜇#)(𝐿𝐹𝑃5 − 𝜇5)+6#78&
59%:#

+6#78&
#9% 𝜎# ∗ 𝜎5k
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Where 𝐿𝐹𝑃# 	is the evoked response during the i-th trial, 𝜇# and 𝜎# 	are the mean and standard 

deviation of the single trial response.  

Quantification of suppression ratio (SR): To asses determine which epochs of the LFP were 

suppressed, both a frequency based metric and an amplitude based matric was applied to the 

data. First, spectrograms were calculated using multi-taper spectral analysis by applying the 

MATLAB function, swTFspecAnalog.m, written by Dr. Andrew Hudson. Spectral analysis was 

performed from 2 Hz to 500Hz with a set of 5 Slepian tapers, over a window size of 500 ms, with 
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80% overlap. The total power was then calculated for each window for frequencies between 2 

and 100 Hz. The resultant total power time series of a burst suppression data set (high dose 

isoflurane or high dose propofol) was then subjected to k-means clustering to find 2 centroids- 

one that would correspond to bursts, and the other to suppressions. From this, the maximum 

threshold for classifying suppression based on total power was calculated for each mouse. 

Concurrently, RMS was also calculated over the LFP data in 500 ms windows with 80% overlap. 

A manual maximum RMS threshold by eye was selected for each mouse. Time windows were 

classified as suppression as long as the total power and RMS were below their respective 

thresholds. The suppression ratio (SR) was calculated by number of time windows with 

suppression divided by the total number of time windows.  

Spectral analysis of spontaneous LFP: One minute of unstimulated LFP was extracted from each 

mouse under each concentration of isoflurane and propofol. Re-exposure isoflurane baseline 

data was excluded since excess propofol may have remained within the brain given the propofol’s 

slow excretion rate. Power spectral density of each segment was calculated using multi-taper 

spectral analysis by applying the MATLAB function, mtpsd.m, written by Dr. Andrew Hudson. 

Spectral analysis was performed from 0.05 Hz to 100Hz with a set of 20 slepian tapers. All power 

spectra were normalized to total power. The average power spectra and 95% confidence 

intervals for each concentration of isoflurane and propofol was calculated using the ensuing 

normalized power spectra. Spectra in Figure 3.2b are show on a log-log scale.  

Wavelet analysis: Power, phase, and frequency information was extracted by convolving single 

trial data with a set of Morlet wavelets (0.1 Hz to 150 Hz, with a step-width 0.25 Hz and 

normalized amplitude), generated with using continuous wavelet transform, contwt.m, in 

MATLAB, written by Christopher Torrence and Gilbert Compo (available at: 

http://paos.colorado.edu/research/wavelets/)(Torrence and Compo, 1998). The ensuing power 

spectrograms of single trial data were averaged within each mouse, under each concentration of 
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isoflurane and propofol. The average spectrograms were then normalized to 300 ms of baseline 

data. Spectrograms shown in Figure 3.6 are shown with frequency in log space.  

Inter-trial Phase Coherence (ITPC) Analysis: Inter-trial phase coherence (ITPC) was used to 

quantify the amount of phase synchrony between trials at each frequency. ITPC over V1 in each 

mouse under each concentration of anesthetics. First, angle vectors were extracted from the 

wavelet coefficients at each time point and each frequency by applying Euler’s formula and 

setting the single trial vector length to 1. ITPC was then calculated by taking the mean length of 

the angle vector across trials. ITPC at each timepoint and frequency of all mice were averaged 

separately under isoflurane and propofol. Figure 3.7 shows the difference in the average visual-

evoked ITPC between mice under isoflurane and propofol.  

Statistical Analysis: Statistics presented in Figure 3.3 were presented using Krustal Wallis Mann 

test for group comparison and a Mann Whitney U test for concentration specific effects. P-values 

were Bonferroni corrected for multiple comparisons among 4 groups. Figure 3.7 were performed 

using Mann Whitney U tests. P-values were made more stringent using a Bonferroni correction 

for multiple comparisons among 900 time points. 

 

 

Figures 

 

Figure 3.1 Experimental Design 
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Mice were first given two doses of isoflurane (high-1.2%, and low-0.6%), then given two doses of 

propofol (low- 20 µg/g brain and high – 35 µg/g brain). Between isoflurane and propofol 

recordings, the brain was allowed 45 minutes to wash out isoflurane and establish equilibrium 

with propofol. 4 out of 7 mice were re-exposed to the high and low isoflurane doses after propofol 

was washed out for one hour. 
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Figure 3.2 Spontaneous LFP of mice under isoflurane and propofol have similar spectral 

characteristics 

(A) 10 seconds of unstimulated local field potential (LFP) recorded in V1 under high dose 

isoflurane (1.2%), low dose isoflurane (0.6%), high dose propofol (35 µg/g brain), low 

dose propofol (20 µg/g brain).  

(B) Power spectra of 1 minute of unstimulated LFP from V1 were computed for all 7 animals. 

Blue curves are from animals under propofol, while purple traces are from animals under 

isoflurane. Solid lines denote high drug concentrations while dashed denote low drug 

concentrations. Shading represents the 95% confidence intervals for each condition.  
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Figure 3.3 Average visual evoked responses under isoflurane and propofol are 

dramatically different within the same animal 

(A) Average of 100 flash trials under each does of isoflurane (top) and propofol (bottom). The 

flash is denoted by the green vertical line.  

(B) (B) Quantification of average VEP amplitude (n = 7, p-value amplitude<0.001 , Mann 

Whitney U with post hoc Bonferroni Correction), duration of VEP (n = 7, p-value duration= 

0.003, Mann Whitney U with post hoc Bonferroni Correction), and latency of onset (df = 

3, n=7,  p-value = 0.044, Kruskal Wallis). asterisks (*) denote p-values <0.01. 
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Figure 3.4 Single trials of visual evoked potentials under isoflurane and propofol both 

have high trial by trial variability:  

(A) Six out of 100 randomly chosen individual flash evoked potentials (thin black traces) 

under high and low doses of each anesthetic: isoflurane, propofol.  

(B) The average VEP over 100 trials for each anesthetic concentration. The flash is denoted 

by the green vertical line in both panels.  
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Figure 3.5 Butterfly Plots 

Thin colored traces under high and low doses of each anesthetic: isoflurane, propofol, and 

isoflurane re-exposure in the same animal. Thick black lines represent the average VEP under 

each dose of each anesthetic. The flash is denoted by the green vertical line.  
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Figure 3.6 Decrease in coherent evoked gamma power in propofol compared to isoflurane 

within the same animal 

(A) Color plot of average evoked power (first isoflurane exposure in the left panels, propofol 

exposures in the middle panels, and re-exposure to isoflurane acquired one hour after propofol 

wash out in the right panels).  

(B) Color plot of ITPC 
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Figure 3.7 Difference in coherence is in the evoked gamma band 

(A) Average difference between the ITPC under both doses of isoflurane and propofol. 

Yellow colors represent higher ITPC under isoflurane while dark blue colors represent 

higher ITPC under propofol. The maximum difference in evoked coherence occurs within 

the black rectangle, at 80 ms after stimulus onset and is centered at 36 Hz. The 
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Quantification of the ITPC in the gamma range (20-60 Hz) within the black rectangle 

yields a significant difference between the gamma coherence of visual evoked responses 

(timepoints = 900, p-value<0.000001, Mann Whitney U).  

(B) Individual difference between the ITPC under both doses of isoflurane and propofol. 

Yellow colors represent higher ITPC under isoflurane while dark blue colors represent 

higher ITPC under propofol. The Quantification of the ITPC in the gamma range (20-60 

Hz) within the black rectangle yields a significant difference between the gamma 

coherence of visual evoked responses.  
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Tables 

Table 3.1: Difference in evoked gamma coherence across mice (all p-values are Bonferroni 

corrected unless otherwise specified) 

Comparison Mann-Whitney U p-Value for ITPC 

difference 

Pooled Isoflurane – Pooled Propofol <0.000001 

Low Dose Isoflurane – High Does Isoflurane Uncorrected p-value = 0.0611 

Low Dose Propofol – High Does Propofol <0.000001 

Low Dose Isoflurane – Low Does Propofol <0.000001 

High Dose Isoflurane – High Does Propofol <0.000001 

 

Table 3.2: Individual mouse differences in evoked gamma coherence from Isoflurane – 

Propofol (all p-values are Bonferroni corrected unless otherwise specified) 

Mouse Mann-Whitney U p-Value for ITPC difference 

1 0.336 

2 <0.000001 

3 <0.000001 

4 <0.000001 

5 <0.000001 
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6 <0.000001 

7 <0.000001 
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CHAPTER 4 - Mechanistically Distinct Anesthetics Commonly Disrupt Visual 
Evoked Feedback, But Exert Agent-Specific Impairment of Feedforward Signaling 

in Mice 

 

Abstract  

Feedforward and feedback signaling are critical for sensory information processing across the 

cortical hierarchy. In awake mice, simple visual stimuli evoke two traveling waves that span much 

of a cortical hemisphere: a fast (30-50Hz) feedforward wave and a slow (3-6 Hz) feedback wave. 

If these waves denote critical elements of visual processing, the delivery of hypnotic doses of 

anesthesia should impair their propagation patterns. To explore how arousal state affects the 

spatiotemporal properties of visual evoked responses, we performed high density 

electrocorticography recordings in mice during wakefulness or under mechanistically distinct 

anesthetics. We demonstrate that simple visual stimuli evoke fast oscillations over the cortical 

surface in all mice, regardless of anesthetic state. However, attributes of fast feedforward waves 

including single trial reliability, signal to noise, and spatial activation pattern, are disrupted in drug 

specific manner. Conversely, visual stimuli fail to evoke large amplitude slow oscillations under 

any of the anesthetics. Thus, evoked slow waves are rarely elicited, contain low signal to noise, 

and have highly variable spatial activation patterns in anesthetized animals. Moreover, evoked 

slow waves observed in anesthetized animals resemble those elicited from weak stimuli in awake 

animals. Obstruction of feedback connectivity may be a unifying mechanism underlying 

anesthetic induced unconsciousness.  

 

Introduction  

A cardinal feature of consciousness is the maintenance of a stable perceptual world. For the 

brain to accomplish this, sensory information must be faithfully relayed and integrated. In its 

corresponding primary sensory cortex, evoked sensory responses remain largely spared by 

anesthetic agents (Hubel and Wiesel, 1962; Imas et al., 2005b; Nourski et al., 2017; Sellers et al., 
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2013). This suggests that anesthetic-induced perceptual breakdown occurs in higher order 

cortical networks 

Anesthetic agents comprise a family of compounds that reliably produce loss of 

consciousness despite their structural heterogeneity (Eckenhoff and Eckenhoff, 1998; Franks, 

2008; Hao et al., 2020; Hemmings et al., 2019; Kelz and Mashour, 2019; Lee, UnCheol and 

Mashour, 2018; LJ et al., 2019; Lydic Ralph and Baghdoyan Helen A., 2005; Platholi and 

Hemmings Jr, 2021). For example, some anesthetics tend to modulate GABAA receptors such as 

propofol and isoflurane (Ferron et al., 2009a; Hall et al., 1994; Jones and Harrison, 1993; Jurd et 

al., 2003; Krasowski et al., 1998a; Sonner et al., 2007), while others, such as ketamine act 

through NMDA and HCN antagonism (Chen et al., 2009; Yamamura et al., 1990; Zhou et al., 

2018). However, most anesthetics have promiscuous binding with many other receptors 

throughout the nervous system (Alkire and Miller, 2005; Eckenhoff, 2002a). While significant 

strides have been made in understanding the molecular mechanisms of how anesthetics interact 

with their receptors and downstream effectors, distinguishing the critical in vivo neurophysiologic 

mechanisms through which anesthetics exert their desirable actions has proven more difficult. 

Many have attempted to understand the anesthetic state by examining the EEG patterns 

generated by different agents. For instance, propofol induces low frequency large amplitude EEG 

oscillations and sleep-like spindles (Ching et al., 2010; Purdon et al., 2013). Likewise, isoflurane 

produces slow wave activity with distinct UP-states and DOWN-states (Ferron et al., 2009a; 

Sonner et al., 2007). On the other hand, ketamine induces an “awake-like” EEG with pronounced 

gamma oscillations (Blain-Moraes et al., 2014; Maksimow et al., 2006). Since the induced 

spontaneous activity is also diverse across anesthetic agents, researchers have turned to 

network analysis to understand if anesthetics produce unconsciousness through a unified 

pathway. 

It was once believed that anesthetic agents disrupt perception through the common 

suppression of the thalamus, leading to the prevention of ascending flow of sensory information. 

However, sensory evoked responses are readily recorded from primary cortices and may even be 
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locally enhanced by select anesthetics (Alkire and Miller, 2005; Hudetz and Imas, 2007; Imas et 

al., 2005b). Therefore, focus has turned towards understanding the network effects of the 

breakdown of higher order sensory processing and integration under anesthesia (Lee, UnCheol 

and Mashour, 2018). For example, in the visual system, anesthetics suppress integration of local 

receptive field information, as well as preferentially affect motion detection (Pack et al., 2001). In 

the auditory system, general anesthetics preferentially affect the neural mechanisms enabling 

identification of a global odd ball compared to local odd balls in pitch pattern detection (Nourski et 

al., 2017). Moreover, human functional connectivity studies also show that integration decreases 

and modularity increases during sleep, anesthesia and vegetative states (Achard et al., 2012; 

Monti et al., 2013; Rosanova et al., 2012; Tagliazucchi and Laufs, 2014).  Similarly, multiple 

anesthetics, including the volatiles (Imas et al., 2005a; Ito et al., 2014; Lee et al., 2013b), propofol 

(Jordan et al., 2013; Lee et al., 2009; Liu et al., 2012) and ketamine (Blain-Moraes et al., 2014; 

Lee et al., 2013b) have been shown to preferentially disrupt feedback signaling from frontal to 

parietal areas, while maintaining feedforward signaling from primary sensory to parietal to frontal.  

The studies establishing anesthetic-induced breakdown of neural integration is mostly 

derived from analyzing pairwise interactions between neural oscillations recorded from different 

brain regions. While this method can measure the influence of neural activity in one region on 

another, it is unable to capture the richness of stimulus-induced traveling waves that percolate 

across the cortical surface and through its laminar depths.  Recently, we demonstrated simple 

visual stimuli in awake mice evoke a series of coupled neuronal oscillations over the cortical 

surface which forms two coherent traveling waves (Aggarwal et al., 2021). The fast (30-50Hz) 

waves begin in the primary visual cortex (V1) and travel anteriorly in a feedforward fashion. Slow 

(3-6Hz) waves originate in higher order areas and propagate posteriorly in a feedback manner. 

Moreover, the phase of the feedback wave modulates amplitude of feedforward wave and the 

firing patterns of individual neurons both in the association cortex and in V1, thereby forming a 

transient coordinated assembly throughout the cortex after stimulus presentation.  



95 
 

To rigorously assess the potential neurophysiologic significance of slow feedback and fast 

feedforward traveling waves, we hypothesized that delivery of hypnotic doses of mechanistically 

distinct general anesthetic drugs should impair these signals if they denote critical elements of 

perceptual encoding. We therefore performed high density surface and intraparenchymal 

electrocorticography (ECoG) recordings in mice during wakefulness or under isoflurane, 

ketamine, or propofol, to explore the how anesthesia affects the spatiotemporal properties of 

visual evoked fast (30-50Hz) feedforward and slow (3-6Hz) feedback waves that propagate 

through the awake brain (Aggarwal et al., 2021). We illustrate that simple visual stimuli evoke 

high frequency oscillations both within V1 and in higher order cortical areas in all mice, regardless 

of anesthetic state. However, several attributes of visual evoked fast feedforward waves are 

disrupted by the presence of anesthetics, including their single trial reliably, signal to noise, and 

spatial activation pattern, compared those observed in awake mice. Furthermore, under all tested 

anesthetics, visual stimuli fail to evoke large amplitude slow frequency oscillations that are 

coherent from trial to trial during wakefulness. Thus, visual evoked slow waves are rarely elicited, 

contain low signal to noise, and have high variability in spatial activation pattern in anesthetized 

animals. Finally, visual evoked slow waves observed in anesthetized animals resemble slow 

waves elicited in awake animals that are presented with weak stimuli. These results suggest that 

a shared mechanism underlying anesthetic induced unconsciousness might be obstructing 

feedback connectivity.  

Results  

In order to determine how mechanistically distinct anesthetics affect visual evoked 

activity, we performed high density in vivo electrophysiological recordings in awake and 

anesthetized head fixed mice (n = 32), receiving 10ms flashes of a green LED (Figure 4.1a). A 64 

channel electrocorticography (ECoG) grid was placed over the dural surface of the contralateral 

(left) hemisphere in order to record local field potentials (LFPs) from the visual, association, 

retrosplenial, somatosensory, and motor/frontal areas. In a subset of animals (n = 14), two 32 
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channel laminar probes were also inserted within the cortical lamina through holes in the ECoG 

grid, targeting the primary visual cortex (V1) and the posterior parietal area (PPA). In these 

animals, the histological localizations of the laminar probes were used to determine the 

stereotaxic locations of ECoG electrodes and compare activation patterns across mice.  

The mouse’s anesthetic/behavioral state was parametrically altered by following one of 

two anesthetic delivery regimes (Methods, Figure 4.1b, Figure 4.2a, 1b). In the first regimen, the 

same animals (n = 25) were recorded during 0.6% isoflurane, wakefulness, and then during 

100μg/g IP ketamine (Figure 4.2c). In the second group (n = 7), mice received 0.6% isoflurane 

and target controlled infusion dose of 20μg/g brain propofol (Figure 4.2d). All anesthetic doses 

were chosen to be in the hypnotic range (Ganguly et al., 2018; McKinstry-Wu et al., 2019).  

 

Visual stimuli elicit high (30-50Hz) frequency activity within V1 when mice are awake or 

under anesthesia, but low (3-6Hz) frequency activity is diminished preferentially in 

anesthetized states 

As prior research has demonstrated, (Aggarwal et al., 2019, 2021; Childers et al., 1987; 

Churchland et al., 2010; Churchland and Abbott, 2012; Liberati et al., 1991), simple visual stimuli 

elicit variable single trail LFP responses in V1 of both awake and anesthetized mice (Figure 4.1c, 

Figure 3.3a). However, when trials are averaged, a clear early component of the visual evoked 

potential (VEP) emerges, regardless of the animal’s anesthetic/behavioral state (Figure 4.1c, 

Figure 4.3a). The consistency of the early visual evoked potential is highlighted by an increase in 

high (30-50Hz) frequency inter-trial phase coherence (ITPC) seen in the first 100ms of the VEP in 

awake mice, and in mice under isoflurane, ketamine, and propofol, compared to both pre-stimulus 

data (Figure 4.1d-e, Figure 4.3b-c). However, only the awake brain exhibits a strongly intertrial 

phase coherent slow (3-6Hz) oscillation that lingers long after stimulus onset (Figure 4.1d-e, 

Figure 4.3b-c). 

The consistency of the early component and dissolution of the later component of the 

VEP is mirrored in the current source density (CSD) profile within the laminar structure of V1. In 
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all mice, regardless of anesthetic/behavioral state, there is a dependable early sink in the 

granular layer (layer 4), followed by subsequent sinks in supra- (layers 2/3) and infra- (layer 5) 

granular layers, within the first 100ms of the VEP (Figure 1f). However, when mice are awake, an 

alternating sink source pattern that is differentially organized across the layers of V1 continues for 

the next 300ms (Figure 4.1f). This is indicative of the faithful transfer of visual information from 

the visual thalamus to V1 that occurs both when mice are awake or under hypnotic doses of 

anesthesia (Douglas and Martin, 2004; Jones, 1985). When the same mice are anesthetized with 

isoflurane or ketamine, the later sink source pattern is diminished in amplitude (Figure 4.1f). This 

data also suggest that the early intracortical dynamics involved in visual processing (i.e, visual 

information transfer from the L4 to L2/3 and L5, and the generation of early fast frequency 

oscillations) are also preserved under hypnotic doses of anesthesia. However, the neural 

processes that allow for the generation of the later, visual evoked slow oscillation is specifically 

impaired by anesthetic agents.  

 

Trial average VEPs can also be observed in higher order cortical areas in mice (Sup. 

Figure 3). During wakefulness, however, VEPs have higher amplitude, spread over larger 

distances in cortical space, and reverberate across time in contrast to VEPs in same individuals 

anesthetized with isoflurane or ketamine (Figure 4.4a). In accordance with the surface recordings, 

visual evoked CSD is also present within the cortical parenchyma of the Posterior Parietal Area 

(PPA) of individual mice (Figure 4.4b) and in the average of all mice (Figure 4.4c). Within the 

PPA, oscillatory visual evoked activity is primarily observed in the superficial lamina during 

wakefulness. This activity is diminished, but not eliminated, when the same mice are anesthetized 

(Figure 4.4b and c). Thus, visual evoked activity relays to both V1 and higher order cortical 

structures, even in the anesthetized brain.  
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Fast frequency activity is observed throughout many cortical areas, but the activity is 

highly variable across trials outside of V1 in anesthetized mice 

Our previous work demonstrates that simple visual stimuli evoke a pair of traveling waves 

that span much of the cortical surface in awake mice: a fast (30-50Hz) feedforward wave, and a 

slow (3-6Hz) feedback wave (Aggarwal et al., 2021). To determine how anesthetic agents 

modulate the structure of these two visual evoked waves, we detail how evoked voltage in high 

frequency, low frequency, and ITPC are affected by anesthesia.  

In both awake and anesthetized mice, the amplitude of visual evoked fast frequency 

oscillations, normalized to baseline activity, is increased within the first 350ms of stimulus onset 

both in V1 and secondary visual areas (Figure 4.5a). Notably, mice under isoflurane exhibit the 

highest total baseline normalized 30-50Hz amplitude (averaged over trials and ECoG electrodes), 

compared to awake mice, mice under ketamine, or propofol (p-value < 0.001; Kruskal Wallis; p-

value = 0.042, Wilcoxon rank sum; Figure 4.6a). To quantify the spread and consistency of fast 

frequency evoked activity, we measured the fraction of VEP trials in which the 30-50Hz amplitude 

exceeded its baseline average by 5 standard deviations within 350ms of stimulus onset, for each 

ECoG electrode (Figure 4.5b). During wakefulness, V1 and higher order areas consistently 

display fast frequency VEPs over trials and mice. When the same mice are placed under 

isoflurane, fast frequency VEPs are consistently evoked across trials within V1 and some of V2. 

However, the variability of fast frequency VEPs presentation increases with distance from V1. 

Less consistent fast frequency VEPs are observed in mice under ketamine, both within and 

outside of V1 (Figure 4.5c). When averaging the consistency over electrodes, indeed, awake 

mice exhibit more fast frequency VEPs over the cortical surface, compared to mice under 

anesthesia (p-value <0.00001; Kruskal Wallis; p-value = 0.0006, Wilcoxon rank sum; Figure 

4.6b). Over the cortical surface, the phase of the evoked fast frequency oscillations is more 

consistent across trials in awake mice as compared to the same animals under anesthesia (p-

value <0.00001; Kruskal Wallis; p-value = 0.024, Wilcoxon rank sum; Figure 4.5c, Figure 4.6c). 

Thus, our findings suggest that processes generating visual evoked high frequency oscillations 
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remain intact, but the organization of visual evoked high frequency oscillations over the cortical 

surface is disrupted under general anesthesia. 

  

Visual stimuli evoke long range slow frequency oscillations throughout cortical surface 

only in awake animals  

We performed a similar set of analyses quantifying the total evoked amplitude, spread, 

and ITPC of visual evoked slow oscillations over the cortical surface in awake and anesthetized 

mice. Visual stimuli evoke significantly higher slow frequency amplitude in awake mice as 

compared to mice under isoflurane, ketamine, or propofol (p-value<0.00001, Kruskal Wallis; p-

values = 0.0006, Wilcoxon rank sum, Figure 4.5d, Figure 4.7a). Likewise, in awake mice, visual 

stimuli evoke 3-6Hz VEPs more consistently over trials over and cortical space as compared to 

mice under anesthesia (p-value<0.00001, Kruskal Wallis; p-values = 0.0006, Wilcoxon rank sum, 

Figure 4.5e, Figure 4.7b). Finally, the phase of evoked slow frequency oscillations is more 

consistent across trials over much of the surface in awake mice compared anesthetized mice (p-

value= 0.00001, Kruskal Wallis; p-value = 0.0024, Wilcoxon rank sum; Figure 4.5f , Figure 4.7c). 

Therefore, all three anesthetics greatly reduce visual evoked slow frequency activity and 

organization over the cortical surface, and consequently critically disrupt the generation and 

maintenance of visual evoked slow feedback waves observed in awake mice.  

 

Travelling waves are observed in the average filtered LFP data in awake mice, but their 

amplitude and propagation pattern are disrupted under anesthesia 

The average of single trial LFPs filtered at fast frequencies from electrodes along the 

anterior-posterior (AP) axis in a representative mouse (Figure 4.8a) show a coherent visual 

evoked fast feedforward wave that begins in posterior V1 and travels anteriorly when the animal 

is awake. However, when this same animal is under isoflurane, amplitude of the trial average 

activity is diminished. Since visual stimuli evoke higher fast frequency power in mice under 

isoflurane compared to wakefulness (Figure 4.3a, Figure 4.8a), the most likely rationale for the 
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low amplitude and disrupted structure of the trial average is the high variability in the phase of 

visual evoked 30-50Hz oscillations. Finally, when the same mouse is under ketamine, the spatial 

activation profile of the feedforward wave is distorted compared to that seen during wakefulness 

(Figure 4.8a).  

In line with this view, the average of single trial LFPs filtered at slow frequencies from the 

same mouse in Figure 4.8a show a coherent visual evoked slow feedback wave that begins 

anterior to the feedforward wave initiation zone, in V2M, and travels posteriorly when the animal 

was awake (Figure 4.8b). However, when this same animal is under either isoflurane or ketamine, 

amplitude of the average filtered signal is greatly diminished.  

 

The laminar structure of the fast feedforward waves is preserved in V1, but, the layer 

organization of fast and slow frequency oscillations are disrupted in PPA in mice under 

anesthesia 

 To determine how anesthetics affect the laminar organization of visual evoked fast and 

slow waves, we averaged the filtered CSD data at each depth within a different representative 

mouse. We find that the fast frequency oscillations originate in layer 4 in V1 and propagate to 

supra- and infra-granular layers (Figure 4.9a), regardless of state. This finding indicates that the 

thalamocortical and corticocortical circuitry necessary for the initiation and early intracolumnar 

propagation of the visual evoked fast oscillations remains intact under hypnotic doses of 

anesthesia (Figure 4.9b) (Reinhold et al., 2015b; Saleem et al., 2017). However, average visual 

evoked fast frequency oscillations are only seen in an organized fashion in the superficial layers 

of the PPA during wakefulness compared to under anesthesia. This suggests that the circuitry 

underlying the long-range propagation of fast oscillations within the PPA is specifically disrupted 

by hypnotic doses of anesthetics, even though local connections within V1 remain intact.   

 Visual evoked slow oscillations observed during wakefulness are predominantly present 

in the supragranular and granular layers of V1 and the superficial layers in PPA and propagate 

ventrally within the cortical column. However, the average slow frequency amplitude is diminished 
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throughout the cortical lamina in both regions when the same mice are under either isoflurane or 

ketamine. 

 

Visual evoked spatiotemporal responses can be identified on a single trial basis using 

complex Singular Value Decomposition (SVD) 

Previously, we utilized complex SVD of the analytical signal of filtered LFP data to identify 

visual evoked waves on a single trial level in awake mice (Aggarwal et al., 2021). Singular value 

decomposition (SVD) is a matrix factorization technique that decomposes spatiotemporal data 

into a set of mutually orthogonal modes: 

 

where A is an n channels by t timepoint matrix of analytical signals, U is an n by n 

complex valued spatial matrix in which each column encodes the spatial phase and spatial 

amplitude of a single mode at each channel, V is a t by t complex valued temporal matrix in which 

each column encodes the instantaneous temporal phase and temporal amplitude of each mode 

at each time point, and S is an n by t diagonal real valued matrix which defines the fraction of the 

total signal variance described by each mode. Therefore, SVD may be able to extract stimulus 

evoked spatiotemporal patterns, herein referred to as waves, of activity from noisy single trial LFP 

data, which has a mix of spontaneous and evoked neural activity (Arieli et al., 1996; Kisley and 

Gerstein, 1999). 

We performed SVD on the analytical signal of single trials filtered at fast and slow 

frequencies in mice. For each trial, we confined our analysis to the first ten modes that contained 

the majority of signal variance (accounting for FastVarawake = 63-81%, FastVarIso = 66-85%, 

FastVarKet= 69-86%, FastVarProp = 64-85% of the variance of LFP filtered at fast frequencies and 

SlowVarawake = 99.6-99.9%, SlowVarIso = 99.6-99.9%, SlowVarKet= 99.7-99%, SlowVarProp =  99.6-

99.9% of the variance of LFP filtered at fast frequencies ). This limitation protects against 

numerical instability present in lower rank modes, and the results were not affected by the 
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number of modes chosen to analyze. We identified an SVD mode as visually responsive if its 

temporal amplitude during the post-stimulus period exceeded the pre-stimulus temporal 

amplitude average by 6 standard deviations (Methods). Further, we define the most visually 

responsive mode on each trial as the mode in which the post-stimulus temporal amplitude is 

maximum, compared to pre-stimulus temporal amplitude. 

 

Mechanistically distinct anesthetic agents disrupt different characteristics of fast 

frequency feedforward waves 

To measure the reliability of visual evoked fast frequency traveling waves in anesthetized 

mice, we quantified the number of trials that contained at least one visually responsive mode. In 

awake mice, the vast majority of trials contain visually responsive modes (p-value <0.00001; 

Kruskal Wallis; p-value = 0.0006, Wilcoxon rank sum; Figure 4.10a, Figure 4.11b). When the 

same mice are anesthetized, the proportion of trials without any detected visually responsive 

modes increases (Figure 4.10a, Figure 4.11b). Moreover, when mice are under isoflurane, more 

trials contain at least one visually responsive modes compared to when mice are under ketamine 

or propofol (p-value <0.00001; Kruskal Wallis; p-value = 0.0006, Wilcoxon rank sum; Figure 

4.10a, Figure 4.11b). 

In awake mice, the most visually responsive mode is often associated with the first 

singular value (first rank from SVD), and thereby contains the highest amount of signal variance 

(p-value <0.00001; Kruskal Wallis; p-value = 0.0002, Wilcoxon rank sum; Figure 4.10b, Figure 

4.11a). Interestingly, the most visually responsive mode is also likely to have the highest rank in 

mice under hypnotic doses of isoflurane; however, the skewness of the rank distribution is less 

than that found in awake animals (sawake = 1.28, CI = 1.18-1.38; sisoflurane = 0.42, CI = 0.37-0.47; 

sketamine = 0.15,CI = 0.08-0.22; spropofol = 0.22, CI = 0.10-0.34; Bootstrapped Pearson's moment 

coefficient of skewness). In addition, when mice are under ketamine or propofol, the most visually 

responsive mode is often not the first mode identified with SVD. This evidence suggests that in 

awake mice, visual stimuli elicit a high frequency global spatiotemporal response that has high 
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signal relevance, whereas under anesthesia, the response pattern is more likely dominated by 

spontaneous activity.  

 

Visual stimuli consistently evoke fast frequency feedforward waves over the cortical 

surface across trials in awake mice  

In awake mice, the spatial phase relationship of the most visually evoked high frequency 

mode was highly consistent across trials and animals (Aggarwal et al., 2021). To determine the 

consistency in the spatial phase relationship of fast oscillations, we computed the average 

difference in spatial phase of the most visually responsive mode from each channel to that of V1, 

across trials. The direction of the resultant vector corresponds to the average phase difference 

(colors in Figure 4.12a), whereas the magnitude corresponds to 1-variance in the coherence of 

the inter-site phase angle differences across trials (heat map in Figure 4.12b). Within V1, there is 

little variance between the spatial phase offset, regardless of whether or not the animal is 

anesthetized (Figure 4.12b and 4.12c). However, as distance from V1 increases, the variance in 

the phase offset across trials and animals increases at a steeper rate when mice are under 

isoflurane or ketamine, compared to when animals are awake (Figure 4.12b and 4.12d). The 

same pattern is observed when calculating the fraction of channels that have significant coherent 

phase offset from V1 across trials within each animal (Figure 4.12e, Figure 411c). In awake mice, 

the majority of the channels on the cortical surface contain a phase offset from V1 that is 

consistent across trials, however, when the same mice are under anesthesia, only about 20% of 

electrodes exhibit a consistent phase offset from V1 (p<0.00001, Kruskal Wallis, pairwise p= 

0.0013, Rank Sum; Figure 4.12e, Figure 4.11c). Thus, under anesthesia, the consistency of the 

spatial phase relationship across trials breaks down.  

In order to quantify how anesthetics alter the spatial phase progression of visual evoked 

fast oscillations, we quantified the average spatial phase gradient of the most visually responsive 

mode across trials and animals (Methods). The angle of the resultant average vector is the 

direction of phase progression, and the magnitude corresponds to 1-variance in the coherence of 
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this direction of spatial phase progression over trials and animals (shown as black arrows in 

Figure 4.12a). Within V1, the phase gradient progresses in the rostral, feedforward direction, 

regardless of the behavioral state. However, when animals are anesthetized, the consistency of 

the feedforward wave becomes weaker outside of V1, compared to awake animals (Figure 

4.12a).  

Finally, to determine if the same electrodes participate in visual evoked fast waves across 

trials, we computed the cosine similarity (defined as 1-cosine distance, Methods) of the spatial 

amplitude of the most visually responsive mode between pairs of single trials. We find the number 

of trials that have high cosine similarity to one another is higher when mice are awake than 

anesthetized. Similarly, the number of trials that have low cosine similarity (large cosine distance) 

is higher when animals are anesthetized compared to awake animals (Figure 4.11d, Figure 

4.12f). The increase in consistency of the visual evoked spatial activation pattern across trials 

suggests that in the waking brain, similar brain regions might be recruited to process visual stimuli 

across trials. However, the dynamics present in the anesthetized brain may hinder the effective 

coordination of disparate brain regions necessary for signal processing.  

 

Visual stimuli consistently evoke slow frequency feedback waves over the cortical surface 

in awake, but not in anesthetized mice 

 In awake mice, visual stimuli evoked slow feedback waves along with fast feedforward 

waves (Aggarwal et al., 2021). Under anesthesia, there is much less evoked slow frequency 

power and ITPC over the cortical surface (Figure 4.6, Figure 4.7). Therefore, we hypothesized 

that it is unlikely for visual stimuli to robustly elicit large scale visual evoked waves, in the 

anesthetized brain. To test this theory, we performed similar complex SVD analysis on the 

analytical signal of single trials filtered at slow frequencies and show in wakeful mice that visual 

evoked slow waves are much more reliably elicited (p<0.0001, Kruskal Wallis, pairwise p<0.001, 

Rank Sum), and the most visually responsive slow wave tends to be the first SVD ranked mode 

(p<0.00001, Kruskal Wallis, pairwise p=0.0196, Rank Sum) as compared to anesthetized mice 
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(Figure 4.13a and 4.13b). Moreover, the spatial activation profile of visual evoked slow waves is 

much more consistent across trials both in terms of spatial phase coherence (p<0.0001, Kruskal 

Wallis, pairwise p=0.0007, Rank Sum), and spatial amplitude, in awake animals compared to 

anesthetized animals (Figure 4.13c and 4.13d, Figure 4.14a-f). Further, the variance of the spatial 

phase consistency is much greater outside of V1 in mice under isoflurane and ketamine as 

compared to awake mice (Figure 4.14a-c). Finally, in awake mice, visual evoked slow waves 

propagate caudally, in the feedback direction over much of the cortical surface, mirroring the 

pattern seen in the average filtered LFP (Figure 4.8b, Figure 4.14a). In the same mice under 

isoflurane, the phase gradient vectors have divergent angles and small magnitudes, thereby 

suggesting higher variance in the spatial phase progression of slow oscillations over trials (Figure 

4.14a). When mice are under ketamine, the phase gradient vectors within V1 are longer than 

those found under isoflurane and the vector angles target both V2L in the feedforward direction, 

and posterior V1, thereby indicating that the coherent feedback pattern of awake slow waves is 

distorted under ketamine (Figure 4.14a). 

 

Visual evoked slow waves under anesthesia resemble slow waves elicited from low 

luminance stimuli  

Weaker visual stimuli presented as full field luminance changes on a screen also elicit 

spatiotemporal VEPs in the fast and slow frequency ranges, regardless of anesthetic state. In 

both awake and anesthetized mice, visual evoke fast feedforward waves are spatially contained 

within V1, regardless of stimulus intensity (Figure 4.15a-c). In contrast, visual evoked slow 

feedback waves tracked stimulus intensity only in awake mice (Figure 4.16a). Specifically, slow 

frequency feedback waves were predominantly observed in V1 for the lowest luminance stimulus, 

but they extended over more of the cortical surface for higher luminance stimuli (Figure 4.16a). 

Interestingly, the visual evoked slow waves observed in mice under isoflurane or ketamine 

resembled slow visual evoked waves in awake mice presented with the smallest screen 

luminance (Figure 4.16b, and 4.16c). Thus, visual evoked slow waves observed in mice under 
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hypnotic anesthesia have the same spatiotemporal dynamics as slow waves evoked from weak 

visual stimuli.  

 

Discussion  

Using a rigorous neurophysiological characterization spanning the almost a complete 

hemisphere as well as laminar recordings through V1 and the PPA, we demonstrate that unlike 

visual stimuli presented during wakefulness, visual stimuli fail to evoke coherent, large amplitude 

slow frequency oscillations in the same animals exposed to a hypnotic dose of any tested 

anesthetic. Analysis of individual trials finds that visual evoked slow waves under anesthesia are 

not reliably elicited, contain low signal to noise, and have variable spatial activation patterns and 

phase gradients, compared to those observed in awake animals. Finally, the visual evoked slow 

waves identified in anesthetized animals resemble visual evoked slow waves elicited in awake 

animals that are presented with weak stimuli. During exposure to hypnotic doses of isoflurane, 

propofol, or ketamine, simple visual stimuli readily evoke high frequency oscillations throughout 

the cortical surface. Fast oscillations within V1 lamina begin in the granular layer and then relay to 

the supra- and infra-granular layers, in all mice, regardless of arousal state. However, large scale 

visual evoked fast waves are not reliably evoked or have high signal to noise, in anesthetized 

animals as compared to waking ones. Moreover, on a trial-by-trial basis, the spread and spatial 

phase gradient of visual evoked fast feedforward waves are highly variable outside of V1 

compared to evoked fast waves detected during wakefulness. Our detailed neurophysiologic 

results emphasize a shared mechanism by which general anesthetics disrupt sensory processing 

through blocking feedback connectivity.  

 

Feedforward distortion vs feedback breakdown under anesthesia  

We described the visual evoked waves observed in the awake brain as feedback and 

feedforward given their sites of initiation and their direction of propagation: the fast frequency 
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feedforward wave initiates in posterior V1 and travels rostrally whereas the slow frequency 

feedback wave begins in higher order cortical areas and travels caudally (Figure 4.8). The 

patterns of these waves also match the presumed function of feedforward feedback visual 

processes. Feedforward signaling is thought to mediate the hierarchical formation of abstract 

concepts in higher order areas from simple receptive fields in V1. Feedback processing, 

conversely, is thought to mediate the top-down modulation of primary and secondary cortical 

areas from higher order processing centers  (Felleman and Van Essen, 1991; Markov et al., 

2014). Several lines of evidence have supported the notion that feedback processing is disrupted 

while feedforward processing is maintained during states of unconsciousness (Boly et al., 2011; 

Hudetz, 2009; Imas et al., 2005a; Ku et al., 2011; Lee, UnCheol and Mashour, 2018; Mashour, 

2014; Mashour and Hudetz, 2017; Shushruth, 2013). 

Previous studies dissecting anesthetic effects on feedforward feedback connectivity have 

analyzed pairwise activity patterns measured at different cortical areas. While such methods can 

measure the influence of the neural activity in one region onto another, the analysis of pairwise 

correlations is unable to capture coherent traveling waves that percolate across and through the 

depths of the cortical surface. Moreover, previous work relied on spontaneous EEG activity in 

humans, in which the direction of connectivity was not temporally related to stimuli, and 

therefore the function of this connectivity was not known (Boly et al., 2011; Ku et al., 2011; Lee et 

al., 2009). Nevertheless, prior research using spontaneous human data consistently points to a 

common translational relevance of our murine findings (Ku et al., 2011; Lee, UnCheol and 

Mashour, 2018; Lee et al., 2009; Mashour, 2014; Mashour and Hudetz, 2017). By recording high 

density ECoG nearly spanning a full mouse hemisphere during visual stimulation and analyzing 

data with SVD, a tool beneficial for finding spatiotemporal relationships, we demonstrate that 

distinct anesthetics disrupt the coordinated waves of visual evoked neural activity across multiple 

brain regions. Moreover, by pairing surface and depth recordings together, we begin to describe 

how the three-dimensional propagation pattern of visual evoked waves is influenced by 

anesthetic state.  
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We show that coordinated visual evoked feedback activity is nearly abolished by each 

anesthetic. Coordinated feedforward activity, on the other hand, is differentially altered by 

anesthetic agents. For example, evoked total high frequency power is greatest when mice are 

under isoflurane and visual evoked high frequency ITPC is the lowest when mice are under 

propofol. Likewise, visual stimuli are more likely to evoke high signal to noise activation patterns 

when animals are under isoflurane compared to when animals are under ketamine and propofol. 

Our findings therefore suggest that the tested anesthetics interact with circuits involved in visual 

feedforward processing in different ways. This could come at the level of excitation-inhibition 

neural firing patterns, neuromodulatory drive, and/or interactions with arousal circuitry (Cardin, 

2016b; Ermentrout and Kleinfeld, 2001; Friston and Buzsáki, 2016; Kopell et al., 2000; Lee et al., 

2014; Pinto et al., 2013; Sohal et al., 2009; Traub et al., 1996, 2016b; Vinck et al., 2015; Wang 

and Buzsáki, 1996; Whittington et al., 2000; Wilson and Cowan, 1972). Finally, the sum of the 

effects that anesthetics have on visual evoked feedforward feedback waves in mice mirrors the 

disruption of cortical communication observed in human EEG, in which evoked activity in the 

anesthetized brain is shorter lived and curtailed in space compared to that observed during 

wakefulness (Casali et al., 2013; Ferrarelli et al., 2010; Massimini et al., 2005).  

The pattern of loss of feedback connectivity during states of unconsciousness has also been 

noted at the level of evoked potentials. Specifically, loss of consciousness is associated with the 

disappearance of the late phase, but preservation of the early phase of evoked potentials evoked 

(Del Cul et al., 2007; Ferrarelli et al., 2010; Hudetz et al., 2009). Similarly, we show that the late 

phase of VEPs, even within V1, is specifically sensitive to isoflurane, ketamine and propofol 

(Figure 4.1, Figure 4.3). However, the early visual evoked fast oscillations are maintained, 

especially within V1 (Figure 4.9). Thus, aspects of the early evoked visual response such as 

signaling from the thalamus to the primary cortex and onward are relatively spared, but the later 

response, which is associated with the slow feedback wave, is disrupted by anesthetic agents.  

 

Luminance dependence of slow wave generation  
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One interesting observation is that there is a step function increase in spatial phase 

consistency over trials of slow feedback waves evoked from the two weakest stimuli presented in 

awake mice (Figure 4.16a). Slow feedback waves were seen mostly in V1 for the weakest 

stimulus, 2% of maximum screen brightness, but they extended across the cortical surface for 

stimuli with brightness at or above 11% of maximum screen brightness (Figure 4.16a). 

Remarkably, slow waves elicited from the flashes of maximum screen brightness or even the LED 

in mice under isoflurane or ketamine resemble the curtailed pattern of slow waves evoked from 

the weakest stimulus presented awake mice (Figure 4.16b, and 4.16c). While directly determining 

the luminance threshold for perceptual detection in our animals was beyond the scope of the 

present study, several lines of evidence suggest the murine threshold for visual perception falls 

between our experimental 2% stimulus and our 11% stimulus. The weakest stimulus has a 

measured luminance of 1.5cd/mm2, which is in the mesopic, or intermediate luminance conditions 

in which both rods and cones are active. All other stimuli are within the photopic (>3cd/mm2) 

range, in which cones relay the majority of visual information (Denman et al., 2018; Wysocki and 

Stiles, 1982). Thus, the results we present may be due to the mouse only perceiving photopic 

stimuli, given the fast interstimulus interval between a series mostly phototopic visual stimuli and 

insufficient dark adaptation (Alam et al., 2015; Peirson et al., 2018). Alternatively, visual evoked 

slow waves might be generated only with stimuli that strongly cones within the retina, thus 

implying that anesthetics may be affecting visual processing beginning at the retina (Alam et al., 

2015; Peirson et al., 2018). 

 

Implications of dosing and behavior  

Anesthetics disrupt specific attributes of visual evoked fast feedforward waves in an agent-

specific manner, but commonly thwart the propagation of visual-evoked slow feedback waves that 

is observed in awake mice. Whether the feedforward and feedback waves are necessary for 

visual processing into conscious perception remains unknown. To determine the behavioral 

significance of traveling waves, one must train mice to report when they saw the stimulus. This 
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task becomes considerably more complicated to interpret in animals under low doses of 

anesthesia, given the potential confound that an animal’s motivation to complete the task might 

decrease even though it may perceive the visual stimulus. The doses of anesthetics used in this 

experiment were targeted to be hypnotic, and therefore allow for loss of consciousness while 

avoiding deep general anesthesia. At 0.6% steady state isoflurane, approximately 44% of mice 

lost their righting reflex, the gold standard for testing for loss of unresponsiveness in rodents, on a 

given trial (McKinstry-Wu et al., 2019). Moreover, since the TCI dosing method for targeting brain 

concentration of propofol in mice is new, behavioral assays determining the responsiveness level 

of mice at 20 ug/g brain concentration of propofol is unknown (Shortal et al., 2018). We targeted 

this dose in order to reproducibly induce slow waves seen in the LFP, similar to those seen in 

mice under 0.6% isoflurane. Finally, understanding the ketamine dosing on behavior is also 

complicated given the pharmacokinetics and pharmacodynamics of intraperitoneal ketamine. At 

100mg/kg, ketamine induces sedation mice in which rigid spontaneous movements are common 

(Ganguly et al., 2018; Vesuna et al., 2020). Mice at this dose however lose their righting reflex for 

an average time of 6 minutes (Ganguly et al., 2018). Thus, a drawback of targeting low doses of 

anesthesia is the chance of animals regaining consciousness on a subset of trials or experiments. 

To this point, a reoccurring finding in our analysis is that the average slow wave amplitude in 

anesthetized mice is considerably lower than the average slow wave amplitude discovered during 

wakefulness. It is possible that this low amplitude might arise from mice being able to effectively 

process the visual stimulus on some trials but not others.  

 

Increase VEP variability under anesthesia  

One of the common themes in this study is an increase in the variability of VEPs when 

mice are under anesthesia compared to during wakefulness. This phenomenon is observed in the 

decrease in ITPC of fast and slow visual evoked oscillations over the cortical surface (Figure 4.5 

and 4.7, Figure 4.8), and an increase in variability of spatial activation pattern and spatial phase 

relationships from trial to trials of visual evoked fast and slow waves (Figure 4.11 through 4.14) 
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This high variability might arise from the dynamical systems theory that anesthetics induce highly 

stable network dynamics in which small perturbations dampen quickly and brain activity 

resembles ongoing spontaneous activity. In the awake brain, conversely, the network dynamics 

may be close to critical and therefore brain activity may be more susceptible to changes by 

stimulus perturbation. Consistent with this, stability analysis of ECoG recordings from monkeys 

under ketamine or propofol anesthesia exhibit stable dynamics whereas that of awake monkeys 

reveal critical dynamics (Solovey et al., 2015). A fascinating future direction would be to 

understand how the stability of post-stimulus activity is affected by anesthetic state. Our data 

would suggest that stimulus evoked dynamics might be more stable in the waking state compared 

under anesthesia, since awake VEPs are spatiotemporally coherent from trial to trial.  

 

Conclusion 

Here, we show that coordinated visual evoked slow feedback waves are largely abolished by 

all anesthetics tested, but attributes of visual evoked fast feedforward waves are disrupted in a 

drug specific manner. While the behavioral relevance and circuit mechanisms underlying the 

generation, maintenance, and breakdown of these waves are up for future directions, the fact that 

all three mechanistically distinct anesthetics similarly break down feedback waves may give way 

to a common neural correlate of anesthetic induced loss of consciousness. 

Methods 

Animals: All experiments in this study were approved by Institutional Animal Care and Use 

Committee at the University of Pennsylvania and were conducted in accordance with the National 

Institutes of Health guidelines. Experiments were performed using 32 adult (12–32 weeks old, 

20–30 g, 21 male and 11 female) C57BL/6 mice (Jackson Laboratories). Mice were housed under 

a reverse 12:12 h, light: dark cycle, and were provided with food and water ad libitum. Inclusion 

criteria for mice included the following: 1) presence of visual-evoked activity in which the absolute 

value of the first 100 ms of post-stimulus activity exceeds five standard deviations of pre-stimulus 
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activity and 2) presence of spontaneous activity that was not characterized as burst suppression 

at low anesthetic doses. Mice were divided into two anesthetic delivery cohorts: 

isoflurane/ketamine/awake (25 mice), and isoflurane/propofol (7 mice). 

Headplate implantation, habituation, and craniotomy for Awake-Isoflurane-Ketamine: Headplate 

implantation, mouse habitation and craniotomy for mice performing isoflurane, ketamine, and 

awake recordings followed protocols described in Aggarwal et al, 2021 (Aggarwal et al., 2021). 

Briefly, mice were anesthetized with 2.5% and maintained with 1.5% isoflurane, and secured a 

stereotaxic frame (Narishege). Periosteum was exposed and bregma, lambda, and the site of the 

future craniotomy were marked (+1mm to -5 mm AP, +0.25 mm to +6 mm ML of bregma) on the 

left hemisphere. The skull was then scored and a custom designed headpiece was secured with 

dental cement (Metabond), cyanoacrylate adhesive (Loctite 495), and 3 skull screws (Fine 

Science Tools, Self tapping skull screws, 19010-10). Mice received 0.5mg cefazolin, 0.125mg 

meloxicam, and 7 ml of normal saline SQ post operatively, and recovered for one week. Then, 

mice were habituated to head fixation with body restraint with visual stimuli during one 45-minute 

session per day over the course of 4 days. 

After completing the habitation protocol, mice were ready for recordings. Animals were 

anesthetized with 2.5% isoflurane in oxygen, secured onto the stereotax and maintained at 1.5% 

isoflurane. Before surgery, local anesthesia was injected subcutaneously in the face, scalp and 

neck muscles, targeting the trigeminal and occipital nerves (0.625 mg bupivacaine, 

0.025%)(Osborn and Sebeo, 2010). Analgesia was supplemented with subcutaneous injection of 

0.125mg meloxicam. To reduce potential swelling, 0.006mg dexamethasone was also injected 

subcutaneously before surgery. A 4 mm ML by 6 mm AP craniotomy was then drilled through the 

dental cement along the markings. A bone screw (Fine Science Tools, Self tapping skull screws, 

19010-10) on the right skull bone (+2mm ML, -2mm AP) was used for a reference. A 64-electrode 

surface grid (E64-500-20-60, Neuronexus) was positioned over the dura (right most electrode 

anterior electrode at ~ 1mm lateral and 1mm posterior to bregma). 
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In 14 animals, two DiI coated (Sigma-Aldrich) laminar 32 channel probes (H4, Cambridge 

Neurotech) were also inserted 800um into the cortex. One targeted a hole in the ECoG grid 

closest to V1 (-3.25 AP, -2.25 ML).  The other targeted a hole in the ECoG grid closest to PPA (-

1.5 AP, -1.5 ML). Both were placed using a motorized micromanipulator (NewScale 

Technologies). The grid and exposed dura were then covered with gel foam soaked in mineral oil 

to prevent desiccation. Upon completing recordings, animals were deeply anesthetized (5% 

isoflurane) and sacrificed. Brains were extracted and fixed in 4% paraformaldehyde (PFA) 

overnight prior to sectioning and histology.  

Anesthetic delivery protocol for Awake/Isoflurane/Ketamine experiments: After ECoG electrodes 

were positioned, animals were ready for electrophysiology recording. Isoflurane/awake/ketamine 

mice were first given 0.6% isoflurane through a nose cone and presented visual stimuli. 

Isoflurane was then turned off for 30 minutes before awake recordings with visual stimuli began. 

After awake recordings concluded, mice were re-induced with a transient 2 minute inhalation of 

2.5% isoflurane to allow for accurate administration of 100mg/kg IP ketamine. Visual stimulation 

and recording under ketamine anesthesia began 2 minutes after ketamine administration. 

Isoflurane Propofol Acute Surgery: Acute surgeries for animals receiving only isoflurane and 

propofol were performed as described in Aggarwal, et al 2019 (Aggarwal et al., 2019). Briefly, 

animals were induced with 2.5% isoflurane in oxygen, and maintained at 1.5% isoflurane with 

closed loop temperature control (37 ± 0.5 degrees C) for the remainder of the surgery and 

electrophysiological recording. A jugular venous catheter was placed to allow for Targeted 

Controlled Infusion (TCI) propofol infusion (Shortal et al., 2018). Animals were then secured into a 

stereotaxic frame (Kopf), where a craniotomy was drilled over the left hemisphere (+1mm to -5 

mm AP, +0.25 mm to +6 mm ML of bregma), and a reference screw (Fine Science Tools, Self 

tapping skull screws, 19010-10) was secured in the right skull bone (+1mm AP, +1mm ML of 

bregma). A 64-electrode surface grid (Neuronexus: E64-500-20-60) was positioned over the dura 
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such that the most anterolateral electrode was approximately 1mm lateral 1mm posterior to 

bregma.  

Anesthetic delivery protocol for Isoflurane/Propofol experiments: Animals receiving isoflurane and 

propofol underwent the same anesthesia delivery protocol as described in Aggarwal, et al 2019 

(Aggarwal et al., 2019). Briefly, after jugular line was placed, craniotomy was drilled, and 

electrodes were positioned, animals were first given 0.6% isoflurane (Terrell Isoflurane, 

Novaplus) in 100% oxygen through a nose cone during visual stimulation. Then, TCI of propofol 

(1000mg per 100ml Diprivan, Fresenius Kabi USA) was set to produce 20 mg propofol / g brain 

levels exactly as described in Shortal et. al, 2018 (Shortal et al., 2018). To allow for isoflurane 

wash out, mice were equilibrated with steady state propofol for 15 minutes before visual 

stimulation began. Animals were sacrificed immediately after the final visual recording session. 

Histology: Brains from the 14 animals in which laminar probes were inserted, were sectioned at 

80𝜇m on a vibratome (Leica Microsystems). Sections were mounted with a medium containing a 

DAPI counterstain (Vector Laboratories) and imaged with an epifluorescence microscopy 

(Olympus BX41) at 4x magnification. 

Visual Stimulation: Two sets of visual stimuli were used in the study. The first consisted of 100 

trials of 10 ms flashes of a green LED (650 cd/m2) delivered at a random interstimulus interval 

drawn from a uniform distribution between 3 to 4 seconds. The flash covered 100% of the 

mouse’s visual field. In 17 animals, a second class of visual stimuli were presented. These 

consisted of 240 trials of 100ms full flashes of a CRT monitor (Dell M770, refresh rate 60 Hz, 

maximum luminance 75 cd/m2), placed 23 cm away at an angle of 60% from the mouse’s nose, 

thereby covering 70% of the mouse’s right field of view. The monitor full field flashes varied in 

luminance’s (2%, 11%, 25%, 44%, 75%, 100%) in random order at a random interstimulus time 

interval between 3 and 5 seconds. 
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Electrode registration: The stereotaxic locations of the laminar probes were determined using 

post-mortem histology by comparison to the brain atlas (Franklin, Keith, B. and Paxinos, 

2007).The position of the laminar probes in the electrode coordinate system was established by 

identifying the through holes the probes entered. The rotation of the grid about the AP axis was 

established by computing the cosine of the angle (𝜃) between the distance between the laminar 

probe in the electrode and stereotaxic coordinate system. The ECoG electrodes were assigned 

locations based on the Euclidean distance from the probes. The resultant ECoG locations were 

then multiplied to a rotation matrix (R) to account for grid rotation.  

𝑅	 = 	 %𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 - 

The resulting ECoG coordinates were then compared to photographs of the ECoG grid relative to 

bregma and lambda in order to verify locations.  

Electrophysiology and preprocessing: In 6 mice, signals were amplified via a Neuralynx 

headstage (HS36), digitized with a Cheetah 64 acquisition system (Neuralynx, ERP-27, Lynx-8), 

and collected at a rate of 3030.3Hz/channel. In the remaining mice, signals were amplified and 

digitized on an Intan headstage (Intan, RHD2132) connected to an Omniplex acquisition system 

(Plexon, Omniplex), and collected a sampling rate of 40KHz/channel. 

To extract LFP, data were downsampled to 1KHz and filtered between 0.1 Hz and 325 Hz, with 

the MATLAB functions, firls.m and filtfilt.m to minimize phase distortion. Channels with line noise 

and trials with excess movement were manually rejected. The mean signal across electrodes was 

subtracted from the LFP to minimize volume conduction. All subsequent analysis was performed 

using custom built Matlab (Mathworks) code, unless otherwise stated. 

Selection of electrode over Primary Visual Cortex (V1): In 18 mice, laminar probes were not 

inserted and therefore grid electrodes were not aligned to stereotaxic coordinates. In these mice, 

the V1 electrode was identified neurophysiologically (Aggarwal et al., 2019, 2021). The latency of 
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onset of the visual-evoked potential was calculated for each ECoG electrode as the time point at 

which the post-stimulus average LFP exceeded 3 standard deviations above the pre-stimulus 

baseline for 3 consecutive time points. The electrode which had the lowest latency of onset was 

denoted as V1.  

In the 14 mice in which laminar probes were inserted and the stereotaxic positions of the 

ECoG probes were inferred, the electrode closest to stereotaxic V1 (-3.25 AP, -2.25 ML) was 

chosen for each animal. To confirm that the chosen electrode neurophysiologically corresponded 

to V1, the latency of onset of the VEP at each grid electrode was also computed in the same 

manner as for the mice without laminar probe recordings. The position of the stereotaxically 

identified V1 electrodes was within 1-2 electrodes (<1000um) in distance and the onset was 

within 2 ms of the electrode with the earliest latency of onset in all mice. 

Current Source Density Analysis (CSD): LFP from the laminar probes was converted in CSD by 

computing the second spatial derivative (Freeman and Nicholson, 1974): 

𝑑!φ
𝑑𝑧! =

−[𝜑(𝑧 + 2∆𝑧)	− 2𝜑(𝑧) + 	𝜑(𝑧 − 2∆𝑧)]
(2∆𝑧)!  

where 𝝋 is the LFP, z is the vertical coordinate depth of the probe, and Δz is the 

interelectrode distance (25 µm). Estimation of the CSD at the boundary electrodes was projected 

using the Vaknin estimation procedure (Vaknin et al., 1988). Channels with the earliest current 

sink in the V1 probe were assigned as layer 4 (granular layer). Subsequent sinks were found 

above and below layer 4 in layers 2/3 and layer 5 of the V1 probe. The channels of the PPA 

probe were assigned a laminar structure based on their distance from the cortical 

surface -  channels within the first 350 mm of the surface (where the CSD converged to zero) 

were identified as the most superficial 4 layers, based on thickness (Franklin, Keith, B. and 

Paxinos, 2007; Lein et al., 2007b; Reference Atlas :: Allen Brain Atlas: Mouse Brain). Channels 

within the following 400 µm of parenchyma were identified to be within deep layers. Laminar data 
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was only included in analysis if the channels could clearly be assigned to layers in this manner 

(resulting in 11 out of 14 mice).  

Wavelet analysis: Power, phase, and frequency characteristics were extracted from LFP or CSD 

by performing a continuous wavelet transform with Morlet wavelets with contwt.m (0.1 Hz to 150 

Hz, with a step-width 0.25 Hz and normalized amplitude) (available at: 

http://paos.colorado.edu/research/wavelets/) (Torrence and Compo, 1998).  

Inter-trial Phase Coherence (ITPC) Analysis: Inter-trial phase coherence (ITPC) was used to 

quantify the degree of phase synchrony between trials in time- frequency space. Briefly, the 

phase of each oscillation at each timepoint was extracted from wavelet coefficients and projected 

onto a unit circle by applying Euler’s formula. The magnitude of the mean of the angle vector 

across trials corresponds to ITPC. (Cohen, Mike, 2014)  

ITPC in Figure 4.7c and 4.8c were calculated by averaging the ITPC at each stereotaxic location 

over animals and over the first 100ms of the signal between 30-50Hz, or over the first 800ms of 

the signal between 3-6Hz, respectively.  

Filtering data for wave analysis: LFP or CSD data was filtered into high (30-50Hz) or low (3-6Hz) 

using the inverse wavelet transform, invcwt.m, (available at: 

http://paos.colorado.edu/research/wavelets/) (Torrence and Compo, 1998). All wavelet 

coefficients outside the desired frequency band were set to zero. 

Hilbert transform was used to derive the analytical signal of LFPs or CSDs filtered for 

high (30-50Hz) or low (3-6Hz) frequencies. This produced a time series of complex numbers, in 

which the modulus of the analytical signal corresponds to the instantaneous amplitude and the 

arctan of the analytical signal corresponds to the instantaneous phase.  

Spread of filtered VEPs: Each single trial was filtered at 50-30Hz or 3-6Hz and its amplitude was 

extracted using the Hilbert Transform. The post-stimulus amplitude was then normalized to the 
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mean and standard deviation of 500ms of pre-stimulus amplitude on a single trial basis. At each 

ECoG channel, trials were defined to have a 30-50Hz VEP if within the 350ms of stimulus onset, 

the post-stimulus amplitude exceeded its baseline by 5 standard deviations. Trials were defined 

to have a 3-6Hz VEP if within 1000 of stimulus onset, the post-stimulus amplitude exceeded its 

prestimulus baseline average by 3 standard deviations. The fraction of trials containing filtered 

VEPs was calculated for each electrode in each mouse to demonstrate the spread and 

consistency of filtered VEPs. In Figures 2b and 3b, the fraction of trials containing filtered VEPs 

were averaged at each stereotaxic location across animals. In Figure 4.6, the fraction of trials 

containing filtered VEPs were averaged across mice.  

Complex Singular Value Decomposition (SVD): Detailed methods and examples 

describing complex SVD analysis of filtered LFP can be found in Aggarwal et. al., 2021 (Aggarwal 

et al., 2021).  Briefly, the Hilbert Transform was used on single trial, filtered LFP from ECoG 

electrodes (containing 500ms of pre-stimulus and 1000 ms of post-stimulus activity) to derive 

analytical signal matrix A. Oscillatory modes were extracted from A by performing singular value 

decomposition, which factorizes A into mutually orthogonal modes:  

  

the spatial and temporal components of each mode, respectively. The diagonal real-valued S 

contains singular values (λ"𝑠) and corresponds to the fraction of the total variance explained by 

each mode.  

The spatial amplitude and spatial phase of the 𝑖 − 𝑡ℎ mode is computed from calculating the 

modulus and arctan of 𝑈(∗,#) ∗ 𝜆#. Similarly, the temporal amplitude and temporal phase are 

computed from calculating the modulus and arctan of 𝑉(∗,#) ∗ 𝜆#.  

Reliability of visually responsive modes: The temporal amplitudes of the first ten singular modes 

were computed for each single trial, as above, and then normalized to their mean and standard 
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deviation of 400 ms of pre-stimulus activity. Modes in which the normalized temporal amplitude 

exceeded 6 standard deviation above pre-stimulus activity within the post-stimulus period 

(defined as 350ms post-stimulus for 30-50Hz activity and 1000ms post-stimulus for 3-6Hz 

activity), were defined as visually responsive modes.  The fraction of trials in which at least one 

visually responsive mode was detected in each mouse, under each condition is shown in Figure 

4.10a, Figures 4.11b and 4.13b. 

Defining the most visually responsive mode: The mode that displayed the greatest increase in 

temporal amplitude during the post-stimulus period (defined as 350ms post-stimulus for 30-50Hz 

activity and 1000ms post-stimulus for 3-6Hz activity) compared to pre-stimulus activity, was 

defined as the most visually responsive mode.   

Consistency of Spatial Amplitude Loading: To determine the similarity in the spatial activation of 

the most visually evoked modes across trials, the cosine distance of the spatial amplitude of the 

most visually evoked mode was computed interactively between pairs of single trials, within each 

mouse in each condition. Subsequently, the probability density function (PDF) of the cosine 

similarity (1-cosine distance) was computed for all pairs of trials across all mice for each 

anesthetic/behavioral state. In Figures 4.12 through 4.14, the PDF of the cosine similarity of 

spatial amplitudes in mice under anesthesia is subtracted from the PDF of the cosine similarity of 

spatial amplitudes in awake mice. 

Spatial phase offset from V1: For each single trial, the phase offset from V1 was computed by 

extracting the spatial phase of the most visually responsive mode at each electrode and 

projecting it onto a unit circle. To find the average angle and consistency of each channel’s phase 

offset relative to V1, the circular mean was computed across trials within each animal (Fisher, N, 

1995). The direction of the mean vector corresponds to the angle of phase offset whereas the 

magnitude of corresponds to 1-variance.  
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In the 14 animals in which ECoG electrode stereotaxic positions were identified, the circular mean 

and variance were computed across trials and animals at each stereotaxic location in order to 

determine the consistency of the phase relationship across mice.  

Spatial phase gradient: Using phase_gradient_complex_multiplication.m, written by Lyle Muller 

(available at: https://github.com/mullerlab/wave-matlab), the spatial phase gradient was 

calculated on a single trial basis by iteratively multiplying the complex valued spatial component 

of the most sensory evoked mode at one electrode location to the complex conjugate of the 

spatial component of the next electrode in the medial-lateral and anterior-posterior directions 

(Muller et al., 2014). The average gradient over trials was calculated by projecting each trial's 

gradient vector at each position onto a unit circle and computing the circular mean. The angle of 

the resultant vector corresponds to the direction of spatial phase advancement, whereas the 

magnitude of the resultant vector corresponds to 1-variance in the direction of the gradient over 

trials. 

Averaging stereotaxic coordinates over animals: A query set of stereotaxic locations was defined 

from -5 to 0 mm AP and -3.5 to 0 mm ML, with 0.5mm spacing. The weight of each electrode at 

each query site was assumed to be Gaussian function of the distance between the electrode and 

the query location, as described in the following equation: 

   

Where pq is the Euclidean distance between the electrode p and query location q, = 0.15 is the 

standard deviation. For all electrodes within 0.3 mm of the query position, the weight was 

determined as in the preceding equation, and was set to zero otherwise. When calculating 

averages and variances among mice as a function of stereotaxic coordinates, this weighting was 

employed. 



121 
 

Statistical Analysis: To determine the significance of the ITPC at each query location, the 

observed ITPC were compared to time shifted surrogates (n = 100 sets, 100 trials per set), using 

a one tailed t-test. A Stouffer's Z-score was computed and the resulting p-values were Bonferroni 

corrected for multiple comparisons (77 query stereotaxic locations) to the combine data across 

mice.  

To determine the effects of arousal state on the visual evoked power, spread of filtered VEPs, 

total ITPC over the cortical surface, reliability of visually evoked modes, SVD rank of most visually 

evoked mode, and consistency in phase offset from V1 of most visually responsive mode, a 

Kruskal Wallis test was first performed. If there was a statistically significant effect of arousal 

state, pairwise Wilcoxon rank sum tests were performed, and resulting p-values were Bonferroni 

corrected for multiple comparisons (6 pairwise arousal states).  

To determine if the spatial phase relationships and spatial phase gradients at each location were 

significant, a Rayleigh test for deviation from circular uniformity was performed. The resulting p-

values were Bonferroni corrected for multiple comparisons (64 ECoG channels within individual 

mice, 77 query stereotaxic locations for aggregating across mice).  

Presentation of previously printed figures: Awake data in Figures 4.1 through 4.14 have been 

presented in Aggarwal et. al, 2021 (Aggarwal et al., 2021). The figures are reproduced in the 

current manuscript in order to highlight the distinct effects that anesthetics have on visual evoked 

waves of cortical activity.  

 

 

 

 

 



122 
 

Figures  

 

Figure 4.1: Visual stimuli elicit strong VEPS in V1 when animals are awake or under 

anesthesia 

(A) Experimental design: 64 channel electrocorticography (ECoG) grid used to record local 

field potentials (LFPs) from the cortical surface of the left hemisphere of 32 awake mice. 

In 14 mice, 32 channel laminar probes were placed in the primary visual cortex (V1) and 
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the Posterior Parietal Area (PPA). Stimuli consisted of 10ms flashes from a green LED 

placed in front of the right eye.  

(B) Five seconds of LFP traces of spontaneous activity at the V1 electrode in awake mice 

(top), or the same animal under isoflurane (middle), or under ketamine (bottom). 

(C) Single trial (gray) and average (red) visual evoked potentials (VEPs) from a 

representative mouse during wakefulness (left), under isoflurane (middle), and under 

ketamine (right). The vertical green line denotes stimulus onset.  

(D) Intertrial phase coherence at the V1 electrode averaged over animals during wakefulness 

(left), under isoflurane (middle), or under ketamine (right). The vertical green line denotes 

stimulus onset. The vertical dashed line marks the end of the 100ms epoch over which 

the average ITPC was calculated for each condition. 

(E) Average ITPC over the first 100ms of the VEP at V1 in mice during wakefulness 

(orange), under isoflurane (purple), or under ketamine anesthesia (green). The baseline 

ITPC (calculated 800-900ms before stimulus onset) in awake mice is shown in black. The 

95% confidence intervals around the mean are indicated by the shading.  

(F) Current source density (CSD) of LFP averaged over mice from laminar electrode arrays 

placed in V1 in animals that are awake (left), under isoflurane (middle), or under 

ketamine (right). Current sinks are depicted in blue and current sources are shown in red. 

The purple dashed lines indicate the granular layer boundaries (L4). Note that the early 

VEP is preserved; however, later aspects of the visual evoked response are diminished 

in amplitude under each mechanistically distinct anesthetic.  
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Figure 4.2: Baseline spectrum and experimental timeline  

(A) LFP traces of 5 seconds of spontaneous activity recorded from an ECoG electrode on top 

of V1 in mice when awake (top, red) and under isoflurane (top middle, purple), ketamine 

(bottom middle, green) and propofol (bottom, blue). 

(B) Average power spectrum of spontaneous activity recorded from an ECoG on top of V1 for 

awake mice (red) and mice under isoflurane (purple), ketamine (green) and propofol 

(blue). Shading indicates the 95% confidence intervals of the average. LFP recorded 

from awake mice and mice under ketamine have higher power at higher frequencies 

whereas LFP recorded from mice under isoflurane and propofol have a predominance of 

low frequency oscillations.  
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(C) Experimental timeline of mice recorded from under isoflurane, awake, and under 

ketamine. Mice were first given 0.6% isoflurane through a nose cone, then given 15 mins 

for isoflurane washout before awake recordings began, then given 100 𝜇g/g ketamine IP 

(D) Experimental timeline of mice recorded from under isoflurane and propofol. Mice were 

first given 0.6% isoflurane through a nose cone, then started on a 20 𝜇g/g brain target 

concentration of propofol IV. Animals were given 15 mins for isoflurane washout before 

propofol recordings began. 
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Figure 4.3: Visual evoked potentials in V1 contain high frequency ITPC, but not low 

frequency ITPC under isoflurane, ketamine, and propofol anesthesia   

(A) Single trial (gray) and average (red) visual evoked potentials (VEPs) from a 

representative mouse when awake (left), under isoflurane (middle left), ketamine (middle 

right) and propofol (right). The vertical green line denotes stimulus onset.  

(B) Intertrial phase coherence at the V1 electrode averaged over animals when awake (left), 

under isoflurane (middle left), ketamine (middle right), and propofol (right). The vertical 

green line denotes stimulus onset. The vertical dashed lines indicate the time frame for 

calculating average early ITPC under each condition. Note that evoked trial coherent 

activity below 5Hz diminishes under anesthesia.  

(C) Average ITPC over the first 100ms of the VEP at V1 in mice that are awake (orange), 

under isoflurane (purple), ketamine anesthesia (green), and propofol (blue). The baseline 
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ITPC (calculated for 900-800ms before the stimulus onset) in awake mice is shown in 

black. 95% confidence intervals of the mean are indicated by the shading.  
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Figure 4.4: Visual evoked responses are seen outside of V1 in mice that are awake and 

under isoflurane and ketamine   

(A) Time series of how the average visual evoked response progresses over space and time 

in mice that are awake (top), or under isoflurane (middle), or ketamine (bottom). Data at 

each stereotaxic location has been averaged over trials and animals. While the average 

response to visual stimuli is larger in amplitude in the awake brain, visual evoked activity 

is observed outside of V1 in mice under anesthesia.  

(B) Current source density (CSD) of LFP from a laminar electrode array placed in PPA in a 

representative animal when he was awake (left), under isoflurane (middle) and under 

ketamine (right). The purple dashed lines indicate the boundary between superficial and 
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deep layers (between L4 and L5). Oscillatory visual evoked activity is observed 

predominantly in the superficial layers when the mouse is awake, but the activity within 

the PPA is diminished when the same mouse is given anesthesia.  

(C) Current source density (CSD) of LFP averaged over mice from laminar electrode arrays 

placed in PPA in animals displayed in the same manner as B. Similar to the activity 

profile of the individual mouse, visual stimuli tend to elicit activity within the superficial 

layers of the PPA when mice are awake, but activity is diminished when mice are under 

anesthesia.  
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Figure 4.5: Evoked fast frequency amplitude over the cortical surfaces is preserved, but 

intertrial coherence is diminished under anesthesia 

(A) Evoked 30-50Hz signal amplitude during the first 350ms after stimulus onset is 

normalized to 500ms of baseline 30-50Hz activity, averaged across animals, and plotted 

over the cortical surface during wakefulness (left), under isoflurane (middle), or under 

ketamine (right). 
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(B) Fraction of trials at each location that exceed 5 standard deviations of baseline 30-50Hz 

amplitude during the first 350ms after stimulus onset were averaged across animals and 

plotted over the cortical surface during wakefulness (left), under isoflurane (middle), or 

under ketamine (right).  

(C) Intertrial phase coherence (ITPC) at 30-50Hz over the first 100ms of post-stimulus 

activity at each cortical surface location averaged over animals during wakefulness (left), 

under isoflurane (middle), or under ketamine (right). Note that cortical areas both within 

and outside of V1 have higher ITPC in animals that are awake compared to the same 

animals under anesthesia. Locations in gray signify locations in which ITPC did not 

increase compared to time shuffled surrogates (Stouffer’s test). 
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Figure 4.6: Quantification of 30-50Hz and 3-Hz evoked power, spread, and ITPC  

(A) Visual evoked 30-50Hz power within the first 350ms after stimulus onset, normalized to 

baseline power, and averaged over electrodes and trials. Visual stimuli evoked higher 

baseline normalized power when mice are under isoflurane compared to when mice are 

awake or under ketamine or propofol (p-value < 0.001; Kruskal Wallis; p-value = 0.042, 

Wilcoxon rank sum) 

(B) Fraction of trials in which visual stimuli evoked a 30-50Hz VEP at each electrode 

(quantified by a greater than 5 standard deviation increase in 30-50Hz power within the 

first 350ms after stimulus onset, compared to baseline power), at each location, averaged 

over electrodes within each mouse. Visual stimuli evoke 30-50Hz activity consistently 

across electrodes and trials when mice are awake compared to when mice are under 

anesthesia (p-value <0.00001; Kruskal Wallis; p-value = 0.0006, Wilcoxon rank sum) 
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(C) Average 30-50Hz ITPC within the first 100ms after stimulus onset, averaged over 

electrodes for each animal. Visual stimuli evoke higher 30-50Hz phase coherence across 

trials and electrodes when mice are awake compared to when mice are under anesthesia 

p-value <0.00001; Kruskal Wallis; p-value = 0.024, Wilcoxon rank sum) 

(D) Visual evoked 3-6Hz power within the first 1000ms after stimulus onset, normalized to 

baseline 3-6Hz power, and averaged over electrodes and trials. Visual stimuli evoked 

higher baseline normalized power when mice are awake compared to when mice are 

under anesthesia (p-value= , Kruskal Wallis; Wilcoxon p-values = 0.0006, Wilcoxon rank 

sum) 

(E) Fraction of trials in which visual stimuli evoked a 3-6Hz VEP at each electrode (quantified 

by a greater than 5 standard deviation increase in 3-6Hz power within the first 1000ms 

after stimulus onset, compared to baseline power), at each location, averaged over 

electrodes within each mouse. Visual stimuli evoke 3-6Hz activity consistently across 

electrodes and trials when mice are awake compared to when mice are under anesthesia 

(p-value< 0.00001, Kruskal Wallis; p-values = 0.0006, Wilcoxon rank sum) 

(F) Average 3-6Hz ITPC over the first 500ms after the stimulus onset, averaged over 

electrodes for each animal. Visual stimuli evoke higher 3-6Hz phase coherence across 

trials and electrodes when mice are awake compared to when mice are under anesthesia 

(p-value= 0.00001, Kruskal Wallis; p-value = 0.0024, Wilcoxon rank sum) 
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Figure 4.7: Evoked slow frequency amplitude and intertrial phase coherence are 

decreased under anesthesia 

(A) Evoked 3-6Hz amplitude during the first 1000ms after stimulus onset is normalized to 

500ms of baseline activity, averaged across animals, and plotted over the cortical surface 

during wakefulness (left), under isoflurane (middle), or under ketamine (right). Note that 
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there is more evoked 3-6Hz amplitude over the cortical surface in the waking state 

compared to under anesthesia. 

(B) Fraction of trials at each location that exceed 5 standard deviations of baseline 3-6Hz 

amplitude during the first 1000ms after stimulus onset were averaged across animals and 

plotted over the cortical surface during wakefulness (left), under isoflurane (middle), or 

under ketamine (right).  

(C) Intertrial phase coherence (ITPC) at 3-6Hz over the first 500ms of post-stimulus activity 

at each cortical surface location averaged over animals during wakefulness (left), or 

under isoflurane (middle), or ketamine (right). Note that cortical areas both within and 

outside of V1 have higher ITPC in animals that are awake compared to when the same 

animals are under anesthesia. Locations in gray signify locations in which ITPC did not 

increase compared to time shuffled surrogates (Stouffer’s test). 
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Figure 4.8: Visual evoked fast feedforward surface waves are disrupted under anesthesia 

while feedback slow waves are abolished  

(A) VEPs filtered at 30-50Hz, averaged over trials, from 10 electrodes along the anterior to 

posterior (AP) axis (-1.80 mm ML) in a representative mouse. The x-axis denotes time 

from stimulus onset. The y-axis denotes AP distance from bregma. Note that the high 

frequency signal begins in posterior V1 and propagates anteriorly when the animal was 

awake, but the average amplitude propagation patterns are attenuated and disrupted 

when the same animal is under isoflurane or ketamine.  

(B) VEPs filtered at 3-6Hz, averaged over trials, from the same representative mouse as in 

A. Note the low frequency waves begin more anteriorly to the fast wave initiation zone 

and travel posteriorly when the animal is awake. However, the slow wave average 

amplitude is greatly diminished when the animal is under isoflurane or ketamine. 
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Figure 4.9: Laminar organization of fast wave is maintained in V1 under anesthesia, but the 

laminar profile of both fast and slow oscillations is disrupted in PPA under anesthesia  

(A) Depth profile of average LFP within the V1 parenchyma, filtered at 30-50Hz, in a single 

mouse during distinct states: wakefulness (top), under isoflurane (middle), and under 

ketamine (bottom). The x-axis is time, with the black line at 0ms indicating stimulus onset. 

The y-axis indicates depth from the pia. The purple lines are layer 4 boundaries. Note 

that under all three anesthetics, fast frequency oscillations begin in layer 4 and propagate 

superficially and deep.  

(B) Depth profile of average LFP within the PPA parenchyma, filtered at 30-50Hz, in the 

same mouse and organized in the same manner as A. Note that in phase coherent fast 

frequency oscillations are prominent when mice are awake in the superficial layers, but 

30-50Hz oscillations are more disorganized under anesthesia. 

(C) Depth profile of average LFP within the V1 parenchyma, filtered at 3-6Hz, in the same 

mouse and organized in the same manner as A.  
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(D) Depth profile of average LFP within the PPA parenchyma, filtered at 3-6Hz, in the same 

mouse and organized in the same manner as A. Note that in phase coherent slow 

frequency oscillations are prominent when mice are awake in the superficial layers, but 

30-50Hz oscillations are distorted under anesthesia.  
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Figure 4.10: Feedforward fast waves are more reliable and contain higher signal variance 

in when animals are awake compared to when animals are under anesthesia  

(A) Probability of the SVD mode rank of the most visually responsive mode identified on each 

trial aggregated across animals. The most visually responsive mode was more likely to 

be the first mode when animals were awake or under isoflurane, but not when the same 

animals were under ketamine (p<0.00001, Kruskal Wallis, pairwise p= 0.0057, Rank 

Sum). 

(B) Fraction of trials in which at least one visually responsive mode was found (methods) in 

each mouse under each behavioral state. In the waking state, visually responsive modes 

were found more often than under isoflurane, and both had more visually responsive 

modes uncovered than other ketamine (p<0.0001, Kruskal Wallis, pairwise p<0.001, 

Rank Sum). 
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Figure 4.11: Visual stimuli elicit fast traveling waves that are higher signal to noise, 

reliability evoked, and consistent in activation pattern from trial to trial when animals are 

awake compared to when animals are under anesthesia  

(A) Rank profile of most visually responsive 30-50Hz mode on each trial aggregated across 

animals when mice are awake (left), or under isoflurane (middle left), ketamine (middle 

right) or propofol (left). While the most visually responsive mode is often the first mode 

when mice are awake or under isoflurane, the most visually responsive mode is often not 

the first mode when mice are under ketamine or propofol (p<0.00001, Kruskal Wallis, 

pairwise p = 0.0002, Rank Sum). 

(B) Fraction of trials in which at least one visually responsive mode was found (Methods) in 

each mouse, when awake or under isoflurane, ketamine or propofol. In the waking state, 

visually responsive modes were found more often than under isoflurane, and both had 
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more visually responsive modes uncovered than other ketamine or propofol (p<0.00001, 

Kruskal Wallis, pairwise p = 0.0082, Rank Sum).  

(C) The fraction of electrodes that are significantly phase coherent with V1 (Raleigh test) 

within each animal, under each condition (p<0.00001, Kruskal Wallis, pairwise p= 0.0013, 

Rank Sum).  

(D) The difference in the cosine similarity between the spatial amplitude of the most visually 

responsive SVD mode between awake and isoflurane (purple), awake and ketamine 

(green) and awake and propofol (blue). Shading displays the 95% confidence intervals of 

mean differences in cosine similarity between the waking and anesthetic states. The 

dashed black horizontal line denotes no change in the cosine distances of spatial modes. 

Note that when mice are awake, the spatial activation across electrodes is more similar 

from trial to trial than when animals are under anesthesia.  
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Figure 4.12: Fast frequency oscillations form a coherent wave over large areas of the 

cortical surface in awake mice, but when mice are under anesthesia, the trial-to-trial 

variability in the visual evoked fast waves increases outside of V1  

(A) At each stereotaxic location, the average phase offset of the most visually responsive 30-

50Hz spatial mode relative to V1 (the black diamond) is plotted in color. The arrows 

depict the spatial gradient. The directions of the arrows show the direction of spatial 

phase progression and the magnitude of the arrows correspond to the consistency of the 

angle of the spatial phase gradient over trials and animals. Gray locations did not meet 
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Bonferroni corrected statistical significance (Raleigh test) across trials and animals. Note 

that the direction of propagation of visually evoked fast waves are similar in V1 when 

animals are anesthetized and awake.  

(B) The variance of the spatial phase offset relative to V1 (black diamond) is plotted across 

trials and animals at each stereotaxic location. Lighter colors correspond to a more 

consistent phase angle offsets, whereas darker colors correspond to more variance in 

phase angles across trials and animals. Under anesthesia, the variance in the phase 

relationship of channels outside of V1 increases compared to when animals are awake.  

(C) Histogram of the phase angle difference of the most visually responsive 30-50 Hz modes 

at two different locations within V1 (black and blue diamonds in A and B) across trials and 

animals in mice that are awake (left), or under isoflurane (middle) or ketamine (right). 

(D) Histogram of phase angle difference between V1 and PPA (black and red diamonds, 

respectively, in A and B) across trials and animals in mice that are awake (left), or under 

isoflurane (middle) or ketamine (right). Note that the distribution of angle difference is 

wider when mice are under anesthesia as compared to awake mice 

(E) The fraction of electrodes that are significantly phase coherent with V1 (Raleigh test, 

Bonferroni corrected) within each animal, under each condition (p<0.00001, Kruskal 

Wallis, pairwise p< 0.0001, Rank Sum).  

(F) The difference in the cosine similarity between the spatial amplitude of the most visually 

responsive SVD mode between awake and isoflurane (purple) and awake and ketamine 

(green). The dashed black horizontal line denotes no change in the cosine distances of 

spatial modes. Note that when mice are awake, the spatial activation across electrodes is 

more similar from trial to trial than when animals are under anesthesia.  
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Figure 4.13: Visual stimuli elicit slow traveling waves that are higher signal to noise, 

reliability evoked, and consistent in activation pattern from trial to trial when animals are 

awake compared to when animals are under anesthesia  

(A) Rank profile of most visually responsive 3-6Hz mode on each trial aggregated across 

animals when mice are awake (left), or under isoflurane (middle left), ketamine (middle 

right) or propofol (left). (p<0.00001, Kruskal Wallis, pairwise p=0.0196, Rank Sum). 

(B) Fraction of trials in which at least one visually responsive mode was found (Methods) in 

each mouse, when awake or under isoflurane, ketamine or propofol (p<0.0001, Kruskal 

Wallis, pairwise p<0.001, Rank Sum). 

(C) The fraction of electrodes that are significantly phase coherent with V1 (Raleigh test) 

within each animal, under each condition (p<0.0001, Kruskal Wallis, pairwise p=0.0007, 

Rank Sum).  

(D) The difference in the cosine similarity between the spatial amplitude of the most visually 

responsive SVD mode between awake and isoflurane (purple), awake and ketamine 
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(green) and awake and propofol (blue). Shading displays the 95% confidence intervals of 

mean differences in cosine similarity between the waking and anesthetic states. The 

dashed black horizontal line denotes no change in the cosine distances of spatial modes. 

Note that when mice are awake, the spatial activation across electrodes is more similar 

from trial to trial than when animals are under anesthesia.  
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Figure 4.14: Slow frequency oscillations form a coherent wave over large areas of the 

cortical surface in awake mice, but when mice are under anesthesia, the slow wave is only 

present within V1  

(A) At each stereotaxic location, the average phase offset of the most visually responsive 3-

6Hz spatial mode relative to V1 (the black diamond) is plotted in color. The arrows depict 

the spatial gradient. The directions of the arrows show the direction of spatial phase 

progression and the magnitude of the arrows correspond to the consistency of the angle 

of the spatial phase gradient over trials and animals. Gray locations did not meet 
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Bonferroni corrected statistical significance (Raleigh test) across trials and animals. Note 

that the direction of propagation of visually evoked fast waves are similar in V1 when 

animals are anesthetized and awake.  

(B) The variance of the spatial phase offset relative to V1 (black diamond) is plotted across 

trials and animals at each stereotaxic location. Lighter colors correspond to a more 

consistent phase angle offsets, whereas darker colors correspond to more variance in 

phase angles across trials and animals. Under anesthesia, the variance in the phase 

relationship of channels outside of V1 increases compared to when animals are awake.  

(C) Histogram of the phase angle difference of the most visually responsive 3-6Hz modes at 

two different locations within V1 (black and blue diamonds in A and B) across trials and 

animals in mice that are awake (left), or under isoflurane (middle) or ketamine (right). 

(D) Histogram of phase 3-6Hz angle difference between V1 and PPA (black and red 

diamonds, respectively, in A and B) across trials and animals in mice that are awake 

(left), or under isoflurane (middle) or ketamine (right).  

(E) The faction of electrodes that are significantly phase coherent with V1 (Raleigh test, 

Bonferroni corrected) within each animal, under each condition.  

(F) The difference in the cosine similarity between the 3-6Hzspatial amplitude of the most 

visually responsive SVD mode between awake and isoflurane (purple) and awake and 

ketamine (green). The dashed black horizontal line denotes no change in the cosine 

distances of spatial modes. Note that when mice are awake, the spatial activation across 

electrodes is more similar from trial to trial than when animals are under anesthesia.  
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Figure 4.15: Visual stimuli elicit fast traveling waves that remain in V1 for low luminance 

stimuli in both awake and anesthetized animals 

(A) Phase progression of the 30-50Hz wave as the screen luminance increases in awake 

mice.  

(B) Phase progression of the 30-50Hz wave as the screen luminance increases in awake 

under isoflurane. 

(C) Phase progression of the 30-50Hz  wave as the screen luminance increases in mice 

under ketamine. Note that for lower luminance stimuli, the variance of phase angles 

between channels increase outside of V1 for animals that are awake or anesthetized.  

* Within each diagram, gray locations did not meet Bonferroni corrected statistical significance 

(Raleigh test) across trials and animals. 
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Figure 4.16: Slow frequency oscillations form a coherent wave over large areas of the 

cortical surface in awake mice, but when mice are under anesthesia, the slow wave is only 

present within V1  

(A) Phase progression of the 3-6Hz wave as the screen luminance increases in awake mice. 

Note that when the screen luminance is at 2%, the slow wave is only detected around V1. 

However as stimulus intensity increase, the spatial extent of the slow wave also 

increases over the cortical surface 

(B) Phase progression of the 3-6Hz wave as the screen luminance increases in awake under 

isoflurane. Note regardless of screen intensity, slow waves are only detected around V1. 

(C) Phase progression of the 3-6Hz wave as the screen luminance increases in mice under 

ketamine. Similar to mice under isoflurane, slow waves are only detected around V1 

regardless of screen intensity. 
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* Within each diagram, gray locations did not meet Bonferroni corrected statistical significance 

(Raleigh test) across trials and animals. 
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CHAPTER 6- General Discussion 

 

In summary, my thesis work demonstrates that in awake mice, simple visual stimuli on a 

single trial basis reliably evoke two traveling waves at two different temporal frequencies. The 

fast, 30-50Hz, evoked waves begin in V1 and propagate anterolaterally in a feedforward direction, 

and the slow, 3-6Hz, evoked waves begin more rostrally waves spread posteromedially in a 

feedback manner. The phase of the slow wave modulates the amplitude of the fast wave. 

Moreover, the spatial wavelength of both waves is on the order of the cerebral hemisphere. This 

suggests that these waves may be a neurophysiological process that coordinates neuronal 

activity evoked by visual stimuli across distant brain areas. In direct support of this notion, the 

phase of the slow wave also entrains the firing patterns of previously uncorrelated V1 and PPA 

neurons after stimulus onset, thereby generating a transient neural assembly across the visual 

hierarchy (Chapter 2). 

We then turned to studying the effects of mechanistically distinct anesthetics on feedforward 

and feedback waves of electrical activity elicited by simple visual stimuli. While some effects of 

anesthetics depend strongly on the specific anesthetic agent, others proved to be universally 

observed regardless of drug identity. Agent specific effects mostly involve the fast feedforward 

oscillations. For instance, we show that in mice given equipotent doses of isoflurane and propofol, 

the intertrial phase coherence (ITPC) of visual evoked gamma oscillations in V1 is substantially 

lower under propofol as compared to isoflurane (Chapter 3). This is remarkable because 

spontaneous EEG characteristics is similar under both of these drugs. At lower concentrations, 

both propofol and isoflurane elicit slow oscillations in the delta range (1-4 Hz), reminiscent of 

those observed during natural sleep. With higher concentrations of either drug, burst suppression 

is reliably observed. In both research and clinical settings, the state of anesthesia is most 

commonly assessed using the power spectrum of the EEG. Indeed, much of the work addressing 
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mechanisms responsible for the generation of spontaneous slow oscillations as well as the 

functional consequences that slow oscillations have on sensory processing, largely ignores the 

specifics of anesthetic agents. Yet, our results suggest that given essentially identical 

spontaneous EEG characteristics, responses to sensory stimuli depend strongly on the identity of 

the anesthetic agent.     

Finally, the strongest evidence for the potential contribution of feedback waves in 

orchestrating coordinated neural activity across distant cortical sites is that three mechanistically 

distinct general anesthetics commonly abolish the generation, signal to noise and spatial 

activation pattern of the visual evoked slow feedback wave. Remarkably, even with strong stimuli, 

under the influence of hypnotic levels of anesthesia, visual evoked feedback waves are 

comparable to those of the weakest stimulus presented to awake animals. Therefore, these 

results are consistent with the notion that visual evoked slow feedback waves may be necessary 

to coordinate activity among disparate cortical regions in order to transform visual stimuli into 

perception. Moreover, the universal suppression of feedback visual evoked waves by 

mechanistically distinct anesthetics makes it a promising candidate for a shared mechanism that 

leads to anesthetics induced loss of consciousness (Chapter 4).  

 

Limitations and Future directions  

Chronic preparation 

Acute on chronic preparations are technically easier to perform and more financially feasible, 

especially while developing a new experimental paradigm, but they have some important 

drawbacks. For example, while we provide ample evidence that our mice are awake (including 

collecting low amplitude fast frequency EEG, observing spontaneous movement, and passive and 

active whisking), and we do allow for isoflurane washout, we cannot be certain that no residual 

anesthetic effect is present in our awake recordings. Additionally, even though we preformed the 
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craniotomy with local anesthetic scalp blocks and provided mice with both steroids and non-

steroidal anti-inflammatory drugs (NSAIDs) to minimize the inflammation and pain, we cannot 

ensure that the effects that we are observing are not confounded by the acute effects of surgery, 

including potential dissipation of analgesia. In the future, it would be fruitful to repeat these 

experiments in a subset of mice that are chronically implanted with high density ECoG grids and 

allow animals to recover before recording visual evoked traveling waves during the waking and/or 

anesthetized states.  

 

Behavioral task to probe visual perception 

While we demonstrate that visual stimuli evoke two traveling waves with spatiotemporal 

properties that are consistent with large scale feedforward-feedback processes, we cannot 

definitively assess the behavioral roles of these waves. To dissect the function of visual evoked 

traveling waves in perception, future research must focus on generating a task in which animals 

report when they witness visual stimuli. In animals that are awake, one would ideally create a 

go/no-go task in which water restricted animals learn to lick when they see visual stimuli for a 

water reward.  

However, task design becomes more complicated when attempting to probe perception 

in anesthetized animals. Here, I aimed to deliver hypnotic doses of anesthesia in order to ablate 

consciousness without inducing deep anesthetic states. At these doses, however, animals are 

projected to be responsive on a subset of trials (McKinstry-Wu et al., 2019). Since many 

anesthetic agents have sedative properties (Alkire and Miller, 2005; Lu et al., 2008a), mice may 

be less motivated to complete the task under anesthesia, even though they might well perceive 

visual stimuli. Thus, one would need to construct a paradigm in which researchers can measure 

both perception and motivation. Therefore, a two-alternative forced choice task might be a 

suitable option (Burgess et al., 2017). In this design, water restricted mice would report by licking 
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one of two lick-ports if they saw or did not see visual stimuli when a test cue is presented. Trials 

in which mice do initiate licks, might therefore be interrupted as trials in which mice are not 

motivated to complete the task. However, this task design would require mice to remember if they 

saw visual stimuli at least until they received the cue stimulus. Since many anesthetic drugs are 

also produce amnesia (Hao et al., 2020; Hemmings et al., 2019), interpretation of the results of 

this task may also prove difficult.  

 

Information content in feedforward and feedback waves 

In this dissertation, I describe the visual evoked waves as feedforward and feedback 

given their sites of initiation and propagation directions. However, I do not directly test whether 

feedforward waves encode information about stimulus characteristics. In order to examination 

this, one must provide animals with a series of parametrically changing visual stimuli and record 

how the spatiotemporal properties of the feedforward wave change with stimulus parameters. I 

also do not directly test if the feedback waves contain context cues or predictions. To investigate 

this, one could present mice with a series of visual stimuli that changes unpredictably, such as an 

oddball (Nourski et al., 2017), and record how response properties of the slow and fast waves 

change with standard and oddball stimuli.  

 

The integration of multiple stimuli  

Our results indicate that a simple brief flash of light elicits a multiplexed travelling wave 

that spreads over large areas of the cortical surface and long outlasts stimulus presentation. 

Thus, the waves characterized in this work, may be thought of as an impulse response of a 

system. How waves evoked by static natural scenes manifest within the brain remains unknown. 

Natural images contain a multitude of stimulus attributes arranged in a complex spatial profile. It 
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is possible, for instance, disparate components of the input stimulus evoke oscillations that 

destructively interfere, and therefore, the waves elicited might be lower in amplitude or have a 

more complex spatiotemporal pattern.    

While static natural scenes are an example of how multiple stimulus features can be 

presented at once, another fascinating question is how do evoked waves from stimuli presented 

in temporal succession interact? For example, Gao et al. illustrates that when the interstimulus 

interval is short, cortical waves evoked by the first visual stimulus suppress visual evoked waves 

from the second stimulus. Yet, with longer interstimulus intervals, the wave evoked from the first 

stimulus fuses with the wave evoked from the second, thereby generating a combined wave that 

propagates faster and farther than the waves elicited from either stimuli presented in isolation 

(Gao et al., 2012). However, these waves were identified by recording trial average VSD imaging 

over the visual cortex in rats, and does not examine whether similar phenomena are seen on a 

larger scale (Gao et al., 2012). 

Further, it would be interesting to investigate if stimuli from other sensory modalities 

evoke a similar set of traveling waves. If so, how do cortical waves elicited from multimodal 

stimuli interact? Might the interference pattern generated by multimodal waves provide the 

neurophysiological substrate for multisensory integration? Much of the multisensory literature 

suggests that evoked firing rates from weak multimodal stimuli add supra-linearly, whereas of 

responses to strong stimuli add sub-linearly (Stein and Stanford, 2008; Stevenson et al., 2014). 

We might expect a similar inverse relationship between the strength of multimodal stimuli and 

amount of destructive interference among the waves they elicit. Moreover, the interference 

pattern of waves elicited from multimodal stimuli might not display the same behavior uniformly 

over the cortical surface. Association areas, such as the PPA, are known to receive projections 

from many cortical areas processing many sensory modalities (Hovde et al., 2019; Ursino et al., 

2014). Therefore, deviations from linearity in the interference pattern may be more prominent in 

association areas.  
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Finally given evidence that anesthetic agents suppress cross modal responses within 

primary cortical areas (Raz et al., 2014; Sellers et al., 2015), and decrease network integration 

(Boly et al., 2012; Monti et al., 2013; Tagliazucchi and Laufs, 2014), one might expect that low 

doses of anesthetic drugs may specifically alter the interference pattern of waves induced by 

multimodal stimuli, and thus disrupt multisensory integration.   

 

Conclusion  

In this dissertation, I demonstrate that visual stimuli evoke two traveling waves, one in the 

feedforward direction, and the other in the feedback direction in awake mice. The spatial extent 

and modulation pattern of these waves make them attractive candidates for organizing cortical 

activity along the visual hierarchy. Moreover, large scale feedback waves are not reliably elicited 

in awake animals receiving weak visual stimuli or animals anesthetized with any of the three 

agents tested. Therefore, visual evoked feedback waves have the potential to denote or actually 

be a neurophysiological signature of processing that transforms a visual stimulus into a unified 

percept. In the future, by probing mouse behavior with visual tasks, and altering the pattern of 

stimuli delivered, we can better quantify the perceptual power of these waves. Moreover, by 

examining how these waves interact during states of endogenous and pharmacologically induced 

states of decreased arousal, we might be able to better understand how consciousness is formed 

and lost.  
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