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Abstract: This paper presents an advanced method to determine explanatory variables required for 
developing deterioration models without the interference of human bias. Although a stationary set 
of explanatory variables is ideal for long-term monitoring and asset management, the penalty 
regression results vary annually due to the innate bias in the inspection data. In this study, 
weighting factors were introduced to consider the inspection data collected for several years, and 
the most stationary set was identified. To manage the substantial amount of inspection data 
effectively, we proposed a software package referred to as the Deterioration Model Development 
Package (DMDP). The objective of the DMDP is to provide a convenient platform for users to 
process and investigate bridge inspection data. Using the standardized data interpretation, the user 
can update an initial dataset for the deterioration model development when new inspection data 
are archived. The deterministic method and several stochastic approaches were included for the 
development of the deterioration models. The performances of the investigated methods were 
evaluated by estimating the error between the predicted and inspected condition ratings; further, 
this error was used for estimating the most effective number of explanatory variables for a given 
number of bridges. 

Keywords: bridge condition rating; deterioration model; bridge monitoring system; explanatory 
variables; structural health monitoring 

 

1. Introduction 

The increasing demand for structural health monitoring (SHM) has demonstrated the need for 
effective civil infrastructure management systems [1–3]. The objective of such management systems 
is to inform an appropriate maintenance actions depending on the condition state of the 
infrastructure in question. Deterioration models have been widely adopted by infrastructure 
management agencies to evaluate the changes in the condition ratings during the service life of civil 
infrastructures, such as bridges, sewers, and asphalt pavements [4–6]. Inspection data monitored 
from all assets over several decades can be analyzed to extract the features of the deterioration 
process. Among the various types of civil infrastructure, deterioration models mainly focus on 
bridges, owing to the importance of public safety and the substantial maintenance expenses involved 
[3,7]. 

The deterioration of civil infrastructure is defined as a continuous decline in the condition 
ratings from the initial operational condition due to gradual changes in the performance of the 
structural elements [8]. The health status of an individual bridge can be expressed by the condition 
rating, which provides a comprehensive measure on the basis of field inspections and ranges from 
“0 (failed)” to “9 (excellent)” [9]. Using the Pontis bridge management system, the element levels of 
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inspection data are converted into the National Bridge Inventory (NBI) condition ratings for the 
decks, superstructures, substructures, channels and their protection, and culverts [10]. Numerous 
studies have focused on the decks, superstructures, and substructures in the development of 
deterioration models [4,11–14]. 

Many studies have been conducted classify of bridge assets and demonstrated the benefit of 
using a specific deterioration model type for effective bridge monitoring systems (BMS); however, 
these tasks require significant computation time to manage bridge inspection data and should 
interpret new inspection data for model update [15]. For further investigation, a comprehensive 
toolsuite for the development of deterioration model would aid this process for engineers, managers, 
and researchers. 

This study presents a method for determining the explanatory variables of condition ratings 
from inspection data. Although several variables are commonly identified as explanatory variables, 
the final variable sets may vary from year to year. In the proposed method, nearly stationary sets of 
explanatory variables, regardless of the inspection year, are identified for bridge assets. To provide a 
convenient platform for developing deterioration models, we propose a software package referred to 
as the Deterioration Model Development Package (DMDP). The essence of DMDP is to allow the user 
to update the inspection data if the previously archived data exist and to provide multiple options 
for the developing deterioration models. A deterministic model and several stochastic deterioration 
models were encoded for the deck, superstructure, substructure, and culvert elements. Wyoming 
bridges were then investigated to validate the proposed method and DMDP by predicting the 
condition ratings. The ability to conduct performance comparisons in the DMDP allows the optimal 
number of explanatory variables that minimizes the normalized prediction error for each condition 
state to be determined. 

2. Background 

The technical literature on the bridge deterioration model and BMS is reviewed in this section. 
The deterioration models provide a mathematical evidence for decision making process including 
life cycle cost (LCC) estimation [16,17] and establishment for maintenance strategies [18–20]. The 
deterioration models are classified as deterministic or stochastic on the basis of the contribution of 
uncertainty to the transition between condition ratings. Deterministic models are developed by 
estimating the average condition ratings of the bridge inventory according to age (or year built) [21]. 
Although deterministic deterioration models are convenient for analyzing the inspection data, they 
do not reflect the transitions between condition ratings or other historic information. 

Stochastic deterioration models are designed to overcome these issues and have been adopted 
in many U.S. states [4,19,21]. The Markov chain process has been implemented extensively to estimate 
the transition probabilities between condition ratings. The cumulative damage is assessed as a 
decrease in condition states over transition periods [22]. The elements of transition probability matrix 
are estimated using the condition history of various civil infrastructures, i.e., asphalt pavement [6], 
sewers [23], and bridges [4,24–26]. Although Markovian models are difficult in terms of 
implementing current condition and expressing condition states for all elements in a group of bridges 
with a single number, Markov chain process is still effective in considering historical inspection data, 
being widely used to reflect uncertainties in the deterioration process [27,28]. Alternatively, the 
sojourn time in each condition rating is modeled statistically. In reliability, the hazard rate function 
is modeled with Weibull distribution and the sojourn time is then estimated on the basis of the 
exponential of cumulated hazard function [29,30]. The sojourn time is used to estimate elements of 
transition probability matrix for the Markov chain process, being named as the semi-Markov method 
[31]. Bayesian techniques have been implemented to quantify the uncertainties from the prior 
information such as the assumed structural conditions and inspection data, and are used to update 
the posterior models [32–34]. Recently, artificial intelligence techniques including artificial neural 
network, data fusion, and machine learning has been used to develop deterioration models and to 
establish maintenance strategies [35–38]. 
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NBI inspection data is often used for the development of deterioration models. Owing to the 
increase in inspection data, the more sophisticated deterioration model can be developed by 
separating bridges into multiple groups. Butt et al. (1987) proposed a zoning technique to estimate 
transition probability matrices for every 6-year period [39]. Explanatory variables are used to group 
bridges and the deterioration models are developed for each [25,40–43]. Instead of leaning on the 
expert judgement for the selection of explanatory variables, Chang et al. (2017) proposed a framework 
based on a penalty regression quantifying the significance target variables [20]. Zhang and Marsh 
(2020) identified significant features among NBI data using random forest technique and developed 
Bayesian network models for deterioration prediction for each group [35]. 

Several studies focused on the performance comparison among existing and newly proposed 
methods. Agrawal et al. (2010) compared the deterioration models developed by Markov chain and 
Weibull distribution approaches and concluded that the Weibull shows better performance due to 
the duration independence assumption in the inspected data [4]. Wellalage et al. (2015) developed the 
Markov chain Monte Carlo simulation technique, with the superior performance being verified by 
the prediction model when it was compared with two other existing methods [44]. Chang et al. (2019) 
compared several Markov chain approaches and demonstrated the effectiveness of using logistic 
regression to model bridge deterioration [24]. Many studies used the comparison of condition ratings 
between inspected and predicted from deterioration models for validation [44–46]. 

3. DMDP 

The NBI requires regular inspections to be conducted biannually [47]. The resulting increase in 
the inspection data pool has enabled deterioration models to be developed by means of 
computational processes to access and analyze the inspection data from the numerous bridge assets. 
Maintenance agencies are required to monitor bridge conditions continuously and use such models 
to aid in the decision-making processes. Therefore, a comprehensive platform for conducting these 
tasks is necessary [12,48]. 

The DMDP is designed to conveniently interpret NBI records and develop deterioration models 
[49]. All bridge deterioration and inspection data used can be found at the Federal Highway 
Administration (FHWA) site [50]. One significant feature of the DMDP is that it allows the user to 
recall the deterioration model analysis results and update these when new inspection data are 
archived. In addition to an efficient protocol for loading inspection data, the DMDP provides multiple 
methods for the development of deterioration models, and thus the users can compare their 
performances in a straightforward manner. 

Figure 1 presents a flowchart of the DMDP, which is composed of three subtasks: the initiation 
of the DMDP, selection of explanatory variables, and development of deterioration models. Each 
subtask is matched to a MATLAB-based window developed using a graphical user interface 
platform. Once the user decides to initiate the analysis, a second window appears for the selection of 
explanatory variables. If a previously archived inspection dataset is accessible for a specific bridge 
element, the user can select the update option. Otherwise, the DMDP prompts the user to load the 
inspection data from the beginning and conducts an analysis to identify the significant variables. An 
explanatory variable list is obtained and used to divide the bridge data into multiple groups 
depending on the classification levels. Thereafter, a deterioration model is developed for each group. 
The window for the development of the deterioration models displays the deterioration curves for 
the selected group and the condition rating prediction results depending on the classification tree, if 
available. 
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Figure 1. Flowchart for Deterioration Model Development Package (DMDP). 

In the following section, NBI regulations, the weighted least absolute selection and shrinkage 
operator (LASSO), and an algorithm for the comparison of the condition rating prediction error are 
briefly described. 

3.1. NBI Regulation 

For effective bridge monitoring, the Federal Highway Administration (FHWA) requires each 
state to compile a bridge inspection database, known as the NBI database [47]. Over 100 inspection 
records for each bridge have been archived biannually since 1992 and opened to the public [50]. 
Several studies have focused on the selection of explanatory variables from these data, which are 
defined as parameters to which the condition status level is most sensitive from among the candidate 
variables following the NBI standards [21,31]. The list of candidate variables, presented in Table 1, is 
conservatively defined from among all inspection records. Since not all states record weather/climate 
accurately, this information is vanished from the candidates. Each variable includes more than two 
indices and is discretized manually with then indices if they are almost continuous variables, such as 
the length of the main span and average daily traffic. 
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Table 1. List of candidate variables. 

Index No. Candidate Variables 
1 Route signing prefix 
2 Highway agency district 
3 Base highway network 
4 Maintenance responsibility 
5 Functional classification of inventory route 
6 Year built (age) 
7 Lanes on the structure 
8 Lanes under the structure 
9 Average daily traffic 

10 Design load 
11 Skew 
12 Type of service on bridge 
13 Type of service under bridge 
14 Kind of material and/or design 
15 Type of design and/or construction 
16 Number of spans in main unit 
17 Inventory route, total horizontal clearance 
18 Length of maximum span 
19 Structure length 
20 Bridge roadway width  
21 Deck width 
22 Deck structure type 
23 Type of wearing surface 
24 Type of membrane 
25 Deck protection 
26 Average daily truck traffic 
27 Designated national network 

3.2. Weighted LASSO 

Chang et al. (2017) [21] proposed a framework for the selection of explanatory variables using 
penalized regression, known as LASSO [51]. By controlling tuning parameter in LASSO, the 
particular contribution for candidate variables is determined. Under the given condition ratings, 
which possibly contain innate human error, the explanatory variables can be determined without 
bias. To establish an efficient bridge management system with a nearly stationary set of explanatory 
variables, we adopted the weighted LASSO in the DMDP. 

Suppose that the condition ratings and inspection data collected from 𝑚𝑚 bridges in the 𝑖𝑖th year 
are 𝐘𝐘 and 𝐗𝐗, respectively, for which the linear regression model can be defined as follows: 

𝐘𝐘 = 𝐗𝐗𝐗𝐗 + 𝛆𝛆 (1) 

In Equation (1), 𝐗𝐗 ∈ ℜ𝑚𝑚×𝑛𝑛 is a matrix form of the inspection data for 𝑛𝑛 explanatory variables, 
and 𝐗𝐗  is the regression coefficient vector that minimizes the sum of the squared error, 𝜺𝜺 . The 
traditional LASSO estimates the regression coefficient 𝐗𝐗� using the following formula: 

𝐗𝐗� = arg min�‖𝐘𝐘 − 𝐗𝐗𝐗𝐗‖22 + 𝜆𝜆��𝛽𝛽𝑗𝑗�
𝑛𝑛

𝑗𝑗=1

� (2) 

In Equation (2), 𝜆𝜆 is the tuning parameter, and the penalty is defined as the absolute sum of 𝛽𝛽. 
The amount of shrinkage is generally defined as the dot product of these two terms. The priority of 
the candidate variables is determined by controlling this shrinkage parameter. Although LASSO 
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successfully identifies the explanatory variables using rigorous evidence, the result varies depending 
on the inspection year. 

Equation (2) is modified to use the inspection data from multiple years, such that 𝐗𝐗 =
[𝑤𝑤1𝐱𝐱1T 𝑤𝑤2𝐱𝐱2T ⋯ 𝑤𝑤𝑠𝑠𝐱𝐱sT]T and 𝐘𝐘 = [𝑤𝑤1𝐲𝐲1T 𝑤𝑤2𝐲𝐲2T ⋯ 𝑤𝑤𝑠𝑠𝐲𝐲sT]T, where 𝑠𝑠 denotes the total number 
of previous inspection years. The weighting parameter 𝑤𝑤𝑖𝑖 is introduced to estimate the contribution 
of the inspections of previous years for LASSO regression and is assumed to be half for each 
inspection cycle. 

The elements of Wyoming bridges were analyzed in this study to investigate the consistency of 
explanatory variable selection using the weighting factor in LASSO regression. The binary function 
used to quantify the difference in the ranking system for adjacent years is given by 

𝑓𝑓𝒊𝒊𝒊𝒊 = �1 if 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑖𝑖−1
0 if 𝑣𝑣𝑖𝑖 ≠ 𝑣𝑣𝑖𝑖−1  (3) 

In Equation (3), 𝑣𝑣𝑖𝑖 is the 𝑖𝑖th element of a list of 𝑛𝑛 explanatory variables in the 𝑗𝑗th year. The 
normalized consistency, 𝑐𝑐𝑗𝑗, is defined as follows: 

𝑐𝑐𝑗𝑗 =
1
𝑛𝑛
�𝑓𝑓𝑖𝑖𝑗𝑗
𝑖𝑖

 (4) 

Figure 2 presents the normalized consistency for the deck, superstructure, and substructure 
elements in the Wyoming bridges considered in this study. Regardless of the element type, the 
normalized consistency generally increases when using inspection data from multiple years. When 
eight years of inspection data were used, the set of explanatory variables was almost identical to the 
set obtained when using all inspection data. Accordingly, the DMDP was developed to use eight 
years of inspection data with weighting factors to determine the explanatory variables. 

 
Figure 2. Normalized consistency comparison for (a) deck, (b) superstructure, and (c) substructure 
elements. 
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3.3. Prediction of Condition Ratings 

The DMDP provides an option to investigate the previous inspection data, as illustrated in 
Figure 1. Supposing that the year 𝑟𝑟  is used for the selection of the explanatory variables, the 
inspection data prior to the 𝑟𝑟th year are employed to develop the deterioration models. For stochastic 
deterioration models, the remaining inspection data can be used to estimate the prediction error. The 
normalized average error for a future year, denoted by 𝑒𝑒𝑟𝑟, is estimated as follows: 

𝑒𝑒𝑟𝑟 =
∑ |1 − 𝜌𝜌|𝑚𝑚
1

𝑚𝑚
 (5) 

In Equation (5), 𝜌𝜌  is the ratio between the predicted and inspected condition ratings. The 
prediction of condition rating is determined either from the dot product of the transition probability 
matrix and state vector when the Markov chain is utilized, or from the curve-fitting of sojourn times 
when the Weibull distribution is used. The normalized average error, 𝜌𝜌, denotes the closeness of the 
prediction to the inspection results, and its ideal value is equal to unity. 

4. Development of Deterioration Models 

4.1. Deterministic Deterioration Models 

The NBI condition ratings for the bridge elements are determined by converting of the inspection 
data using the mapping criterion [10]. The deterministic deterioration model uses the current status 
of the NBI condition ratings by taking their mean according to each age and applying a curve-fitting 
algorithm to connect them. In the DMDP, a power function is employed to develop the deterioration 
curve, for which the number of bridges corresponding to each condition rating is used as a weighting 
factor. 

4.2. Stochastic Deterioration Models using Markov Chain 

The uncertainty of the condition state transition over time is modeled using a Markov chain 
process [22,25]. A typical Markov chain problem involves developing a transition state matrix 
between any two inspection periods, which is defined as 

𝐏𝐏 =

⎣
⎢
⎢
⎢
⎡
𝑝𝑝11 1 − 𝑝𝑝11 0 ⋯ 0
0 𝑝𝑝22 1 − 𝑝𝑝22 ⋯ 0
0 0 𝑝𝑝33 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 1⎦

⎥
⎥
⎥
⎤
 (6) 

In Equation (6), 𝑝𝑝𝑖𝑖𝑖𝑖  is the probability that the condition rating of state 𝑖𝑖  remains the same. 
Accordingly, the probability representing a decrease in the condition state is determined as 1 − 𝑝𝑝𝑖𝑖𝑖𝑖. 
The elements of 𝐏𝐏 are equal to zero when 𝑖𝑖 < 𝑗𝑗 because the states cannot be improved without 
intervention. Assume that the initial distribution probability of the bridges in each condition state 
vector is 𝑞𝑞0. Using total probability theory, the transition probability matrix for next inspection state 
can be obtained by the powers of 𝐏𝐏, and the probability condition state after the 𝑛𝑛th inspection 
periods is defined as 

𝑞𝑞𝑛𝑛 = 𝑞𝑞0𝐏𝐏𝑛𝑛 (7) 

For most inspection data, the year built (age) is ranked highly in the set of explanatory variables. 
The zoning technique, in which the inspection data are grouped for identical age periods, is therefore 
used to consider the effects of the age and to improve the accuracy of the deterioration models [36]. 
The transition state matrices are estimated for each group and the initial vectors are updated 
accordingly. Several methods, including percentage prediction, logistic regression, and optimization-
based approaches, have been developed to estimate the elements of the transition state matrix 
[11,24,25]. 
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4.3. Stochastic Deterioration Models using Weibull Distribution 

A stochastic process has been developed to model the uncertainty in the estimation of the 
sojourn time, which represents the duration of a bridge element remaining at a particular condition 
rating [4,30,52]. The probability of survival 𝑆𝑆𝑖𝑖(𝑡𝑡) indicates that a bridge at condition rating 𝑖𝑖 remains 
in the same condition state when the sojourn time 𝑇𝑇𝑖𝑖  exceeds 𝑡𝑡 years, and is modeled using the 
cumulative distribution function of Weibull distribution, as follows: 

𝑆𝑆𝑖𝑖(𝑡𝑡) = exp{−𝛬𝛬𝑖𝑖(𝑡𝑡)} (8) 

In Equation (8), 𝛬𝛬𝑖𝑖(𝑡𝑡) is defined as the integrated value of the hazard rate, 𝜆𝜆𝑖𝑖(𝑡𝑡), which can be 
modeled using Weibull distribution as follows: 

𝜆𝜆𝑖𝑖(𝑡𝑡) = 𝜂𝜂𝑖𝑖
𝜃𝜃𝑖𝑖
� 𝑡𝑡
𝜃𝜃𝑖𝑖
�
𝜂𝜂𝑖𝑖−1

exp �− �𝑡𝑡
𝜃𝜃𝑖𝑖
�
𝜂𝜂𝑖𝑖
�, 𝑡𝑡 > 0, 𝜃𝜃𝑖𝑖 > 0, 𝜂𝜂𝑖𝑖 > 0, 𝑖𝑖 = 2, … , 9 (9) 

In Equation (9), 𝜂𝜂𝑖𝑖  and 𝜃𝜃𝑖𝑖  are the shape and scale parameters, respectively, which can be 
estimated using a curve-fitting mechanism. As an example, the distribution of Wyoming bridges 
regarding age belonging to each condition rating was modeled using Weibull distribution, as shown 
in Figure 3. The higher condition rating showed that the shape of the Weibull function generally 
skewed right more, and vice-versa. The sojourn time, 𝑇𝑇𝑖𝑖 , is defined as a mean of the estimated 
Weibull distribution and can be calculated by 

E(𝑇𝑇𝑖𝑖) = 𝜂𝜂𝑖𝑖Γ �1 +
1
𝜃𝜃𝑖𝑖
� (10) 

In Equation (10), Γ(. ) denotes the gamma function. For each subset of the bridge inventory, a 
maximum of nine sojourn times can be estimated for all condition states, except the “0 (failure)” 
condition, indicating the average duration for which the bridges remain in a particular condition 
state. Third-order polynomial functions are implemented in the DMDP to develop deterioration 
models from these discretized data. 

 
Figure 3. Modeling of the bridge age distribution using a Weibull function for condition ratings of (a) 
“9 (excellent)”, (b) “8 (very good)”, (c) “7 (good)”, (d) “6 (satisfactory)”, (e) “5 (fair)”, (f) “4 (poor)”, 
(g) “3 (serious)”, (h) “2 (critical)”, and (i) “1 (imminent failure)”. 
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5. Effect of using Weighted LASSO 

Wyoming bridges were investigated to verify the DMDP and to provide performance 
comparison of the deterioration models. Regular bridge inspections have been conducted in 
Wyoming since 1992. More than 3100 bridges are currently operating in Wyoming, and 257 bridges 
(8.21%) were classified as deficient as of the end of 2018, which is greater than the national average 
(7.64%), and thus will require substantial repair and rehabilitation efforts to improve public safety 
[53]. To establish an effective BMS, the Wyoming Department of Transportation has focused on the 
development of deterioration models [12]. As an extension of the previous study into deterioration 
mode development, this work validates the use of weighted LASSO for the selection of explanatory 
variables and compares the performance of several algorithms including deterministic and stochastic 
deterioration models. 

5.1. Selection of Explanatory Variables 

To investigate the efficacy of the weighted LASSO, we identified the lists of explanatory 
variables for the deck, superstructure, and substructures using the inspection data from a single year 
(existing method) and the previous eight years (proposed method), as indicated in Tables 2–4, which 
show the index numbers of the candidate variables defined in Table 1. In general, more consistent 
results were observed when the proposed method was applied to the selection of explanatory 
variables. For the deck elements identified using the proposed method, the type of wearing surface, 
which had an index number of 23, was generally considered to be the most significant, followed by 
the structure length, which had an index number of 19, whereas this ranking was inconclusive when 
only the single year inspection data were used. The inspection records for a single year can possibly 
be affected by specific conditions including human error, natural disasters, and maintenance actions 
across the entire state whether they are recorded. The expansion of inspection data to include 
previous years helps to diminish such biased effects. Similar results were observed for the other 
elements; therefore, the proposed method identifies the top-ranked explanatory variables with 
superior consistency compared to the existing method. 

These explanatory variable sets determined by LASSO are used to divide the bridge data into 
multiple groups using a classification tree and to develop deterioration models, the performances of 
which were evaluated by the normalized prediction error defined in Equation (5). The number of 
classification tree levels was set to three and logistic regression was applied to estimate the transition 
probability matrices. For example, Figures 4 and 5 illustrate the specific classification trees for the 
deck element based on the inspection data from a single year (2013) and from multiple years (2006 to 
2013), respectively. The minimum number of bridge assets was set to 50 for each group. 

Table 2. List of explanatory variables for deck since 2009 using least absolute selection and 
shrinkage operator (LASSO) with and without weights. 

Year Single-Year Inspection Eight-Year Inspection 
2009 23 9 4 10 22 23 10 4 5 19 
2010 23 22 19 10 9 23 10 4 19 9 
2011 23 22 2 19 4 23 4 19 10 22 
2012 23 19 2 4 22 23 19 2 4 22 
2013 19 23 4 9 2 23 19 2 4 22 
2014 23 19 4 9 2 23 19 4 2 9 
2015 23 4 19 5 9 23 19 4 2 9 
2016 23 4 19 9 10 23 19 4 9 2 
2017 23 19 4 10 9 23 19 4 10 9 
2018 23 10 19 4 26 23 19 4 10 2 
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Table 3. List of explanatory variables for superstructure since 2009 using LASSO with and without weights. 

Year Single-Year Inspection Eight-Year Inspection 
2009 22 10 21 18 5 22 10 21 17 4 
2010 22 20 10 21 5 22 10 21 17 4 
2011 22 20 10 21 18 22 10 20 21 17 
2012 22 20 10 4 18 22 10 20 21 18 
2013 22 20 18 21 5 22 20 10 21 5 
2014 22 20 15 5 18 22 20 10 5 18 
2015 22 10 5 4 19 22 20 10 5 18 
2016 22 23 4 20 14 22 20 4 5 19 
2017 22 10 4 19 8 22 20 4 10 19 
2018 10 22 4 19 8 22 10 4 19 20 

Table 4. List of explanatory variables for substructure since 2009 using LASSO with and without weights. 

Year Single-Year Inspection Eight-Year Inspection 
2009 10 20 23 22 21 10 20 21 22 23 
2010 20 10 23 22 1 10 20 22 23 21 
2011 20 23 10 22 1 10 20 23 22 1 
2012 23 10 20 5 4 10 20 23 22 1 
2013 23 20 10 5 22 10 23 22 20 1 
2014 23 10 20 5 26 23 20 10 22 5 
2015 23 10 20 5 22 23 10 20 5 22 
2016 23 10 20 22 5 23 10 20 5 22 
2017 10 23 22 20 5 23 10 20 22 5 
2018 10 22 26 20 5 10 23 22 20 5 

 
Figure 4. Classification tree for Wyoming bridges using explanatory variables from a single year 
(2013) of inspection data for deck elements. 
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Figure 5. Classification tree for Wyoming bridges using explanatory variables from eight years (2006-
2013) of inspection data for deck elements. 

Logistic regression was utilized to develop the deterioration models. Then, the normalized 
prediction errors for the 2014 to 2018 inspection data were compared, as shown in Figure 6, in which 
it can be observed that the normalized error generally increased with increasing prediction year. 
Although the normalized error decreased by an average of only 1.6% over all prediction periods, this 
was still a remarkable improvement considering the large number of bridges and inspection data 
points. Using the inspection data from multiple years reduced the chance of selecting explanatory 
variables that would only exhibit high correlation with a particular year. This provided additional 
benefits to bridge owners for more effectively managing their bridge assets. 
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Figure 6. Normalized prediction error comparison for (a) deck, (b) superstructure, and (c) 
substructure elements when explanatory variables were determined by using single- and eight-year 
inspection data. 

5.2. Effective Number of Explanatory Variables 

The number of bridges varies according to the states, affecting the level of classification scheme 
used to improve the prediction accuracy. Although LASSO generally suggests a large number of 
explanatory variables to optimize the penalty regression model, this is unnecessary and impossible 
since the number of bridges and quantity of inspection data are often insufficient to effectively group. 
Indeed, a high level of classification does not guarantee an improvement in the prediction result and 
occasionally shows negative effects. Figure 7 illustrates the decrease in normalized prediction error 
for the deck elements from randomly selected states. The classification scheme was applied until the 
bridges could be grouped using the required number of bridges and inspection data. For example, 
the sixth explanatory variable for Alaska could not create a bridge group and thus the classification 
ended at the fifth level. In many cases, the minimum error was observed when the number of 
explanatory variables was less than the maximum, and thus excessive classification should 
accordingly be avoided. 
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Figure 7. Normalized prediction error depending on the number of explanatory variables for the deck 
elements in randomly selected states. 

To suggest a reasonable classification tree level, we compared the prediction error for five years 
using inspection data from various states. The optimal number of explanatory variables was 
determined when the improvement in the normalized prediction error was less than 1E-4 with 
further increase in the level of classification. Figure 8 shows the optimal number of explanatory 
variables depending on the number of bridges using all inspection data from all states. The trendline 
was developed using a linear function and is shown in blue, and the 95% confidence interval is 
plotted in red. In general, the optimal number of explanatory variables increased as the number of 
considered bridges increased. Regardless of the number of bridges, four explanatory variables should 
be considered as a minimum, and no state would require more than eight explanatory variables. 

 
Figure 8. Number of optimal explanatory variables for all U.S. states to minimize the normalized 
prediction error. 
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6. Comparison of Deterioration Models for Wyoming Bridges 

6.1. Deterministic Deterioration Models 

Figure 9 presents all of the deterministic deterioration models for the available sets when three 
classification tree levels were used to investigate Wyoming bridges. The bridges that did not belong 
to these subsets were considered to follow the previous classification level. This rule was applied to 
the stochastic deterioration models in the same manner. The deterioration was modeled using a 
power function of the mean bridge age for each condition rating, which are indicated by the bullet 
symbols () in the figure. 

 
Figure 9. Deterministic deterioration models corresponding to the third level of the classification tree, 
for which the explanatory variables were identified using 2006-2013 National Bridge Inventory (NBI) 
data; (a) subset 1, (b) subset 2, (c) subset 3, (d) subset 4, (e) subset 5, (f) subset 6, and (g) subset 7. 

Overall, it can be observed that the bridges in Figure 9a,d are relatively old on the basis of the 
mean age distribution. The bridge assets illustrated in Figure 9b,c included only four condition 
ratings, therefore, the deterioration curves were easily distorted. None of the figures include high-
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quality bridges corresponding to the condition ratings of “8 (very good)” and “9 (excellent)”. Thus, 
it is difficult to develop a representative model using a single curve and to predict future condition 
ratings. However, the deterministic models remain effective for identifying the distribution of 
currently operating bridges depending on their condition ratings. On the basis of the age information, 
the user can simply identify the types of bridges built in a specific era. The bullets in Figure 9f,g 
corresponding to condition ratings greater than “7 (good)” are plotted up to an age of nearly 20, 
which indicates that the bridges in these subsets have been constructed relatively recently. 

6.2. Stochastic Deterioration Models 

Four stochastic deterioration algorithms were coded in the DMDP: three were based on the 
Markov chain process (percentage prediction, logistic regression, and optimization-based) and one 
used the Weibull distribution to estimate the sojourn time. The deterioration models for the deck 
elements based on all of the inspection data are plotted in Figure 10. The deterioration curves for the 
percentage prediction and logistic regression algorithms were found to be similar. The optimization-
based algorithm exhibited a rapid decrease during the first years, following which the deterioration 
process was almost flat, regardless of the initial condition ratings. The proportion of condition ratings 
between “4 (poor)” and “7 (good)” from the historical inspection data resulted in a small decrease in 
the entire age range for the optimization-based algorithm. The sojourn times for the condition ratings, 
indicated by the bullets in the deterioration models, were estimated using the Weibull distribution, 
and polynomial curve-fitting was applied to plot the deterioration model illustrated in Figure 10d. 
The deterioration curves starting from “7 (good)” and “5 (fair)” were shifted compared to that 
starting from “9 (excellent)”. The curve-fitting algorithm thus significantly affects the deterioration 
shape. In fact, a rapid decrease is generally observed in the other methods, but differences exist 
between the deterioration curve and bullets. 

 
Figure 10. Deck deterioration models for all Wyoming bridges using (a) percentage prediction, (b) 
logistic regression, (c) optimization algorithm, and (d) Weibull distribution. 

Further analysis was carried out to investigate the effect of the classification tree level applied in 
the stochastic methods. Figure 11 presents an example of the superstructure deterioration models for 
a subset associated with the three explanatory variables “DST 1” (cast-in-place concrete), “BRW 4” 
(range between 4 and 6 m), and “DL 5” (MS 18). The quantity of inspection data and bridges were 
slightly higher than required for these variables. Similar to the deterioration models for all of the 
inspection data, the models for the percentage prediction and logistic regression algorithms were 
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almost identical. The condition ratings decreased rapidly in early age and became almost flat for the 
remaining service life. The decrease in the condition ratings under the optimization-based algorithm 
was mainly concentrated in the first two decades. The number of components corresponding to the 
high-level of condition ratings used for the optimization process nearly flattened this curve. The 
deterioration model for the Weibull distribution was similar to those for the percentage prediction 
and logistic regression algorithms, but differences were evident between the bullets representing the 
estimated sojourn time and the deterioration curve resulting from the curve-fitting process. 

 
Figure 11. Superstructure deterioration models for a subset of Wyoming bridges associated with “DST 
1” (cast-in-place concrete), “BRW 4” (range between 4 and 6 m), and “DL 5” (MS 18), using (a) 
percentage prediction, (b) logistic regression, (c) optimization, (d) Weibull distribution. 

6.3. Assessment of Various Modeling Strategies using DMDP 

To compare the performances of the stochastic models, we evaluated the normalized prediction 
errors for the deck, superstructure, and substructure elements. Figure 12 presents the normalized 
prediction errors for the condition ratings five years later (i.e., using data from 2013 to predict the 
conditions in 2018) depending on the classification tree level. In general, the prediction error slightly 
decreased, particularly for the percentage prediction and logistic regression algorithms. As the 
quantity of inspection data was insufficient for optimization when a high classification tree level was 
considered, the result was inferior in terms of the prediction error. A similar effect was observed for 
the Weibull distribution. Although the deterioration shapes for the percentage prediction and logistic 
regression algorithms were almost identical across numerous subsets, the logistic regression 
algorithm generally exhibited superior performance to the percentage prediction algorithm. Overall, 
the classification tree scheme, while common, does not seem to provide dramatically improved 
predictions. 
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Figure 12. Normalized prediction error comparison of stochastic methods depending on the level of 
classification tree for (a) deck, (b) superstructure, and (c) substructure. 

Figure 13 presents the normalized prediction errors for the investigated stochastic methods 
depending on the prediction years, for which a three-level of classification tree was used. The Weibull 
distribution exhibited the best result for the deck, whereas the logistic regression algorithm was 
superior for the other elements. 
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Figure 13. Normalized prediction error comparison of stochastic methods depending on prediction 
years for (a) deck, (b) superstructure, and (c) substructure. 

The DMDP provides plots for the distribution of predicted condition ratings for the bridges 
inspected a particular year, which can be selected by the user. The predicted condition ratings were 
rounded to count the number of bridges for each condition. The predicted distribution was compared 
with the actual inspection data to examine the performance of the investigated algorithm. Figure 14 
illustrates the distribution of two- and four-year predictions (i.e., using data from 2013) for the deck 
of all Wyoming bridges when the logistic regression algorithm was used without considering 
classification. Likely, due to the lack of repair information, the increase in the condition ratings was 
unable to be captured. In same manner, the distribution comparison was conducted using the second 
level of classification, as shown in Figure 15. Although minor improvement was observed when 
compared to Figure 14, the overall forecasting pattern only resulted in minor changes. 
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(a) (b) 

Figure 14. Bridge distribution comparison between inspection and predicted condition ratings 
without considering classification for (a) two-year and (b) four-year prediction. 

  
(a) (b) 

Figure 15. Bridge distribution comparison between inspection and predicted condition ratings using 
second level of classification tree for (a) two-year and (b) four-year prediction. 

7. Conclusions 

Deterioration models should provide reasonable deterioration estimates to support the 
maintenance decision-making process and to enable governments to allocate an appropriate budget 
for SHM, including repair, rehabilitation, and reconstruction. Numerous local governments have 
developed deterioration models for the effective monitoring of their bridge assets. To enable easy 
access to deterioration models, this study presented a toolbox, known as the DMDP, and compared 
the performance of its embedded algorithms. 

The DMDP was successfully used to develop deterioration models, and its convenient usability 
as a potential tool for BMS was demonstrated. The weighted LASSO was newly implemented for the 
consistent selection of explanatory variables with improved performance. Additional investigation 
was conducted to suggest an appropriate number of explanatory variables, which were used to 
classify the bridge inventory into groups with common factors. On the basis of the comparison of 
normalized prediction errors according to the classification tree level, we were able to suggest the 
optimum number of explanatory variables in terms of the number of bridges in the target state’s 
inventory. 

Deterioration models were then developed for Wyoming bridges using various methods 
embedded in the DMDP, and the normalized prediction errors were analyzed to compare their 
performance. Although the deterministic deterioration models were unsuitable for predicting future 
conditions, they were still effective for observing the distribution of current bridge assets and 
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construction trends. The performance of the stochastic methods varied on the basis of the purpose of 
the developed deterioration models. The optimization-based and Weibull distribution-based 
approaches exhibited superior performance for near-future prediction without considering 
classification. Although the logistic regression and percentage prediction algorithms were both 
preferable for long-term monitoring and high classification tree levels, the logistic regression 
algorithm generally exhibited better performance. 

The error comparison also demonstrated the importance of considering the bridge performance 
improvement to develop deterioration models. The current guide did not request to record the 
maintenance action such as repair and rehabilitation, and thus the deterioration curve only 
decreased. Indeed, the historical inspection record included an increase in condition ratings without 
proper explanation. To improve future predictive models, the condition rating changes followed by 
such maintenance should be modeled as well. 
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