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★ Defining error rates for firearms evidence
★ Impact of inconclusive decisions on error rates
★ Predictive probabilities and errors

Outline



Over-arching Objective

★ Same Source Problem: were two bullets fired through  
the same gun barrel?

★ Currently: Firearms and Toolmarks Examiner use visual inspection 
under a comparison microscope: subject bias, error rates?  
 
 

★ Goals: (1) determine  
score as objective  
measure for the match, 
(2) establish error rates 

“much forensic evidence – including, for example, bite marks and firearm and toolmark 
identification is introduced in criminal trials without any meaningful scientific validation, 
determination of error rates, or reliability testing.” (National Research Council 2009)

What is an error?



Quantifying Errors

★ Ground truth needed to establish error rates,  
i.e. casework does not allow for assessing errors 

★ Case studies: 
★ premise: the participant (firearms examiner) does not know ground truth
★ premise: the participant should not be able to infer a conclusion based on 

anything but the comparison 
★ Gold standard: blind study: the participant does not know they are being tested   

https://www.houstonforensicscience.org/event/5ae08c1brWanqy%202017.pdf
★ Reality: participant compares a number of questioned items to a number of 

reference items - conclusions according to AFTE Theory of identifications



AFTE Range of ConclusionsIdentification Committee, 1992, see also Table 1]. Exact guidelines for this classification vary from lab to
lab; some labs will exclude only based on non-matching class characteristics, such as the direction of rifling,
the number of lands and their width, or the type of rifling [Bunch and Murphy, 2003]. In other labs, CMS
(consecutively matching striae) as defined by Biasotti [1959] is used as a measure to quantify the similarity
of two lands. In virtually all labs, the assessment of individual characteristics of bullet markings is done by
visual inspection.

1. Identification
Agreement of a combination of individual characteristics and all discernible class characteristics
where the extent of agreement exceeds that which can occur in the comparison of toolmarks made
by di↵erent tools and is consistent with the agreement demonstrated by toolmarks known to have
been produced by the same tool.

2. Inconclusive
(a) Some agreement of individual characteristics and all discernible class characteristics, but insuf-

ficient for an identification.
(b) Agreement of all discernible class characteristics without agreement or disagreement of individ-

ual characteristics due to an absence, insu�ciency, or lack of reproducibility.
(c) Agreement of all discernible class characteristics and disagreement of individual characteristics,

but insu�cient for an elimination.
3. Elimination

Significant disagreement of discernible class characteristics and/or individual characteristics.
4. Unsuitable

Unsuitable for examination.

Table 1: AFTE Rules of Toolmark Identifications [AFTE Criteria for Identification Committee, 1992].

The identification process – i.e. the assessment of whether two samples come from the same source (were
made by the same tool, the same shoe, the same finger, shot through the same barrel) or from di↵erent
sources – is quite complex. For firearms and toolmark evidence to be admissible in court, it must be possible
to explicitly characterize the accuracy of the examination process [Giannelli, 1993].

The need for scientific validation and experimentally-determined error rates has been identified in several
reports evaluating the discipline of forensic science in the United States as critical for addressing problems
within the field and improving the overall performance of the justice system. According to the National
Research Council Committee on Identifying the Needs of the Forensic Sciences Community [2009]:

much forensic evidence - including, for example, bitemarks and firearm and toolmark identifica-
tions - is introduced in criminal trials without any meaningful scientific validation, determination
of error rates, or reliability testing to explain the limits of the discipline.

The President’s Council of Advisors on Science and Technology (PCAST) [2016] identified two important
gaps:

(1) the need for clarity on the scientific meaning of “reliable principles and methods” and “scien-
tific validity” in the context of certain forensic disciplines, and (2) the need to evaluate specific
forensic methods to determine whether they have been scientifically established to be valid and
reliable.

When jurors are left to form their own conclusions about the error rates of forensic pattern disciplines, they
often come up with estimates which are far lower than empirical studies, suggesting that jurors consider
forensic evidence (in the absence of error rates determined from scientific studies) as of more determinative
value than is warranted by the evidence. The PCAST Report summarizes the e↵ect:

In an online experiment, researchers asked mock jurors to estimate the frequency that a qualified,
experienced forensic scientist would mistakenly conclude that two samples of specified types came
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What makes an Error?

priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
inconclusive decisions: First, an inconclusive decision is reached when there is sufficient information to decide on an identification or exclusion (see red cells in the bottom row);
the second type of error is when an identification or an exclusion decision is reached when there is insufficient information to justify such a decision (see red cells in the right
column). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

I.E. Dror, N. Scurich / Forensic Science International: Synergy xxx (xxxx) xxx 3

Please cite this article as: I.E. Dror, N. Scurich, (Mis)use of scientific measurements in forensic science, Forensic Science International: Synergy,
https://doi.org/10.1016/j.fsisyn.2020.08.006

Dror IE, Scurich N. (2020)  
(Mis)use of scientific measurements in forensic science.  
Forensic Sci Int. 6 (2), p. 333-338.



Studies

★  Baldwin [Baldwin et al., 2014]: Ruger SR9 cartridge cases, open-set study.  
15 test sets (3 references, 1 questioned) 

★  Keisler [Keisler et al., 2018] cartridge cases, open set study.  
20 test sets (1 reference, 1 questioned) 
126 participants.  

★  Brundage-Hamby [Hamby et al., 2019] 10 consecutively manufactured 
Ruger P-95 barrels, closed-set study.  
~507 test sets (10 pairs references, 15 questioned)   

★  Lyons [Lyons, 2009] 10 consecutively manufactured Colt 1911A1 extractors, 
closed-set study.  
Test set (10 pairs of references, 12 questioned).



Studies (2)

★Bunch [Bunch and Murphy, 2003] consecutively manufactured Glock breech 
faces, open-set study.  
Pairwise comparison of 10 cartridge cases. 
8 participants. 

★  Fadul [Fadul Jr. et al., 2012] 10 consecutively manufactured slides, closed-set 
study.  
Test set1(0 pairs of references,15 questioned). 

★  Duez [Duez et al., 2018] virtual microscopy, breech face comparisons, open-set 
study 
two test sets (3 references, 4 questioned) 
56 participants.

★VCMER [Chapnick et al., 2020] virtual microscopy, breech face comparisons, 
open-set study  
16 tests sets (2 references, 1 questioned)  
76 participants. 



Studies (3)

★Mattijssen [Mattijssen et al., 2020] firing pin aperture marks from 200 Glock 
pistols, open-set study.  
Test set: 60 pairwise comparisons 
77 participants.

★FAID-2009 [Pauw-Vugts et al., 2013] 5 bullets, 5 cartridge cases, open-set study  
10 tests sets (3 references, 1 questioned) 
64 participants.



Percentage of Inconclusives

★ 95% exact confidence intervals  
(Clopper-Pearson)  
★ 

?
?



Inconclusives as errors

★ Treatment of inconclusive results hugely impacts error rates
★ AFTE rules measure an examiner’s error

priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
inconclusive decisions: First, an inconclusive decision is reached when there is sufficient information to decide on an identification or exclusion (see red cells in the bottom row);
the second type of error is when an identification or an exclusion decision is reached when there is insufficient information to justify such a decision (see red cells in the right
column). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

I.E. Dror, N. Scurich / Forensic Science International: Synergy xxx (xxxx) xxx 3

Please cite this article as: I.E. Dror, N. Scurich, (Mis)use of scientific measurements in forensic science, Forensic Science International: Synergy,
https://doi.org/10.1016/j.fsisyn.2020.08.006

priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
inconclusive decisions: First, an inconclusive decision is reached when there is sufficient information to decide on an identification or exclusion (see red cells in the bottom row);
the second type of error is when an identification or an exclusion decision is reached when there is insufficient information to justify such a decision (see red cells in the right
column). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
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priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,
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priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
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priori to count inconclusive decisions as errors, then error ratesmay
be artificially and falsely reduced bymaking inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, suchasmisrepresentingerror rateestimates in courtwhich
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisionsmore often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.

For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study designwould include a third category
of inconclusive evidence (See Fig.1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion esee discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determiningwhich evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

Thefirst option is that the test itemswouldbepiloted byapanel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will theycarryout this task.What is clear is that this groupwill consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used tomake thedeterminationofwhichevidence shouldbedeemed
as inconclusive. The responses to each set of test items would be
examined to seewhat percentage of decisionswere inconclusive and
what percentagewere not inconclusive. If most examiners report the
comparison as inconclusive, then that evidencewould be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
inconclusive decisions: First, an inconclusive decision is reached when there is sufficient information to decide on an identification or exclusion (see red cells in the bottom row);
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confidence intervals are drawn around the error estimates. Missed eliminations cannot be calculated for
closed-set studies.
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Types of Errors

★ AFTE error: inconclusive results are not errors
★ Process error: inconclusive results are always errors
★ Trade-off: inconclusive results are not identifications, i.e. only 

distinguish between identification and no identification

★ Case Studies: trade-off is more principled than AFTE, and error 
rates are only slightly increased



Predictive Probabilities



Situational Error Rates

★ None of the previous error rates are actually of interest in a 
legal situation 
★ What we want: what does an examiner’s testimony mean about 

source of evidence?
★ Predictive Probabilities

P( same source | examiner’s conclusion) = ?

P( different source | examiner’s conclusion) = ?



Examiner: identification was made

★ AFTE trained examiners: probability for same source 
given identification was made well above 95%
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.

19

?
?

EU

EU

?
?

EU

Elim
ination

Identification
Inconclusive

0.00 0.25 0.50 0.75 1.00

Bunch (2003)
Lyons (2009)

Hamby (2019)
Baldwin (2014)
Keisler (2018)

Duez (2018)
VCMER (2020)

Mattijssen (2020)
FAID09 (2013) Bull.

FAID09 (2013) Cartr.

Bunch (2003)
Lyons (2009)

Hamby (2019)
Baldwin (2014)
Keisler (2018)

Duez (2018)
VCMER (2020)

Mattijssen (2020)
FAID09 (2013) Bull.

FAID09 (2013) Cartr.

Bunch (2003)
Lyons (2009)

Hamby (2019)
Baldwin (2014)
Keisler (2018)

Duez (2018)
VCMER (2020)

Mattijssen (2020)
FAID09 (2013) Bull.

FAID09 (2013) Cartr.

Probability for same source given examiner's decision

St
ud

y

Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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Figure 6: Pearson-Clopper 95% confidence intervals for the probability of same source evidence given an
examiner’s conclusion. Expected values for each of the probabilities as discussed in Section 4 are shown as
grey targets. Some of the studies do not allow an assessment of all of the predictive values. Note that all 3
sets with non-AFTE conclusions [Pauw-Vugts et al., 2013, Mattijssen et al., 2020] have much higher rates
of same-source elimination errors. Only FAID09 [Pauw-Vugts et al., 2013] has inconclusive rates which are
similar to the overall rate of same-source evidence.

As before, the probabilities computed from the study results are shown with their respective 95% (Pearson-
Clopper) confidence intervals. The circles shown in light grey in the middle panel show the expected pro-
portion of inconclusive results which are from the same source. The calculation of these expected values will
be discussed in more detail in the next section.

In Figure 6, it is clear that the probability of same-source evidence given an inconclusive evaluation is much
lower than the expected proportion (target probability) for most studies. The decision-specific probabilities
provide indications that the distribution of inconclusive determinations is very di↵erent from our expecta-
tions. One notable exception is FAID09 [Pauw-Vugts et al., 2013], which is a proficiency test (and thus, may
be harder than the studies focused on error rates) of examiners in various European laboratories. While we
cannot determine why this study is so di↵erent, it is clear that the discrepancy between inconclusive deter-
minations and evidence source does not exist under all conditions. This suggests we may want to examine
the source of this bias in more depth.
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★ Expected Values based on number SS/DS comparisons



Looking at some numbers …

★ Missed identification 
 P (same source | elimination)        = 4/1425   = 0.0028  
 P (same source | inconclusive or elimination) = (11 + 4)/(748 + 1425) = 0.0069

★ Missed elimination 
 P (different source | identification) = 22/1097 = 0.0201.  
 P (different source | inconclusive or identification) =  
                                                = (22 + 737)/(748 + 1097) = 0.4114.
★ Probability for failing to eliminate MUCH higher  

than failing to identify

A Study Summaries and Results

Baldwin The Baldwin study [Baldwin et al., 2014] was designed such that each test kit consists of 15 sets
of 3 known cartridge cases and 1 questioned cartridge case. In 5 of the 15 sets the questioned cartridge was
from the same source as the knowns, while the other 10 questioned cartridges were from di↵erent sources as
their respective knowns.

25 firearms were used for the study, such that within each kit no firearm was re-used for either knowns or
questioned cartridge cases, i.e. no additional information could be gained by comparing any cartridge cases
across sets.

Results are summarized in Table 7.

Table 7: Baldwin study results, conclusion-specific and source-specific probabilities, and reported overall
error rates.

A Study of False-Positive and False-Negative Error Rates in Cartridge Case

Comparisons Baldwin et al. ( 2014)

Study Type
Test Set

Participants
# SS Comparisons # DS Comparisons

Open set 5 10 218 examiners
Experiment Count Data

Identification Inconclusive Elimination Source Total
Same Source 1075 11 4 1090

Di↵erent source 22 735+2a 1421 2180
Conclusion Total 1097 748 1425 3270

Conclusion-Specific Probabilities
Identification Inconclusive Elimination

Same source 0.9799 0.0147 0.0028 Experiment Count Data
are divided by Conclusion
Totals (3rd row)

Di↵erent source 0.0201 0.9853 0.9972
Total # Comparisons 1097 748 1425

Source-Specific Probabilities
Identification Inconclusive Elimination Total # Comparisons

Same source 0.9862 0.0101 0.0037 1090
Di↵erent source 0.0101 0.3381 0.6518 2180

Experiment Count Data are divided by Source Totals (last column)

Overall Error Rates
Opt. Meaning Missed Identification Missed Elimination Total
2 FTE error 0.0037 0.0101 0.0080
3 Process error 0.0138 0.3482 0.2367
4 Inconcl. = Elim. 0.0138 0.0101 0.0113

aTwo comparisons were not reported and are considered to be inconclusives.
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Baldwin



Conclusions

★ AFTE rules do not count inconclusive decisions as errors by examiners 
 Bigger picture needs to consider if the process results in the correct 
conclusion 

★ For legal situations predictive probabilities are more informative: 
 What does a specific testimony mean, and what is the error rate of that?

★ Higher error rate for eliminations/exclusions than for identifications
★ Some labs do not allow exclusions based on individual characteristics
★ Making exclusions might be a cognitively harder task - difference in 

training?



Thank You!

Questions?

Heike Hofmann (hofmann@iastate.edu, @heike_hh) 
Susan VanderPlas (UNL), Alicia Carriquiry (ISU)



CSAFE

• Center for Statistics and Applications in Forensics 
Evidence 

• https://forensicstats.org/about/
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