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Abstract
Psychology researchers have long attempted to identify educational practices that improve student learning. However, 
experimental research on these practices is often conducted in laboratory contexts or in a single course, which threatens 
the external validity of the results. In this article, we establish an experimental paradigm for evaluating the benefits of 
recommended practices across a variety of authentic educational contexts—a model we call ManyClasses. The core 
feature is that researchers examine the same research question and measure the same experimental effect across many 
classes spanning a range of topics, institutions, teacher implementations, and student populations. We report the first 
ManyClasses study, in which we examined how the timing of feedback on class assignments, either immediate or 
delayed by a few days, affected subsequent performance on class assessments. Across 38 classes, the overall estimate 
for the effect of feedback timing was 0.002 (95% highest density interval = [−0.05, 0.05]), which indicates that there 
was no effect of immediate feedback compared with delayed feedback on student learning that generalizes across 
classes. Furthermore, there were no credibly nonzero effects for 40 preregistered moderators related to class-level and 
student-level characteristics. Yet our results provide hints that in certain kinds of classes, which were undersampled 
in the current study, there may be modest advantages for delayed feedback. More broadly, these findings provide 
insights regarding the feasibility of conducting within-class randomized experiments across a range of naturally occurring 
learning environments.
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A teacher designing a lesson will encounter dozens of 
decision points: How should the lesson be sequenced? 
What kinds of visual aids should be incorporated? When 
should students receive feedback? A central goal of psy-
chological research on human learning and memory is 
to provide answers to these kinds of questions, thereby 
improving teaching practices and student outcomes. This 
pursuit within psychological science aims to translate 
findings from basic research into educational contexts 
and provide an evidentiary base to support teaching 
practices in accordance with the understanding of how 
people learn (Benassi et al., 2014; National Academies 
of Sciences, Engineering, and Medicine, 2018). However, 
instructional strategies that appear to be effective in 
laboratory settings do not necessarily translate smoothly 
into classroom practice. Indeed, teachers sometimes dis-
count the validity and applicability of empirical findings 

to their own courses (Andrews & Lemons, 2015), which 
may be one reason that teachers engage in more lecture-
based and less active-learning methods than evidence 
indicates is merited (Freeman et  al., 2014; Knight & 
Wood, 2005).

To provide a more ecologically valid evidence base 
for effective teaching and learning strategies, some psy-
chologists have used experiments in classrooms to exam-
ine the benefits of, for example, sequencing study 
materials (e.g., Carvalho et al., 2016), practicing memory 
retrieval (e.g., Anderson et al., 2013; Gurung & Burns, 
2019), and self-regulating study (e.g., Wakeling & Rob-
ertson, 2017), but the references listed above found evi-
dence that diverges somewhat from the canon of 
established laboratory results. What should one make of 
these conflicting results? Do they suggest that laboratory 
findings have limited relevance to classroom practice? 
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Or instead, do they simply reveal that instructional prac-
tices will not work all the time in all situations?

Unfortunately, these applied educational experiments 
are often conducted in very narrow contexts (e.g., in 
single classrooms on a single topic with researchers who 
vigilantly curate and monitor the study to ensure compli-
ance); thus, it can be easy to dismiss conflicting results 
as idiosyncratic to the specific context. Yet these idio-
syncratic educational contexts are precisely those that 
psychological research aims to improve (Koedinger 
et  al., 2013; Motz et  al., 2018). To provide legitimate 
estimates of the benefits of recommended practices in 
authentic educational environments, rigorous, experi-
mental research that extends beyond the bounds of any 
single class is needed. To that end, the goal of the cur-
rent study is to establish a paradigm for evaluating the 
generalizability of recommended educational practices 
across a variety of educational contexts—a model we 
call ManyClasses.

The ManyClasses Model

To investigate the generalizable effects of an educational 
practice, one needs to collect independent samples from 
many different contexts—in this case, across many 
classes. Rather than conducting an education experiment 
that is embedded in just one course (e.g., introductory 
psychology), a ManyClasses study examines the same 
research question across multiple courses spanning a 
range of topics, institutions, teacher implementations, 
and student populations. To be clear, the goal is not 
merely to increase the sheer number of classrooms in 
which the experiment is conducted. There are existing 
examples of such studies; for instance, Rohrer et al. 
(2020) investigated the sequencing of study materials in 
57 middle school classrooms, and Booth et al. (2015) 
tested the role of worked examples with students in 28 
different algebra classrooms. These studies, although 
rigorous and on a larger scale than is typical, are still 
limited to examining relatively homogeneous contexts 
(e.g., high school algebra courses) with topic-specific 
materials that are created by or in conjunction with the 
research team.

In contrast, a ManyClasses study will investigate edu-
cational practices across a variety of class contexts with 
the goal of maintaining the rigor of a randomized experi-
ment while also allowing teachers the flexibility to pre-
pare materials that are authentic to their institutional and 
disciplinary norms. By drawing the same experimental 
contrast across many different educational implementa-
tions and then analyzing pooled results, we can assess 
the degree to which an experimental effect might yield 
benefits generalizing across educational settings, student 
populations, subject areas, and course types. This 
approach is intended to target three related design issues 

that contribute to understanding generalizability: replica-
tion (i.e., test in many independent samples), variation 
(i.e., test across contexts that vary on numerous dimen-
sions), and ecological validity (i.e., test with authentic 
teacher-created materials).

In practice, a ManyClasses experiment is embedded in 
courses in which researchers manipulate a theoretically 
motivated variable (e.g., immediate vs. delayed feedback, 
worked examples vs. problems to solve). Participating 
teachers create assignments that are normative for their 
discipline and present them to their students as part of 
their normal classroom routine. Using random assign-
ment at the student or class level, students receive dif-
ferent versions of assignments. Finally, teachers report 
relevant learning outcomes (e.g., exam scores) corre-
sponding to the different assignments, and researchers 
analyze anonymized pooled results.

The ManyClasses model responds to the current call 
for prioritizing replicability in psychology in a unique 
way. As LeBel and colleagues (2017) noted, replications 
vary in how similar or dissimilar they are to the original 
observation. On one end of the continuum are near 
exact replications, which are the same on all features 
under the experimenter’s control. However, ManyClasses 
lies on the other end of the continuum because the 
conditions in ManyClasses will be far from identical 
across different classes and will reflect natural variation 
in instructor preferences and disciplinary norms. Thus, 
although there will be a critical feature related to the 
research question that is manipulated in all classes (e.g., 
feedback presented immediately vs. a delay), there will 
be many varying contextual factors (e.g., class size, dis-
cipline, number of test items, test performance). Further-
more, some of these varying contextual factors will be 
directly related to how teachers choose to implement the 
target manipulation (e.g., frequency and value of treat-
ment assignments), which is the type of variability typi-
cally removed via experimental control. A ManyClasses 
study embraces this variability because if the aim is to 
provide practical recommendations to support student 
learning in real classes, researchers ought to examine 
the generalizability of effects across a diversity of pos-
sible implementations.

In that respect, ManyClasses resembles the “metastud-
ies” approach (Baribault et al., 2017), in which research-
ers test an experimental effect across many minor 
variations of the experimental setup. Rather than holding 
outside factors constant, a metastudies approach strategi-
cally varies them across many “microexperiments” to 
examine the generalizability of an effect over and above 
these variations. In ManyClasses, each class represents 
a sort of microexperiment (with factors that are not 
systematically varied but that naturally vary across 
classes), which allows us to estimate the generalizable 
effect size of a manipulation beyond each individual 
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classroom implementation. This emphasis on multiple 
independent samples is shared with other “Many” efforts 
in psychology, including Many Labs (Klein et al., 2014, 
2018), Many Babies (Frank et al., 2017), and Many Pri-
mates (Bohn et al., 2019). For example, the initial Many 
Labs study examined the replicability of 13 experiments 
across 36 independent laboratories with more than 6,000 
participants (Klein et  al., 2014). The key difference is 
ManyClasses’s explicit focus on heterogeneous samples 
and highly dissimilar replications.

ManyClasses 1 on the Effects  
of Feedback

In this article, we report the first ManyClasses study, 
which focused on a specific recommended educational 
practice: the provision of feedback on class assignments. 
Feedback is a common practice incorporated in nearly 
every class that often has positive effects on learning 
(e.g., Fyfe & Brown, 2018; Hattie & Timperley, 2007; 
Kluger & DeNisi, 1996). However, there is considerable 
controversy over the optimal timing of feedback and the 
conditions under which immediate feedback is benefi-
cial. It has long been assumed that feedback should be 
provided as soon as possible after a student response 
to best modify performance (e.g., Skinner, 1954). Fur-
thermore, in a meta-analysis, it was concluded that 
immediate feedback was more effective than delayed 
feedback in classroom settings (Kulik & Kulik, 1988). 
Not surprisingly, many recommendations to educators 
specify that feedback should be provided immediately 
to have the greatest impact (e.g., Benassi et al., 2014; 
Booth et  al., 2017). For example, one of the practice 
guides published by the What Works Clearinghouse for 
college instructors recommends “providing immediate 
feedback” with automated student response systems 
(Dabbagh et al., 2019).

However, recent arguments and data suggest that the 
benefits of immediate feedback may be limited to spe-
cific outcomes (e.g., speed of acquisition) and that 
delayed feedback may be optimal for knowledge reten-
tion (e.g., Mullet et al., 2014). Researchers in a recent 
report claimed to outline three key findings from the 
feedback literature that are “robust, well-replicated, 
and critical to understanding how people learn,” and 
one was that “delaying feedback produces better learn-
ing and retention” than immediate feedback (Butler & 
Woodward, 2018, p. 23). Among the argued benefits of 
delayed feedback is that it provides spaced study (students 
study the content when they complete the assignment and 
when they receive feedback after a delay). Given the 
opposing nature of these recommendations, research is 
urgently needed to investigate the timing of feedback 
and the generalizability of the effects of immediate 

feedback on student learning outcomes across a variety 
of authentic classroom contexts.

The Current Study

In the current study, we compared the effects of immedi-
ate feedback (i.e., feedback provided immediately after 
an assignment is submitted) with delayed feedback (i.e., 
feedback provided several days after an assignment is 
submitted) on online homework assignments. However, 
when implemented in real classes, there is often a con-
found between immediate and delayed feedback: Viewing 
immediate feedback is automatic (because it appears 
immediately after submitting an online assignment), but 
viewing delayed feedback is optional (because it requires 
reaccessing an assignment). To account for this differ-
ence, we also compared the effects of incentivizing stu-
dents to view the feedback with not incentivizing 
students to view the feedback. More broadly, our goal 
was to develop a model for conducting randomized 
experiments in a wide range of naturally occurring 
classes spanning a range of course types, institutions, 
teacher implementations, and student populations.

Disclosures

Preregistration

A time-stamped, independent, read-only registration of this 
article and protocol is available at https://osf.io/q84t7/, 
under the heading “Registrations” (dated July 22, 2019).

Data, materials, and online resources

The study materials, deidentified data, and analysis 
scripts are available at https://osf.io/q84t7/.

Reporting

Below we report how we determined our sample size, 
all data exclusions, all manipulations, and all measures 
in the study.

Ethical approval

The multisite experimental procedures, materials, and 
recruitment protocol were approved by the Indiana Uni-
versity Institutional Review Board. Furthermore, each 
participating institution provided a letter from a signa-
tory official granting a Family Educational Rights and 
Privacy Act (FERPA) exception so that a researcher could 
access instructors’ Canvas course sites and student 
enrollment data. All participating students provided 
informed consent electronically, and the study was 

https://osf.io/q84t7/
https://osf.io/q84t7/
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carried out in accordance with the provisions of the 
World Medical Association Declaration of Helsinki.

Method

Participants

Researchers posted an online call for applications to 
interested instructors in Spring 2019. In addition, to facili-
tate institution-level approval, the researchers proactively 
sought applications and approval from institutional mem-
bers of the Unizin Consortium. This included outreach 
on social media and university listservs, in-person visits 
to interested institutions, a presentation at the Unizin 
Summit in April 2019, and a series of informational webi-
nars. These efforts occurred from February 2019 to July 
2019. The call for applications described the goals and 
procedures of ManyClasses1 included a list of the require-
ments to apply, and contained a link to an online applica-
tion. To be comparable with the scale of the inceptive 
Many Labs project (Klein et al., 2014), we aimed to recruit 
about 36 classes. College instructors were eligible to 
apply if they were teaching a for-credit undergraduate 
course in Fall 2019 that (a) used Canvas (Instructure, Salt 
Lake City, UT) as the online learning management system, 
(b) included at least two Canvas quiz assignments that 
were automatically scored, (c) included a measure of 
student learning that was administered after the quizzes 
and that assessed the content from each quiz using dif-
ferent items, and (d) had a projected enrollment of at 
least 20 students. We selected classes that were already 
using Canvas to lower the demands on instructors (e.g., 
they did not have to learn a new system) and to manipu-
late the timing of feedback using standard features that 
were available to them.

A total of 46 instructors applied to have their classes 
participate. Two instructors were removed for not meet-
ing the stated criteria, five instructors did not reply to 
our follow-up e-mails, and one withdrew shortly after 
applying. We selected all the remaining 38 classes from 
15 different institutions (15 campuses within five univer-
sity systems), which resulted in a total enrollment of 
2,917 students (76.8 per class on average). None of the 
selected classes withdrew from the study, leaving a final 
sample of 38 classes. See Table 1 for a brief overview 
of each class. Of the 2,917 enrolled students, 2,331 
(79.9%) consented to release their course data to the 
research team by electronically signing a consent form 
as well as a FERPA waiver. Consenting students were 
included in the analysis if they completed at least one 
assignment with immediate feedback and at least one 
assignment with delayed feedback (thus receiving expo-
sure to both treatments) and completed at least one 
posttest assessment in each condition. Of the consenting 
students, 250 (10.7%) did not complete at least one 

assignment in each condition and/or did not complete 
at least one posttest assessment in each condition. Of 
the included participants, 1,496 were in classes assigned 
to incentivized feedback, and 585 were in classes 
assigned to nonincentivized feedback. As shown in 
Table 1, participants were enrolled in classes across five 
university systems and across 15 different disciplines 
with varying class sizes.

Design

The study was a posttest-only randomized experiment 
with a 2 × 2 design that included a Feedback Timing 
(Immediate vs. Delayed) × Incentivized Feedback (Incen-
tivized vs. Nonincentivized) interaction. Within each 
class, all enrolled students were randomly sorted into 
two groups on Canvas. Then, groups of students were 
randomly assigned to different treatment orders (assign-
ments with immediate feedback first or assignments with 
delayed feedback first). Thus, feedback timing was 
manipulated as a within-subjects factor. This within-
subjects design was selected to enhance power to detect 
effects and to maintain ethics when conducting research 
in classes (e.g., ensuring students were exposed to same 
treatments). In addition, classes were randomly assigned 
to incentivize or not incentivize students to look at the 
feedback (e.g., earn points on a follow-up assignment 
if they looked at the feedback and reported on it). Thus, 
incentivized feedback was manipulated as a between-
subjects factor at the class level. This design ensured 
that within a class, all students were exposed to the same 
assignment variations but staggered in time (e.g., some 
students received immediate feedback on the first assign-
ment and delayed feedback on the second assignment; 
some students received the reverse). The dependent 
variable was students’ scores on an assessment (e.g., 
items from a course exam) that assessed the content 
knowledge from each assignment.

Procedure

Throughout the Fall 2019 semester, all students enrolled 
in participating classes completed their courses as they 
normally would. Courses varied in content, format, style, 
and so on according to instructor preference and disci-
plinary norms; however, each course included quiz 
assignments with feedback administered via Canvas. The 
course had to include a minimum of two treatment quiz 
assignments that were approximately matched in length 
and difficulty to ensure that each student was assigned 
at least one quiz with immediate feedback and one quiz 
with delayed feedback. The actual number of treatment 
quizzes in a class ranged from two to 18 (i.e., one to 
nine per feedback condition). At the beginning of the 
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semester, instructors announced the opportunity to par-
ticipate in the study and made it clear to their students 
that participation in the research study would not change 
their experiences in the course but whether their course 
data would be provided to the researchers. All students 
were then assigned a survey in Canvas that presented 
the informed consent statement and the FERPA waiver. 
Students’ responses indicated consent or not. These 
responses did not affect whether they got credit for this 
survey, and responses to these statements were encrypted 

so that instructors would not know which students opted 
to participate, which protected their privacy regarding 
their decision to include their data in this study from 
their instructors. The survey also had unlimited attempts 
so that students could change their consent status at any 
point during the semester.

The treatment quizzes that students completed in Can-
vas could be automatically graded so that the feedback 
could be provided immediately in the Canvas course 
site. On each quiz assignment, students either received 

Table 1.  Brief Overview of Each Participating Class

Class ID University Discipline Format Total enrollment Sample size

1 UMN History In person 81 57
2 PSU Biology Online 39 26
3 UMN Biology In person 227 187
4 UMN Biology In person 28 24
5 PSU Chemistry In person 27 19
6 IU Chemistry In person 448 373
7 PSU Communication In person 19 5
8 UMich Chemistry In person 24 20
9 UMN Chemistry Online 115 87
10 UN Engineering In person 87 66
11 UN Computer science In person 80 57
12 UN Family studies In person 130 83
13 PSU Engineering In person 27 24
14 UMich Computer science In person 631 451
15 PSU Business In person 21 12
16 PSU Business Hybrid 24 13
17 IU Computer science In person 38 19
18 PSU Business In person 24 21
19 PSU Business In person 45 24
20 UN Biology In person 108 85
21 UMN Mathematics In person 23 19
22 PSU Mathematics In person 51 8
23 IU Chemistry In person 111 89
24 IU Criminal justice Online 34 27
25 IU Psychology Hybrid 26 14
26 IU Psychology In person 55 36
27 IU Psychology In person 28 20
28 IU Psychology Online 28 17
29 IU Psychology In person 28 14
30 PSU Physics In person 16 15
31 PSU Psychology In person 32 13
32 UMN Business In person 44 32
33 IU Sociology Online 29 8
34 IU Language In person 22 17
35 UMich Computer science In person 43 25
36 UN Ecology Hybrid 33 9
37 IU Business In person 54 38
38 IU Business Online 37 27

Note: Enrollment is the total number of students in the participating class’s Canvas site at the time when 
data collection commenced. Sample size is the number of students who provided consent and completed 
treatment assignment and posttests in each condition. IU = Indiana University; PSU = Penn State University; 
UMich = University of Michigan; UMN = University of Minnesota; UN = University of Nebraska.
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feedback immediately after submitting the assignment 
or after a several-day delay (the exact number of days 
was selected by the instructor, range = 1–5 days). If 
feedback was delayed, a Canvas message notified stu-
dents when the feedback was available to view. The 
default feedback in Canvas presented the quiz items, the 
student’s responses, and correct/incorrect indications. 
Instructors could choose, via the options available in 
Canvas, to include additional information in the feed-
back message (e.g., correct answers, instructional expla-
nations) or to present more limited information in the 
feedback message (e.g., grade only). Thus, all enrolled 
students accessed and completed the quizzes as they 
normally would and received the same type of feedback. 
However, the timing of feedback varied from one quiz 
to the next.

Some classes were assigned to the incentivized feed-
back condition. Students in these classes were assigned 
“follow-up” assignments after each quiz they completed. 
These follow-up assignments required students to view 
the feedback to their original quiz responses and report 
specific information from the feedback (e.g., number of 
items they missed, the correct answers to the missed 
items). The specific content and how many points were 
associated with completing these follow-up assignments 
were determined by the instructor, as with any course 
requirement.

Finally, all enrolled students completed some form of 
posttest that assessed their learning from the different 
quiz assignments. Frequently, this posttest was a set of 
items on an exam that occurred after the quiz, but the 
specific type and number of questions on the posttest 
varied by class and depended on instructor preference 
and disciplinary norms. Note that each student had two 
posttest scores; one comprised items that corresponded 
to their learning from quiz assignments with immediate 
feedback, and one comprised items that corresponded 
to their learning from quiz assignments with delayed 
feedback.

Data collection

Data were collected from the Canvas course site of each 
participating class. The primary dependent variable was 
student performance on posttests that assessed learning 
from the treatment assignments. Instructors either indi-
cated which of the existing gradebook items measured 
relevant learning performance following each treatment 
period or uploaded custom outcome measures that were, 
most frequently, scores on subsets of exam items (e.g., 
report scores on the first 10 exam items as measuring 
learning from one treatment quiz, report scores on the 
next 10 exam items as measuring learning from a differ-
ent treatment quiz, and not report scores on the last 10 
items because they were not relevant to the material on 
any treatment quiz).

We collected additional information on a variety of 
potential moderators related to student activity (e.g., 
whether they accessed assignments, scores on exams), 
course content (e.g., number of assignments, days 
between assignment due date and delayed feedback), 
and general course information (e.g., discipline, class 
size). We were primarily interested in characterizing 
aspects of the assignments on which feedback was pro-
vided as well as aspects of the exams that assessed 
learning from those assignments. Most of the student-
level moderator values were measured from activity logs 
recorded within the Canvas learning management system 
and made available through a framework developed by 
the Unizin Consortium. One participating university did 
not permit access to these activity logs at the time of 
data collection, so most of the student-level moderator 
values are missing for 11 classes (180 participating 
students).

We also obtained publicly available information about 
the institutions from College Scorecard and National 
Center for Education Statistics College Navigator. See 
Table 2 for a list of the moderators. A detailed descrip-
tion of data sources and preprocessing for all measures 
is available at https://osf.io/p2csf/. In our primary analy-
ses, the institution-level variables were considered class-
level variables; there were not enough classes per 
institution to estimate separate institution-level effects.

Results

Descriptive statistics

Treatment characteristics.  Averaging the class aver-
ages across all 38 participating classes, we found that the 
mean number of items on quiz assignments was 10.15 
(SD = 7.00) and that the mean score was 80.76% (SD = 
9.45%). The average percentage of items that were retrieval-
based (e.g., fill-in-the-blank, numerical response) rather 
than recognition-based (e.g., multiple-choice) was 6.76% 
(SD = 23.60%, range = 0%–100%), and 42.1% of assign-
ments included explanation feedback beyond the correct 
answer. Across all classes, the average number of days 
between immediate feedback and delayed feedback was 
2.58 (SD = 1.13, range = 1–5).

For those classes assigned to incentivized feedback 
(i.e., administered a follow-up assignment about quiz 
feedback to incentivize students to view the feedback), 
an average of 85.1% of students completed follow-up 
assignments when feedback was immediate (SD = 8.9%, 
range = 68%–96%), and 73.6% of students completed 
follow-up assignments when feedback was delayed (SD = 
16.1%, range = 35%–100%). According to students’ Canvas 
activity in the 27 classes whose institutions provided 
access to the activity logs, most of the feedback on treat-
ment quizzes was viewed, and this was somewhat higher 
in the incentivized classes. The mean percentage of 

https://osf.io/p2csf/
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Table 2.  List of Moderator Variables

Level Moderator Scale Data source

Student Accessed all treatment assignments (yes/no) Categorical Canvas
Student Accessed all delayed feedback (yes/no) Categorical Canvas
Student Accessed all immediate feedback (yes/no) Categorical Canvas
Student Cumulative time spent on treatment assignments Continuous Canvas
Student Cumulative time spent viewing feedback Continuous Canvas
Student Average time spent on treatment assignments* Continuous Canvas
Student Average time spent viewing feedback* Continuous Canvas
Student Number of treatment assignments with feedback view* Continuous Canvas
Student Cumulative Canvas grade (percentage correct) Continuous Canvas
Student Average number of days before due date that treatment assignments were 

submitted
Continuous Canvas

Student Average number of days after treatment assignments were submitted that delayed 
feedback was received

Continuous Canvas

Class Discipline (STEM vs. non-STEM) Categorical Canvas
Class Format (in-class, online, hybrid) Categorical Canvas
Class Class size Continuous Canvas
Class Proportion of class that is lecture-based Continuous Canvas
Class Class level (introductory, immediate, advanced) Categorical Canvas
Class Number of exams in class Continuous Canvas
Class Number of treatment assignments Continuous Canvas
Class Cumulative number of questions in assignments Continuous Canvas
Class Assignment question presentation (one at a time, all at once) Categorical Canvas
Class Proportion of retrieval-based items (e.g., numerical response, fill-in-the-blank) in 

assignments
Continuous Canvas

Class Assignment difficulty (percentage correct; averaged across assignments) Continuous Canvas
Class Number of days between assignment due date and provision of delayed feedback Continuous Canvas
Class Type of feedback content on assignments (verification only, correct answer, 

explanation)
Categorical Canvas

Class Assignment value (percentage of class points) Continuous Canvas
Class Follow-up assignment value (percentage of class points) Continuous Canvas
Class Time constraint on assignments (yes/no) Categorical Canvas
Class Number of days between due date of assignments and exam (average by 

treatment)
Continuous Canvas

Class Number of exam questions that correspond to assignments (average by treatment) Continuous Canvas
Class Proportion of retrieval-based item (e.g., numerical response, fill-in-the-blank) in 

exams
Continuous Canvas

Class Exam difficulty (percentage correct; averaged across exams) Continuous Canvas
Class Exam type (in class vs. take-home) Categorical Canvas
Class Exam value (percentage of class points) Continuous Canvas
Class Exam question mapping to assignment (exact same as assignment questions, not 

exact same)
Categorical Canvas

Class Consent rate* Continuous Canvas
Class Quizzes combined in outcome scores* Categorical Canvas
Institution Admission rate Continuous College Navigator
Institution Percent part-time faculty Continuous College Navigator
Institution Annual cost of attendance Continuous College Scorecard
Institution Graduation rate Continuous College Scorecard
Institution Percentage White Continuous College Scorecard
Institution Percentage of students receiving federal loans Continuous College Scorecard
Institution Percentage of students returning after first year Continuous College Scorecard
Institution Percentage of full-time students at institution Continuous College Scorecard
Institution Percentage of students receiving income-based Pell grants Continuous College Scorecard

Note: For more details about the measurement of each moderator value, see https://osf.io/p2csf/. Moderator variables marked with an asterisk 
(*) were not preregistered and are exploratory. For a justification of our inclusion of these variables, see https://osf.io/q97wa/. STEM = science, 
technology, engineering, and math.

https://osf.io/p2csf/
https://osf.io/q97wa/
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feedback viewed for the incentivized classes was 82.7% 
(SD = 8.6%, range = 67%–96%; 13 classes) and was 76.5% 
(SD = 12.5, range = 55%–96%; 14 classes) for the nonin-
centivized classes. Further exploratory analysis related 
to feedback viewing is available at https://osf.io/t73rp/.

Assessment characteristics.  The average class had 
25.39 (SD = 23.35) assessment questions that were rele-
vant to the quiz feedback and were therefore included in 
our measure of posttest performance. The mean score on 
posttest assessments was 79.29% (SD = 9.28%).

Condition differences on performance

Quantifying the effect of immediate feedback and 
delayed feedback.  Because instructors controlled all 
aspects of the posttest assessments (e.g., number of items, 
how they were scored, item difficulty), we standardized 

students’ performance within each posttest assessment using 
z scores. We used only assessment items that were relevant 
to the feedback the student had previously received. If 
instructors reported multiple outcome scores within each 
treatment period, we calculated the average z score for 
each student separately for outcomes following immediate 
and delayed feedback. We then calculated the difference 
between a student’s average z score on posttest assess-
ments for which the student had received immediate feed-
back and posttest assessments for which the student had 
received delayed feedback. We refer to this measurement 
as change in z (Δz). A positive Δz indicates that the student 
tended to perform better, relative to peers on the same 
posttest assessment, after receiving immediate feedback on 
prior quiz assignments. A negative Δz indicates that the 
student tended to perform better, relative to peers on the 
same posttest assessment, after receiving delayed feedback 
on prior quiz assignments.

The base model assumes that change in z (Δz) values are normally distributed within each class, c, and esti-
mates the mean, mc, and standard deviation, σc, for each class’s distribution. (The subscript cs  refers to the 
classroom that student s is in.)

∆ ∼ µ σz Ns c cs s
( , )

The means of the class-level distributions, mc, are also assumed to be normally distributed within each incen-
tive condition, i, and the model estimates the mean, γi , and standard deviation, τi, of these condition-level 
distributions for both incentivized and nonincentivized classes.

µ ∼ γ τc i iN
c c

( , )

The standard deviations of the class-level distributions, σc , are γ -distributed across all classes, and the model 
estimates the mode and standard deviation of this γ distribution.

σ ∼ α ϕc G mode SD( , )= =

Priors for the model are weakly informative, according to the expected scale of the data.

γ ∼i N ,0 1( )

τ ∼i G mode SD( , )= =1 2

α ∼G mode SD( . , )= =0 5 1

ϕ ∼G mode SD( , )= =1 2

For accessible and thorough explanations of the analysis methods used in this research, see Kruschke (2014) 
and Kruschke and Liddell (2018a, 2018b).

Box 1.  In Detail: Base Model

https://osf.io/t73rp/
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Effect of immediate feedback compared with delayed 
feedback.  We used a hierarchical Bayesian model (see 
Boxes 1 and 2) to estimate the effect of immediate feed-
back compared with delayed feedback within each class 
and to estimate the effect of immediate feedback com-
pared with delayed feedback across all classes within each 
incentive condition.

Figure 1 shows the model’s estimates of the average 
Δz score for each individual class as well as the two 
condition-level estimates (i.e., an estimate of the mean 
of the classes within the incentivized condition and an 
estimate of the mean of the classes in the nonincentiv-
ized condition). The overall estimate for the average Δz 
across classes was 0.002 (95% highest density interval 
[HDI] = [−0.05, 0.05]), which indicates that there was no 
overall effect of feedback timing across classes. In classes 
with incentive to view feedback, the estimated average 
Δz was 0.00 (95% HDI = [−0.06, 0.06]). In classes with 
no incentive to view feedback, the estimated average Δz 
was 0.00 (95% HDI = [−0.08, 0.08]). The estimated dif-
ference in average Δz for incentivized classes relative to 
nonincentivized classes was 0.00 (95% HDI = [−0.10, 
0.10]). In sum, there is no overall effect of feedback tim-
ing, and this does not depend on incentive condition.

Heterogeneity analysis.  To describe the heterogeneity 
of the effect of immediate feedback compared with 
delayed feedback across classes, we relied on the visual 
display of the data as well as estimated measures of the 
distribution, which have advantages over conventional 
heterogeneity statistics (Borenstein et  al., 2017; Rücker 
et al., 2008). The model estimates the heterogeneity of the 
effect of immediate feedback compared with delayed 
feedback across classes in each condition (condition-level 
variance, τi

2 ). These two parameters, one for each incen-
tive condition, describe the variance in average Δz scores 
between classes. In the incentivized feedback condition, 
the standard deviation between classes’ average Δz scores 
was 0.06 (95% HDI = [0.01, 0.14]). In the nonincentivized 

feedback condition, the standard deviation between 
classes’ average Δz scores was 0.06 (95% HDI = [0.0004, 
0.16]). Thus, according to the model’s estimates, there was 
not large heterogeneity in the effect of feedback timing 
across classes. In Figure 2, we visualize the model’s esti-
mate of the distribution of classes in each condition, which 
can be used to infer the expected effect of immediate 
feedback compared with delayed feedback, and the uncer-
tainty of the effect in new classes.

Moderator analyses.  To explore the degree to which the 
effect of immediate feedback compared with delayed feed-
back depended on characteristics of the class or student, 
we estimated the relation between each moderator and Δz 
scores using a series of hierarchical Bayesian models (for 
a list of the moderators, see Table 2). For each moderator, 
one of four different models was selected depending on 
whether the moderator was measured on a metric or nom-
inal scale and whether the moderator was at the class level 
or student level. All four models shared the same hierar-
chical structure as the base model described above but 
with additional parameters to account for potential effects 
of the moderator on either student-level means or class-
level means (see Box 3).

Figure 3 shows the estimated coefficients for all class- 
and student-level moderators. Because we modeled only 
one moderator at a time (and thus ignore any possible 
interactions), this analysis is primarily intended to gener-
ate candidate moderators and not to definitively com-
pare the relative strength of moderators. Furthermore, 
we emphasize that the moderators are observed and not 
manipulated, so the usual caveats about correlations 
apply. We found that the estimated 95% HDI contained 
zero for all moderators. In other words, there were no 
moderators that demonstrated a consistent effect on Δz 
scores.

There are several possible explanations of these 
results, which we cover in the Discussion section, but 
one class of moderators that is worth a closer look is 

We used JAGS (Version 4.3.0; Plummer, 2003) and the R package runjags (Denwood, 2016) for Markov chain 
Monte Carlo (MCMC) sampling. The JAGS specifications of the base model and the four moderator models are 
available at https://osf.io/q84t7/.

We assessed model convergence visually and through the potential scale reduction factor, commonly known 
as the R  statistic (Gelman & Rubin, 1992). R  was less than 1.005 for each parameter (values of 1.00 are ideal). 
The effective sample size for each parameter, which estimates the number of independent samples of the 
model posterior accounting for autocorrelation of the sampler, was at least 10,000. To meet these goals, we 
preregistered a plan for model fitting, which is available at https://osf.io/m38c2/. We fit the models using 48 
chains, 5,000 steps of burn-in, and thinning the chain by four steps for every one step kept. For 41 of the 46 
models, we reached our target effective sample size and R  goals after an initial sample of 3,000 steps per 
chain. Four models required 9,000 steps per chain, and one model required 81,000 steps per chain.

Box 2.  In Detail: Markov Chain Monte Carlo Sampling

https://osf.io/q84t7/
https://osf.io/m38c2/
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moderators related to dosage of the treatment quizzes. 
A unique piece of the ManyClasses paradigm is that 
teachers can choose how to implement the target manip-
ulation. For example, the teachers in this study decided 
on (a) the number of treatment quizzes, (b) the number 
of questions per quiz, and (c) the length of time between 
immediate and delayed feedback. These decisions have 
the effect of picking out a portion or region of the pos-
sible space of experimental designs. The benefit of this 
approach is that the experiments we ran in each class 

represented the teachers’ authentic choices for how to 
use these quizzes in practice and thus arguably represent 
a more realistic estimate of the effects in practice, 
whereas the drawback is that there are portions of the 
design space that, had they been better covered, may 
have produced a more powerful experimental test.

In the following paragraphs, we highlight these three 
moderators that are directly related to the dosage of the 
manipulation. The goal is not to make definitive yes/no 
claims about whether the moderators matter or whether 
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Fig. 1.  Class- and condition-level estimates of the relative benefit of immediate feedback. The width of each bar represents the 
95% highest density interval of the posterior estimate for a class. The thicker bar represents the 50% highest density interval, 
and the point represents the median.
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there was or was not a statistically significant effect 
(Wasserstein et  al., 2019). Statistically, there were no 
moderators that demonstrated a consistent effect on Δz 
scores. Rather, the goal is to showcase the findings of 
preregistered contrasts and how our observations were 
not evenly distributed across moderator values, which 
resulted in differential coverage of the design space 
because of the teacher’s authentic choices.

First, the number of treatment quizzes varied from 
just two (one per feedback condition) to 18 (nine per 
feedback condition). Out of the 38 classes, 17 had either 
one or two quizzes per feedback condition. Figure 4 
shows the pattern of class-level results across different 
levels of the moderator. The majority of classes are in 
the low-dosage region, and the estimates in these classes 
all hover tightly around zero. But there is an indication 
that uncertainty is high in the higher dosage region of 
the design space (e.g., when more quizzes were admin-
istered). Again, there are no credibly nonzero effects of 
this moderator, and it does not interact with incentive 
condition, but the trends in the data suggest that the 
higher dosage region is one in which feedback timing 
may have practical effects.

Second, along similar lines, the cumulative number 
of quiz questions across the full semester ranged from 

Relative Benefit of Immediate Feedback, ∆z
Classroom-Level Means

Incentive Condition

Nonincentivized
Incentivized

1.00.50.0−0.5−1.0

Fig. 2.  Estimated distribution of class-level means in both incentive 
conditions. The observed mean of each class is indicated by the tick 
marks on the horizontal axis. Some of the observed means fall well 
outside the model’s estimated distribution of means because the model 
estimates that the true mean of the class is much closer to zero.

Box 3.  In Detail: Moderator Models

Each of the four moderator models includes all the parameters of the base model (see Box 1). Here we detail 
the additional parameters added to the base model to capture the relationship between the moderating vari-
able and student-level or class-level means.

For student-level moderators, the model included an additional parameter, βc , in the estimate of change in 
zs. The level of the moderator for student s is xs . When the moderator is continuous, a single value of βc is 
estimated for each class, and the model is a linear regression. When the moderator is categorical, separate 
values of βc are estimated for each distinct level of x  in each class. The βc  values are assumed to be nor-
mally distributed in each incentive condition i, with mean θi  and standard deviation ωi . These values provide 
an estimate of the overall moderator effect and its consistency across classes.

∆ ∼ µ + β σz N xs c c s cs s s
( , )

β ∼ θ ωc i iN
c c

( , )

Weakly informative priors were placed on the condition-level mean and standard deviation.

θ ∼i N ( , )0 1

ω ∼i G SD( . , )mode = =0 5 1

For class-level moderators, the βi  parameter is introduced in the estimate of the class-level means, mc, with i 
representing the two incentive conditions. The same principles of the student-level moderator apply: xc  is the 
level of the moderator for the class, and one or more β  values are estimated depending on whether the mod-
erator is continuous or categorical. In this model, there is no hierarchical structure to the estimate of βi, and 
so a prior is placed directly on βi .

µ ∼ γ β τc i i c iN x
c c c

( , )+

β ∼i N ( , )0 1
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just eight (four questions per condition) to 198 (99 ques-
tions per condition). This represents substantial variation 
in how much potential feedback students were exposed 
to throughout the class. Figure 5 shows the pattern at 
the class level as the cumulative number of quiz ques-
tions varies. Naturally, this moderator is correlated with 
the number of treatment quizzes (Spearman’s ρ = .79), 
and the pattern of results is similar.

Third, teachers also varied the length of delay between 
immediate and delayed feedback, and it ranged from 1 to 
5 days. The modal choice was 3 days, but most teachers 
(32 of 38) opted for no more than 3 days of delay. Figure 
6 shows the pattern of class-level results across different 
delay periods. Visually, the preponderance of negative 
slopes suggests that as the delay increases, the relative 
benefit of delayed feedback increases. However, as with 
the other moderators, there is sufficient uncertainty in the 
estimates that we cannot make strong claims here, and 
there are indications that we have undersampled the 
region of the design space in which the manipulation 
might have had a stronger influence on student perfor-
mance. In this case, we also ended up, by chance, with 
no classes in the incentivized feedback condition with a 
delay longer than 3 days. All six classes with 4- or 5-day 
delays were in the nonincentivized feedback condition.

In addition to decisions about dosage, teachers also 
controlled features of the posttests that were used to 
measure student learning from the feedback-timing 
manipulation. One salient aspect of the posttest exams 
was the kinds of assessment questions that teachers 
chose to use. We categorized the questions as retrieval-
based or not and calculated the proportion of retrieval-
based questions on the exams. Unlike the moderators 
directly related to dosage of the treatment quizzes, here 
the natural choices of teachers were nearly optimal for 
a contrast between low and high use of retrieval-based 
questions. Most teachers used either all retrieval-based 
questions or all non-retrieval-based questions on the 
posttest exams. Perhaps because of this, the estimates 
for the effect of this moderator were the closest to 
reaching our decision threshold for statistical credibility 
(and, in fact, do barely cross this threshold if we com-
pute a posterior estimate for an overall moderator coef-
ficient averaging across the coefficient estimates for 
both incentive conditions; 95% HDI = [−0.113, −0.002]). 
Figure 7 shows the pattern of class-level results across 
the different levels of the moderator, and the negative 
slopes suggest potential benefits of delayed feedback 
when learning is assessed with more retrieval-based 
items.
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Fig. 4.  Relationship between number of treatment quizzes and the effect of feedback timing. 
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sion lines from the model’s posterior distribution are shown in the background. These lines 
represent plausible fits. We show a sample of these lines to visualize the model’s uncertainty. 
A small amount of horizontal jitter has been added to the points to improve the clarity of 
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Discussion

The effect of feedback timing on 
student learning

This first iteration of ManyClasses compared the effects 
of immediate feedback with delayed feedback on Canvas 
quizzes throughout the course of the Fall 2019 semester. 
It included data from 38 classes with a total of 2,081 par-
ticipating students. The results indicate the global effect 
of feedback timing on learning activities is close to zero. 
We infer that under routine implementations such as 
those measured in the current study, there is no broadly 
generalizable difference in learning performance on 
educationally relevant outcomes when students receive 
immediate feedback on their learning activities compared 
with delayed feedback.

Our observation of no main effect of feedback timing 
on student performance in more than three dozen classes 
provides a prominent benchmark in research on feed-
back in educational settings. Many recommendations for 
the benefits of immediate feedback stem from the meta-
analysis by Kulik and Kulik (1988), which reported small 
to moderate advantages for immediate feedback in 10 
out of 11 studies conducted in classroom settings that 
often lacked experimental designs. Recent views point 
to the potential benefits of delayed feedback (e.g., Butler 

& Woodward, 2018; Mullaney et al., 2014), and two class-
room experiments provide empirical support for delaying 
feedback on classroom quizzes (Mullet et al., 2014). Our 
results suggest that these past findings from a small num-
ber of classrooms may have limited external validity 
because we see no indication of a single global effect of 
feedback timing that generalizes across classrooms. Note 
that it is not the case that we observe high uncertainty 
in this estimate; rather, our model estimated a main effect 
of feedback timing that was tight around zero.

The next question is whether the effect of feedback 
timing changed systematically with different kinds of 
classes, students, or implementations used by the teachers 
in this study. Preregistered analyses of 40 different candi-
date moderators found no strong evidence of systematic 
differences in the effects of feedback timing between 
students or classes. The few classes in which the effect 
of feedback timing appeared to deviate from zero (shown 
in Figure 2) had small numbers of students and thus did 
not exert strong influence on these estimates. We also 
examined whether the effect of feedback timing was 
influenced by incentives for students to view the feed-
back and found no overall interaction between feedback 
timing and these incentives on learning performance.

We do, however, observe suggestive evidence of small 
moderator influences in the current study, but uncer-
tainty in our estimates of moderator effects prevents us 
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Sample regression lines from the model’s posterior distribution are shown in the background. 
These lines represent plausible fits. We show a sample of these lines to visualize the model’s 
uncertainty.
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from drawing clear inferences about them. Specifically, 
there was a trend for students to perform better follow-
ing delayed feedback in classes in which posttest exam 
items were retrieval-based (e.g., fill-in-the-blank rather 
than multiple-choice). In addition, primarily in classes 
in which viewing feedback was incentivized, measures 
related to the “dosage” of treatment at the class level 
(e.g., number of quizzes, cumulative number of ques-
tions, length of feedback delay) all suggest, from their 
consistent directional trends, that increasing the amount 
of feedback and the length of feedback delay may 
improve performance following delayed feedback rela-
tive to immediate feedback. Such trends are consistent 
with Mullet et al.’s (2014) observation of advantages for 
delayed feedback under a classroom protocol that 
involved a retrieval step during outcome testing, incen-
tives for looking at feedback, a 7-day delay for the 
release of feedback, and a large amount of feedback (18 
practice quizzes with more than 200 questions total).

These statements suggesting that increasing delayed 
feedback dosage may be associated with possible ben-
efits of delayed feedback for retrieval tasks are highly 
speculative and must be clearly caveated. They are based 
on trends that are consistent with a particular theoretical 
interpretation but that did not achieve our threshold for 
making credible inferences. We mention these trends 

primarily because the amount of feedback that teachers 
administered for the current study was modest. Only one 
class in the current study had levels of exposure to 
delayed feedback that were comparable with Mullet 
et al.’s (2014) study, and none of the classes in which 
viewing feedback was incentivized had delays greater 
than 3 days. Given the consistent trends across several 
moderators and the current study’s sparse coverage of 
classes with high exposure to delayed feedback, we feel 
that it merits speculation that benefits for delayed feed-
back may yet exist in these undersampled circumstances. 
However, our evidence is convincing that inferences 
drawn from such circumstances do not generalize to 
improvements under more routine settings in which the 
current ManyClasses study was conducted.

The benefits and challenges of the 
ManyClasses methodology

Authenticity to routine educational practice is both the 
current study’s primary advantage and a disadvantage for 
our ability to estimate moderating effects. Our experi-
ment was distributed across 38 college classes and 
required minimal qualifying criteria—the class needed to 
include at least two automatically graded online quizzes 
in Canvas. This ease of recruitment provided beneficial 
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Fig. 6.  Relationship between length of the delay for delayed feedback and the effect of 
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Sample regression lines from the model’s posterior distribution are shown in the background. 
These lines represent plausible fits. We show a sample of these lines to visualize the model’s 
uncertainty. A small amount of horizontal jitter has been added to the points to improve the 
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features, such as the ability to assess the effect of feed-
back timing’s replicability (i.e., we were able to recruit 
many independent samples), robustness to variation (i.e., 
we were able to recruit diverse classes that varied on 
numerous dimensions), and ecological validity (i.e., we 
were able to recruit classes that were representative of 
typical practice). But this design space (the 38 classes in 
which we embedded the experiment) was not uniformly 
sampled from all possible class designs (as would be the 
case in a metastudy; Baribault et al., 2017). Instead, it 
was biased toward typical practice in contemporary col-
lege learning settings. Thus, the current study is ill-suited 
to determine whether immediate or delayed feedback 
timing could be beneficial under special circumstances 
but is particularly well suited to determine whether feed-
back timing affects student learning under authentic cir-
cumstances, which it does not (see Tipton & Hedges, 
2017). We believe these contingencies, whether and how 
cognitive principles of learning translate to improvements 
in common educational situations, are where the psy-
chological science of learning has room to improve.

Forty-five years ago, Cronbach (1975) argued that any 
effect in social science, and particularly in student instruc-
tion, should not be assumed to be stable but, rather, will 
vary across situations; and he repeatedly lamented the 
difficulty of collecting the “enormous volumes of data 
. . . required to pin down higher interactions as signifi-
cant.” Cronbach went on to write, “It is rarely practical 

to obtain information in a large number of situations. 
And the statistical estimates typically describe the gross 
aggregation of conditions instead of pinning down just 
what joint action of situational variables produces a par-
ticular effect” (p. 124). Our current findings are consistent 
with Cronbach’s insights, and we also endorse his articu-
lation of the practical difficulties of this kind of research. 
Despite the current unprecedented collaboration in edu-
cation research (Makel et al., 2019), with 38 classes, we 
have scarcely begun to approach the sample size required 
to clearly “pin down” these effects. Part of this challenge 
is attributable to our ManyClasses model, in which the 
degree of exposure to experimental manipulations and 
the precision of the outcome measures are permitted to 
vary across sites, which contrasts with other multisite 
studies that measure invariant interventions and objective 
outcomes (for which our current sample likely would 
have been sufficiently powered for detecting moderator 
effects; Bloom & Spybrook, 2017). Future ManyClasses 
studies will need to cast a wider net across the design 
space of classes if we are to convincingly detail what 
works for whom in what context.

Our study also revealed the practical challenges of 
conducting this type of experimental education research. 
The teachers who participated in this collaborative effort 
should be lauded for their time, their expertise, and their 
willingness to embed an ambitious project in their course. 
But the coordination between educational practice and 
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experimental research multiplied the complexities of 
both. For example, during the semester-long period of 
data collection, due dates were changed without updating 
the feedback release dates, students contacted the 
research team with questions about course content, and 
more. We were often able to promptly remedy these 
issues, but at other times, we were forced to exclude 
treatment assignments (and then rebalance the design for 
that class) because they had been compromised. Future 
ManyClasses studies might avoid such issues if a tool were 
available for systematically facilitating experimental 
research in online learning settings, which we are cur-
rently pursuing (https://terracotta.education). Differences 
also were apparent in instructors’ beliefs about feedback 
and the ways they communicated the research to their 
students, which were unmeasured for the current study 
and likely added variance (Hulleman & Cordray, 2009). 
Finally, we also found that reporting outcome scores sepa-
rately for each treatment was particularly challenging in 
some cases. Some instructors’ assessments were more 
cumulative across content and not easily separable 
between the content learned from quizzes with immediate 
feedback and content learned from quizzes with delayed 
feedback, which resulted in less precise outcome mea-
sures than would be desirable.

Nevertheless, these varied, suboptimal situations are 
precisely the classroom settings that require evidence-
based insights for how to improve student learning 
(Koedinger et al., 2013; Motz et al., 2018). Psychological 
science is often looked to for these types of abstract 
principles of learning (Benassi et  al., 2014), but our 
study reveals one example in which a psychologically 
relevant variable is inconsequential for routine practice 
at a global level. These findings imply that repeated A/B 
testing of a global effect in isolated settings will likely 
yield conflicting findings with limited external validity 
and perpetuate opacity about effective practices for 
improving student learning (see also, Yarkoni, 2020). If 
we, as researchers, hope to effectively translate theory 
into practice, we should be conducting a totally different 
kind of science, like the current study, that takes into 
account natural variation between settings. Our findings 
reveal that this kind of science needs to be massively 
scaled, perhaps an order of magnitude larger than 
ManyClasses1, if we are going to convincingly answer 
questions of what works for whom in what settings.

Limitations and Future Directions

There are trade-offs inherent in any research design. For 
example, a researcher might conduct a study in a sterile 
lab setting to control or optimize critical features, such 
as the strength of the manipulation and the precision of 
the outcome measure. In contrast, a different researcher 
might conduct a study in a class setting in which the 

findings gain external validity at the cost of these tight 
controls. The ManyClasses model is no exception. In fact, 
by conducting an experiment across many different 
classes, our study shines a spotlight on sources of vari-
ability that are relevant to experimental design but rarely 
given much consideration when studies draw from only 
one sample. When an experiment is conducted in a single 
class, the study may carry the guise of controlling the 
classroom context, but in reality, these contextual fea-
tures vary widely in normative practice. We have argued 
for the necessity of incorporating these contextual class-
room features into the research design, and even though 
these features are no more consequential in our study 
than in any single-class study, they are more visible here. 
We highlight two categories of issues to inform future 
research using the ManyClasses paradigm.

First, aspects of the current research design may have 
improved external validity but also may have diluted the 
experimental manipulation and made it harder to detect 
effects. For example, it is common in lab studies to 
control the frequency and duration of participants’ expo-
sure to the study materials. We did not control students’ 
behaviors related to the feedback message but let them 
vary in natural ways. This means that students may have 
accessed their feedback multiple times (e.g., immedi-
ately and 3 days later) or shared their feedback with 
other students. Both of these behaviors would reduce 
the differences between the immediate and delayed 
feedback conditions. It is also common in lab studies to 
control how closely the content to be learned matches 
the final outcome measure. We did not control teach-
ers’ decisions about the contents of treatment quizzes 
or their assessments. Because of this, the concepts that 
students learned on one quiz may have overlapped 
with the concepts on another quiz, again, potentially 
diluting the experimental contrast. Likewise, the match 
between the contents of the treatment quizzes and the 
teachers’ reported outcomes may have varied between 
classes in unmeasured ways. In total, the current study 
clearly lacked the control that would be characteristic 
of laboratory research.

Second, our method of recruiting classes may limit the 
generalizability of these results to other samples. We used 
an open recruitment model in which we advertised the 
study widely and invited interested teachers to apply to 
participate. Although we leveraged campus teaching cen-
ters for our initial callout, our recruitment model largely 
contrasts with a top-down approach in which a researcher 
purposively selects one or more classes to be included 
in a research project. Our open model had a variety of 
advantages, which included producing a motivated, 
diverse group of teachers from outside our circles who 
were willing to collaborate with our team. Yet this 
approach revealed another trade-off in which we 
achieved breadth at the cost of control. For example, our 

https://terracotta.education
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sample did not have strong representation from classes 
with large amounts of online quizzes, which might be 
normative in some disciplines. In addition, we recruited 
classes of college students, and it remains unknown 
whether the findings would generalize to classes with 
less advanced student populations. Likewise, we worked 

exclusively with teachers who volunteered to be included 
in a research study, and it is certainly possible that they 
differ in consequential ways (e.g., prior experience, class-
room management style) from teachers who would not 
volunteer. Ideally, perhaps, we might have used a tar-
geted recruitment strategy to obtain a representative 

Box 4.  Lessons Learned

Plan on it taking twice as long as you think it will take.
•• This project was hard and took longer than expected. The primary team gathered in May 2018, and data 

collection launched in Fall 2019—more than a full year of planning. It helped to streamline all commu-
nication (e.g., single contact person for teachers, prerecorded training videos) and to have a clear 
checklist of ordered tasks (e.g., institutional approval, then recruitment).

Collaboration is key for success.
•• The author and acknowledgments lists are a tribute to the team-based nature of this study. Our core 

team had diverse areas of expertise (e.g., education research, big data, cognitive theory) that comple-
mented each other. We also leveraged our connections with Unizin to facilitate recruitment and identify 
a set of enthusiastic teachers and administrators at each location to champion outreach efforts.

Teachers’ active contributions to the research made this project possible.
•• We formed true researcher-teacher partnerships with the 38 participating teachers, and teachers took on 

key responsibilities in the research design. They contributed by working with us to discuss their instruc-
tional materials, orient us to their Canvas course sites, and implement the manipulation in a way that 
ensured we obtained the best data possible within the constraints of their class context.

Flexibility is necessary when working across institutions.
•• Our project required approval of a multisite protocol, and the agreement process looked slightly differ-

ent at each participating institution. We had to be flexible in terms of the specific personnel who needed 
to be included, the precise order of steps for approval, and the timeline. Multiinstitutional education 
research would benefit from the standardization of data-sharing agreements.

Transparency and open science practices made our science better.
•• We prioritized transparency—administrators knew the precise data we were going to collect, teachers 

knew how their assignments would be shaped by the study, students consented to share their data, and 
all materials and analyses were preregistered. These practices increased the buy-in from stakeholders, 
facilitated the data-sharing agreements with institutions, and enhanced the credibility of our results.

There are trade-offs to control compared with authenticity.
•• Our strategy was to maximize teacher choice and authenticity to their class norms within the context of 

an experiment. This strategy resulted in ecologically valid settings, but at the cost of some control over 
specific features (e.g., treatment dosage, precision of outcomes). It is key to plan each decision (e.g., 
minimum dosage, open recruitment) in a way that fits with the goals of the research project.

We need technology that enables experimentation in diverse classrooms.
•• This project was largely completed manually; a researcher manually created groups of students in 

Canvas, manually released feedback at the appropriate delay, and manually recorded outcome scores 
mapped to each treatment quiz. Experimental education research would benefit from streamlined 
technology that automates these processes seamlessly within the learning management system.

ManyClasses projects may need to include many more classes.
•• We worked in 38 classes, but realistically, more classes are needed to test the effects of class-level 

moderators. This is especially true when teacher choice is maximized and there are unpredictable 
distributions of moderator values. The power of the statistical test is different if almost all teachers 
choose the same value than if teachers choose well-distributed values across the design space.



20	 Fyfe et al.

sample with proportionate representation of all kinds of 
classes, pedagogies, teachers, and students, but the con-
cept of a representative sample of learning environments 
is currently undefined.

For researchers considering the use of the ManyClasses 
paradigm, or any field experiment in education, these 
two issues highlight the need to think critically about the 
trade-offs inherent in classroom-based research (also see 
Box 4). Specifically, what is gained in authenticity is lost 
in control. We have advanced a model that estimates 
differences in student learning during routine educational 
practice, when teachers manipulate a single instructional 
variable, effectively simulating what happens when 
teachers adopt an instructional recommendation. We 
believe this model has value but comes at the cost of our 
ability to maximize, via experimental control, the poten-
tial size of the measured effect. For this reason, we 
remind readers that feedback timing may still affect stu-
dent learning in some contexts. However, instructional 
recommendations drawn from such limited contexts do 
not generalize broadly.

Conclusion

Given these limitations and challenges, what should one 
conclude from this study? First, we have observed evi-
dence that there is no single, invariable benefit to receiv-
ing feedback immediately after a learning activity or when 
this feedback is delayed by a few days. Across typical 
college educational settings, the estimate of such a main 
effect is confidently close to zero. Second, our efforts to 
clearly identify moderating effects, situations in which the 
effect of feedback timing might deviate from zero, may 
have been hindered by a limited sample across the rele-
vant design space and perhaps by low precision in our 
outcome measures. The current results suggest that future 
ManyClasses efforts will require yet grander scales with 
wider samples than the current study. Even so, our current 
results provide hints that in certain kinds of classes, which 
were undersampled in the current study, there may be 
modest advantages for delayed feedback. Third and finally, 
despite its obvious difficulties, one should conclude that 
this kind of experimental research is feasible in educa-
tional settings. The current ManyClasses study stands as a 
proof of concept that it is possible to test diverse imple-
mentations of an instructional recommendation and to 

assess the efficacy of these implementations for improving 
authentic measures of student learning.

Appendix: Moderator R2 Analysis

Overview

Our initial, preregistered plan for summarizing the 
effect of each moderator on the student-level and 
class-level means included generating an additional 
metric beyond simply reporting the credible intervals 
of the coefficients. This metric is based on the increase 
in the proportion of variance explained with the addi-
tion of the moderator over the base model, and we 
describe it below. We planned to use this to identify 
which moderators were worth exploring in more detail 
and to provide a high-level summary of the modera-
tors. However, in practice, we found the metric unhelp-
ful, especially at the class level. There was simply too 
much uncertainty in the estimates to extract useful 
information. We ultimately decided to just directly 
present the posteriors of the moderator coefficients. 
In this Appendix, we present the planned analysis and 
the results (Fig. A1).

Summary of metric

One way to estimate the strength of the relationship 
between moderators and student-level or class-level 
means is to estimate the proportion of variance of the 
means explained by each model. The models that con-
tain a moderator that is predictive of Δz scores will tend 
to explain a larger portion of the student-level or class-
level variance. To do this, we measured the ratio of 
explained variance over explained variance plus residual 
variance. This measure is closely related to R2 but is 
adapted for a Bayesian framework (Gelman et al., 2019). 
The values range between zero and one, and larger 
values indicate a greater proportion of variance explained. 
For class-level moderators, the predicted average for a 
class was the sum of the condition-level estimate and 
moderator effect ( γ βi i cc c

x+ ), and the residual variance 
was the difference between this prediction and mc. For 
student-level moderators, the predicted Δz for a student 
was the sum of the class mean and moderator effect 
( µ βc c ss s

x+ ), and the residual variance was the differ-
ence between this prediction and the observed Δz.
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