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* A cost-effective home energy management system is proposed incorporating data-driven user preference.
* Development of a non-intrusive load monitoring (NILM) algorithm for the uncertainty of load consumption results.
 Preference level is quantitatively defined with NILM results for load scheduling and responding DR signals.

* Uncertainties related to preference level are used in the multi-objective decision-making process.
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ABSTRACT

Today, with the increase in the integration of renewable sources, the home energy management
system (HEMS) has become a promising approach to improve grid energy efficiency and relieve
network stress. Traditionally, complicated thermal models or passive participation of the users
prevents HEMS from fully automating the involvement of demand-side energy management. In this
paper, an advanced HEMS is proposed incorporating uncertainty-aware user preference. The energy
consumption user behavior, including temporal and temperature habits, is firstly characterized in a
data-driven way with non-intrusive load monitoring (NILM). To capture the potential uncertainties
resulting from the characteristics of NILM modeling, a novel NILM model is developed with
Bayesian theory. The NILM-based preference level is further integrated into the HEMS to schedule
the appliances and respond the demand response (DR) signals for economic benefits. Extensive
experiments are performed with the real-world dataset. The effectiveness and superiority of the
proposed algorithm are demonstrated particularly in reducing the energy cost, maintaining the user’s
preference level, and encouraging users to participate in DR. Compared to a traditional HEMS as a
benchmark, the proposed HEMS for a 24-hour horizon can trade-off limited electricity costs to keep

the preference at a high level.

1. Introduction

Energy management is a crucial matter all around the
globe. Considering that 27% of global energy consump-
tion and 17% of CO, emissions are generated from res-
idential energy consumption, a robust energy efficiency
strategy in the residential sector should be developed [1].
To achieve decarbonization and respond to global climate
change, clean energy transitions through utilizing more
and more renewable energy sources (RES), such as solar
photovoltaic (PV) and wind, are underway. Today the ex-
pansion of distributed energy resources and the phaseout
of the feed-in tariff scheme make residential users, espe-
cially the users with renewable resources (all known as
prosumers), move from passively consuming electricity to
actively participating in demand response (DR) or demand
management [2]. Self-consumption and electricity sharing
with a community of consumers/prosumers are becoming
more popular and profitable [3]. With the development of
innovative information and communication technologies,
understanding energy consumption behavior for residential
users is of paramount importance for the design of new
energy management strategies [4].
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Recent developments in smart meters and wireless com-
munication, along with the instruction of smart home appli-
ances (i.e., air conditioning, washing machine, dishwasher,
etc.), have made it possible for a fully automated home
energy management system with assessing household char-
acteristics and behaviors in electricity consumption. Ad-
vanced HEMS requires monitoring and controlling energy
generation and consumption for economic or environmen-
tal optimization, taking into account energy consumption
behavioral habits. Accordingly, many studies have been
dedicated to HEMS in the last decade [5, 6].

1.1. Literature review for HEMS

HEMS plays an essential role in DR to provide financial
benefits for energy efficiency [7]. Traditionally, demand-
side management (DSM) was utility-driven. Still, with an
increase in the integration of renewable sources, it also
becomes a "consumer-driven" process, and the HEMS be-
comes more and more essential for the demand side [8]. On
the one hand, the end-use consumers seek to optimize their
energy resources through HEMS. HEMS provides decision
support for residential users to effectively and automatically
schedule home energy resources. By acting as a delegation
of the user to communicate with the utility and grid, HEMS
can help the user participate in the smart grid. On the
other hand, the utility seeks to improve the grid operational
efficiency by coordinating many residential HEMSs with
schedulable appliances such as heating, ventilation, and air
conditioning (HVAC) [9].

From the utility’s perspective, a two-stage coordinat-
ing scheme between multiple HEMSs and the utility has
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been modeled [10] to reduce the peak demand and min-
imize the power losses. The utility communicated and
aggregated each bus’s load consumption and PV outputs
to decide each customer’s required peak reduction values
[11]. With a hierarchical incentive-based DR strategy, the
utility can send appropriate DR signals to the potential
DR participants [12]. To decrease the demand-side peak-
to-average ratio and maximize the energy profit of the
utility, a model-free reinforcement learning technique has
been applied for intelligent multi-microgrid energy man-
agement [13]. Recent years, reinforcement learning-based
HEMS has received a lot of attention from researchers
[14, 15]. Reinforcement learning (RL) can be used to solve
very complex problems for real-time energy management.
However, RL-based HEMS requires a good, comprehensive
and representative set of training data that covers all the
situations which a HEMS needs to handle, which is very
difficult in real applications. If the training set is inadequate,
which happens quite often in real world, the performance
of RL-based HEMS algorithms will be downgraded. Either
the traditional optimization-based or the RL-based HEMS
algorithms, they are designed from the utility’s viewpoint
which rarely considers the user’s willingness and energy
consumption preference. How to characterize and model-
ing the user’s energy behavior preference in the energy
management system is critical to the success of DSM. It
hinges heavily on the consumers’ participation levels in DR
programs.

Existing research focused on the user’s perspective
mainly minimizes the electricity cost and the end-user
discomfort. Complicated thermal models and temperature
deviations are often used to define the discomfort function
for appliances scheduling in a home [16, 17]. For instance,
a thermal dynamics model was adopted in [18] to restrict
the indoor temperature within a comfortable range. Besides,
some studies also model the personalized temperature
discomfort profiles and deviations of appliances’ operation
time through surveys or user’s manual settings [19, 20, 21].
However, due to the complexity of the thermal models and
the lack of personalized features, both the theoretical mod-
eling and the survey methods have difficulties collecting
effective and accurate parameters/feedback. Consequently,
it limits HEMS applications in smart grids on a large scale.
Meanwhile, the personalized energy consumption behavior
is related to the preferred temperature and also significantly
affected by the preferred running time of the appliances
[22].How to automatically understand the time and temper-
ature preferences of the user’s energy consumption habits
and apply them to HEMS has not yet been studied.

1.2. Literature review for user behavior

For advanced HEMS, it is difficult to reduce the en-
ergy use or energy consumption cost without understand-
ing users’ behavior and preference. Many studies have
investigated user energy consumption preference based on
three methods: 1) choice experiments, 2) users’ feedback,
and 3) mathematical models. In choice experiments, par-
ticipants are asked to choose their preferred temperature
constraints manually [19, 20]. Users’ feedback is mainly

used to evaluate the satisfactory level rather than define
the user behavior preference. Euclidean distance between
the actual consumption and the target consumption has
been adopted to assess the satisfactory level for pricing
and energy-efficiency problems [23]. For energy-saving
recommendations, users’ feedback also can be used as
prior knowledge about users’ habits [24]. In addition to
evaluating satisfactory level, users’ feedback can also be
directly integrated into the control logic [25] or provide
real-time electricity consumption information [26] for home
energy management.

User’s participation is required for both the choice
experiments and users’ feedback, deviating from the ’au-
tomatic’ and ’smart’ design for home energy management.
Mathematical models that quantify the user preference level
for home appliance scheduling should be developed. Two
approaches are usually used to quantify the user preference
level: 1) manual comfort constraint setting and 2) historical
data-based preference calculation. Many studies developed
different thermal models by manually setting minimum and
maximum temperature constraints. For example, the authors
in [27] developed preference levels based on the indoor
temperature. In contrast, floor temperature and hot-water
temperature are controlled in a comfort range in [28].

With the enormous amounts of data produced every
day by sub-meters and smart sensors installed in residential
buildings, more and more historical data-based user behav-
ior models have been proposed. To quantify the user’s com-
fort, the moment the user frequently/sometimes/rarely uses
the electric appliances has been calculated and defined by a
cluster method according to the historical data in [29]. The
authors in [30] calculate the user preference vector with the
appliance’s ON/OFF frequency, which is obtained by non-
intrusive load monitoring or sub-meter data. A qualitative
method based on visual thermal landscaping is proposed in
[31] to investigate the patterns of users’ thermal preferences
and enhance user comfort and energy performance. Personal
comfort has been quantitatively analyzed with individual
differences and spatial context information.

The mathematical model for understanding user behav-
ior is the ideal choice. However, existing studies for math-
ematical models either need to set preferred temperature
manually with only thermal comfort considered or focus
only the frequency of the use of the electric appliances.
To better characterize users’ energy consumption behavior,
the appliances’ preferred operation time and temperature
should be considered jointly to develop the comfort or
preference model. Although the HEMS has been extensively
researched, less research pays attention to an automatic user
energy consumption behavior interpretation to support a
personalized definition of preference. NILM is a promising
choice to understand user energy consumption behavior by
monitoring household appliances in a cost-effective, fully
automatic, and non-intrusive way.

1.3. Literature review for NILM

If leveraged properly, the data produced every day
can be used for understanding user’s habits, which can
aid in better energy management to reduce wasted energy
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and promote sustainable and energy-efficient behavior [32].
NILM can be treated as a blind source separation problem,
which tries to estimate energy consumption of appliances
from aggregated load [33]. With the robust learning and
characteristic expression abilities of deep learning, more
and more deep learning-based methods have shown their
advantages when applied for NILM [34, 35]. The authors
in [36] demonstrated that combining the data augmentation
and teacher-student network can efficiently improve the
feature representation capability of their model with unla-
beled data. To address the simultaneous action problems
under real-time NILM framework, a three-stage algorithm
is proposed in [37] with event detection, deep dictionary
learning, and sparse coding formalized algorithm.

Generally, residential appliances are divided into schedu-
lable that can be shifted or non-schedulable that must
operate immediately with the user’s request [38, 39]. Non-
schedulable appliances such as lighting systems, kettles,
and computers must operate immediately at the request
of the user, while the operation time of the schedulable
appliances such as air conditioning can be shifted according
to the electricity price or the requirement of the DR. The
HVAC contributes more than 30% of the total electricity
consumption [40]. A time-frequency mask-based decom-
position approach has been proposed in [41] to extract
flexible loads of HVAC and lighting contributions. A recent
review work of fault detection and efficiency assessment
for HVAC using NILM can be found in [42]. However,
the NILM-based schedulings for the HVAC have not been
comprehensively studied in HEMS so far.

1.4. Literature review of NILM-based HEMS

Understanding the energy consumption habits of the
consumer with NILM can make the HEMS become a
"consumer-specific" system in a natural automatic way. A
NILM-based HEMS has been studied in [43] with the k-
nearest neighbor method and genetic algorithm. A multi-
task learning-based NILM has been developed for a mi-
crogrid energy management system by regarding the op-
eration time deviation of the schedulable appliances as a
comfort level metric[39]. Recently, Cimen et al. proposed
an online energy management system for AC/DC residential
microgrids with NILM [44]. The average consumption, the
average operation time (OT), the average number of daily
uses (NU), and the most preferred operation interval (POI)
have been defined with NILM results as the user behavior
for energy management optimization.

In all the existing NILM-based HEMS, only the time/
frequency of the appliances’ use is considered as the user
behavior. However, if we want to understand and maximize
the user’s preference in HEMS, both the preferred time and
temperature should be understood from the NILM results.
Besides, home energy management is a decision-making
problem. The optimization algorithm should consider the
uncertainty of the user’s preference obtained from the NILM
results. Developing an algorithm for NILM to obtain the
uncertainty for further scheduling rather than only point
estimates of the disaggregations has not been studied.

1.5. Approach and contributions

According to the above literature review, there are three
issues needed to be addressed for advanced HEMS: (i)
How to understand and quantitatively define the user energy
consumption behavior in a fully automated way; (ii) How
to obtain the uncertainty of the NILM results for further
HEMS; (iii) How to design multi-objective HEMS with the
uncertainty NILM results to minimize user’s energy cost
and maximize user’s preference level. Therefore, this paper
proposes a NILM-supported home energy management sys-
tem with uncertainty-aware user preference. The Bayesian
neural network (BNN) is adopted in our proposed NILM
model to achieve load monitoring and quantify the level
of uncertainty for the NILM results. Then, a novel user
behavior characterization and the corresponding preference
level are quantitatively defined upon the NILM results. The
proposed preference level includes the appliances’ preferred
time/frequency use and the comfort temperature use of the
air conditioning. To trade off the energy consumption cost
against the preference level, the user behavior is integrated
into the HEMS for optimized scheduling. The significant
contributions of this paper are three-fold:

1) A Bayesian neural network-enabled NILM model is
established to obtain the uncertainty score of the NILM
results rather than only the point estimates of the ground
truth. The on/off state of the schedulable appliances can
be obtained with uncertainty score for further HEMS.

2) Quantitative user behavior characterization, including
the operation time and temperature, is defined based on
the NILM results and the uncertainty score. The user’s
behavioral effect is further modeled to design HEMS
with consideration of the user’s preference level and
user’s willingness to participate in DR.

3) A multi-objective HEMS that minimizes the costs and
maximizes the user’s preference level considering the
uncertainty of the NILM results is developed. This is the
first work to invest the practical application of NILM
in HEMS, which is treated as a multi-objective opti-
mization problem considering the uncertainty of NILM
results. The effectiveness of the proposed algorithm is
evaluated with real-world dataset for both the prosumer
with PV and consumer without any renewable resources.

2. Uncertainty-Aware User Preference

To obtain the uncertainty score of the NILM, a Bayesian
neural network that models all the weights with probabil-
ity distributions rather than a single fixed value is firstly
designed in this section. Furthermore, most of existing
research only defines user behavior with the preferred oper-
ation time from NILM [39, 43]. However, other quantitative
features derived from NILM results, such as operating tem-
perature, are essential for various schedulable appliances
in user behavior characterization. So, the quantitative user
behavior characterization considering both the time and
temperature usage of appliances are defined with NILM
results. Finally, two parameters that reflect the degree of
user preference for use time/frequency Ci”’;me and comfort
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temperature éj P are calculated with uncertainty. The over-
all proposed algorlthms for uncertainty-aware NILM and
preference level calculation are shown in Fig. 1. Since the
on-state events are relatively rare for some appliances [34],
such as a washing machine, keeping the ratio of off- and
on-state samples are applied as data pre-precessing for the
imbalance problem. Then, a BNN-based model is proposed
for energy disaggregation to obtain the energy consump-
tion of electric appliances and the corresponding estima-
tion uncertainty. Furthermore, quantitative user behavior
is characterized by NILM results. Last, preference level
considering the preferred operation time and temperature
can be calculated for further optimization of HEMS.

is proposed for energy disaggregation with uncertainty. Then, the quantitative user behavior

Aggregate load (X, ¥) measured by smart meter. Firstly, a Bayesian neural network (BNN)
characterization and preference level for HEMS is creatively defined.

|
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|| Pre-process data:  keep the ratio || | Calculating Quantitative user behaviour |!
i| between on- and off-state samples i i| characterization: 1) FoS, 2) POT, 3) 13
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Figure 1: The overall framework for uncertainty-aware NILM and
preference level calculation.

2.1. Bayesian Neural Networks-Enabled NILM
NILM can monitor energy consumption behavior of
some specific appliances from the whole power consump-
tion of a household. Suppose that there are N electrical
appliances in a house, NILM tries to disaggregate the power
consumption of the ith appliance y' € RT = (y’i yeens yiTy)

from the total power consumption x € RL = (X1s..e0Xp)
for time £ = [1,..., L], where the output length Ty of
y' is usually less than the input length L [45]. With N
number of appliances in a house, there is x, = Eﬁl v+
€;, where ¢, is the noise factor [33]. A large number of
neural network-based algorithms have been applied to the
NILM and are superior to traditional algorithms, such as the
Hidden Markov model (HMM) [34 39, 46].

Input:
L=60 6
samples  Activation: ReLU Activation: ReLU  Activation: ReLU Activation: ReLu Activation: ReLU ~ Activation: ReLU

s
P
v
w
.
v

Figure 2: The framework of Bayesian neural network-based NILM

All of the neural networks-based NILM only provide
the point estimates of the predictions and do not accu-
rately represent the uncertainty inherent with the prediction,
which is critical to further scheduling or decision making.
To understand users’ energy consumption behavior and to
obtain the uncertainty sore of the personalized preference
level for HEMS, a BNN-enabled NILM is inspired by the
Bayesian neural network approach in [47]. In particular,
it represents all the weight in the neural network with

probability distributions over possible values rather than
having a single fixed value of deep neural networks (DNN).
As shown in Fig. 2, we apply Bayesian to the convolutional
neural network (CNN) for NILM [48].

Given a training dataset D = {(Jc,-,yi)}ij‘:fl Cc %Y,
where X is the set of total power in a residential household
and Y is the set of the corresponding labels, BNN aims to
find the posterior distribution p(w|D) over model parame-
ters w based on Bayes’ theorem [49],

p(w|D) = PPIWPW) 0
(D)
where p(D|w) is the likelihood, p(D) is the marginal like-
lihood, and p(w) is the prior. Variational approximation
can be applied to find an approximated distribution g(w|8)
parameterized over 6 by minimizing the Kullback-Leibler
(KL) divergence of q(w|60) and p(w|D),

0% = arg min KL{q(w|0)||p(w|D)]

B . q(w|6)
- mem/ Al oe )

= arg min KL[q(w|0)||p(w)] — E 1) 10g p(D]w)]

where KL[g(w|0)||p(w)] is the KL divergence of the vari-
ational posterior distribution g(w|0) and the prior p(w),
[Eq(ww)[log p(D|w)] is the likelihood cost that related to
the training dataset D. To further minimize the cost with
gradient descent, unbiased Monte Carlo sampling can be
applied to evaluate the expectations in Equation (2),

F(D,0) = KL[q(w|0)||p(w)] — E ;)9 [l0g p(D|w)]

(@)

n
, . R
~ ) log q(w'|0) — log p(w") — log p(D|w') @
i=1
where w' is the ith Monte Carlo sample drawn from the
variational posterior g(w'|0). Considering that the training
process of neural networks always adopts mini-batch gradi-
ent descent [50], Equation (3) can be rewritten as,
M
F(D,0) = Y Fi(D;,0)
i=1

M
~Y L
oM
where M is the total mini-batch in the training dataset, each
gradient is averaged over all elements in one minibatch.
A probability distribution of the weights can be trained
for the NILM model with variational learning and Monte
Carlo. The disaggregation results of schedulable appliance
i €I =1[l,...,I]are just a possible sample of the model,
and the uncertamty score u"”’" of the NILM results for ith
schedulable appliance at tlme t can be calculated as the
standard deviation of the mean of multiple samples,

Z(y it /4)2
n(n — 1)
where J; , is the disaggregation results with the BNN-NILM
and pu is the mean value for n samples from the BNN-
based NILM. With the energy consumption estimation, the
on/off states §; , of the ith appliance can be obtained with a

“

[KLIg(w|0)||p(w)] = E )9 [log p(D|w)]]

nilm __
it

,VieI ViteLl (5)
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threshold &;,

. Ly, >2& Viel, Viel ©
. 0, ﬁi,t<§[,Vi€I,VIE£

2.2. Quantitative User Behavior Characterization

To maximize user’s preference in the HEMS, the user
behavior traits should be firstly characterized. In partic-
ular, those traits related to the difference between non-
schedulable and schedulable appliances are elaborately in-
corporated. In this work, quantitative user behavior charac-
terization is creatively designed with the energy disaggrega-
tion results in K-day historical data. Lett € T = [1,...,T]
as the scheduling time slot in a day and 7, represents the
time steps of NILM results in each t € 7 scheduling time
slot. There are T'XT, NILM results in a day. Accordingly, we
consider five attributes, namely (i) frequency of use [22], (ii)
preferred operation time (POT), (iii) maximum operation
time (MOT), (iv) maximum operation number (MON), and
(v) preferred temperature interval (P77) for the operation of
the air conditioning, which is sensitive to the temperature.

1) Frequency of the Use: Firstly the frequency of the
appliance’s on state (FoS) is defined here as a quantitative
index on the user’s power consumption behavior,

Zk 1 Ztrr—l Afrkt

K
However, FoS does not consider user’s tendency to regularly

use the appliance. The regular high frequency of usage for a
appliance means that the user’s preference for the appliance
has a certain degree of regularity [22]. Therefore, the regular
frequency of use (RFoU) is quantified as follow,

FoS;, = ,VieI, VteT )]

K K
. Ns: ", Ne;
RFoUs!ar = —Z“K L RFoUS = —Zk—lK Lt
YK Nd K N ®
dur _ Lak=1"V% k.t _ Zuf=] YOy
RFoUl.;" =—r RFoUz'l' == x
LG ‘—0>&(A:’k,— )
Nsi,k,t = - tr E ] &(Zt’—tr ikt Tr - tl') (9)
0, 0therw1se.
1, if § = t)&ET =
Nei,k,tz (Zl‘/ 1 %kt ) (zkt 0) (10)
0, otherwise,Vir € [1,T,].
Nd, kt — Z J A;rkt
tr=2
1, 1f(Ajrkt1 0)&@EY, = 1) (11)
J](Afrk )= &(s, e =0

0, otherwise,Vtr € [2,T,].

where Ns;,,, Ne;;, and Nd,,, calculate the operation
number of the ith appliance that starts to work, turn off,
and complete a work cycle during the fth time slot. If
the appliance keeps at on during the rth time slot, namely

T,
L Sk =
RFoU;, = RFoU;'"' +RFoU?" + RFoU!\" + RFoU?" (12)
A larger RFoU; , means that the user prefers to use the ith
appliance in the 7th time period.
2) Preferred Operation Time (POT): Understanding the
POT of the user can help HEMS schedule the appliances

in different time slots with the user’s preference in mind.
According to FoS; , and RFoU; ,, we define POT as,

v;, = (FoS;,; + RFoU, ,)/2
POT; =[tforr €[l,....T], v;; =&yl
where &, is the weight for the POT definition.
3) Maximum Operation Time: HEMS needs to schedule

the operation time of an appliance less than its extended
maximum operation time,

o7 = max [OT, ...

T,, there is Non; ; , = 1, else Non, ; , = 0.

13)

OT,,.....0Ty, 1 (14)
or,, =1, -1 (15)
where 7,,f, € [1,T, X T]
1,1 s.L.

)
Gir, =0 &85, = 1)&(2 [Sip =8yl 1)
t'=t
(16)
OT"™* is the maximum operation time of the ith appliance,
OT,, is the mtth operation time. There are totally M¢
operations in the historical K days.
4) Maximum Operation Number: How many times the
user prefers to use an appliance in one day is also chosen
here as an index for understanding the user’s behavior.

MONI.=max[Ni1,...,Nik,...,NiK] (17

where Nik is the operation number the ith appliance in the
kth day.

5) Preferred Temperature Interval (PTI): The temper-
ature concerned appliances such as air conditioning with
high-power consumption play a vital role in the user’s
energy consumption. Generally, the user would like to op-
erate the appliance when the temperature is too high or too
low out of their comfortable zone. According to the on/off
operation of the appliance and the outdoor temperature, the
PTI can be defined as a metric for characterizing the user
energy consumption behavior,

K N
— H(S _37'-_)
FoT _Zk_1 ikt T

= a— ,VieI,Vre A (18)
Zk=1 [I(Tf)

G ) I, if§; ;=1 andr=7 (19)
S0 77 = _
ivke> 71 0, otherwise,Vi € [1,T, X T].
T(e) 1, ifr;=1 20)
T:) = _
! 0, otherwise,Vt € [1,T, X T].

PT1;={z|FoT,; 2 ¢&,;,Vi€e I,V € A} (21)
where 7 € A is the outdoor temperature, A is the total dif-
ferent temperature during the K historical days, FoT; ; is the
frequency operation of the ith appliance at temperature T,
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and &, is the threshold to decide the preference temperature
interval according to FoT; ,

2.3. Preference Level Definition

One of the main challenges for smart HEMS is how to
minimize the user’s comfort and habits disturbance caused
in HEMS optimization through analysis of the user’s power
consumption preference. With the proposed BNN-enabled
NILM, we can monitor the power consumption and on/off
states of appliances, as well as quantify the user power
consumption behavior with varying levels of uncertainties.

In this work, the preference time level Cl.’"t’"e and preference

temp

temperature level gy of the consumer are defined as

follows,
0, i =T;| =T/, T, v,

=0 0Ll =T ST{", T, € POT; (22)
1, 1€ v,
p;’itme =s5.,-CM Viel, VieT (23)

where v;, is calculated with Equatlon (13), Ta’l”"e is the
tolerance time of deviation from preferred operation time,
and C””’e is obtained according to Fig.3 (a), s;, is the
scheduled on/off state of the ith appliance during time slot
t in HEMS, and P”me indicates the preference time level of
scheduling the zth apphance at time ¢ in HEMS. Slmllarly,
Pitjmp can be calculated with the capturing consumer’s
preferred temperature interval,

1, 7, € PTI,
FoT;;, 0 < |t = T,| <TY™ 7 € PTI; (24)
0, |t=T,| > TS, © € PTI
Pl =5 " Nie I, VteT (25)

it 7Lt it
where 7, is the forecasting outdoor temperature at time ¢, T,
is the time slot that is regarded as the preferred temperature

t . ..
interval, and T, ®"P is the tolerance time for deviation from
temp |

temp __
Ci,t -

preferred temperature interval. The calculation of i
according to Fig.3 (b).
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Figure 3: Deviation cost of preferred operation time and tempera-
ture interval

3. Proposed HEMS

The designed HEMS should perform optimal scheduling
of the electrical appliances, the battery energy storage sys-
tem (BESS), and the power exchanges with the external grid
to minimize the energy cost and, at the same time, maximize
the preference level of the user (see Fig. 4). With the total
load measured by a smart meter, the energy consumption of
concerned appliances can be monitored by the uncertainty
indices based on the proposed NILM. Then, user habits can
be quantitatively characterized as being presented in Section

II. The HEMS can schedule the household appliances such
as air conditioning and dryer according to the day-ahead
electricity price and the user habits. Besides, we assume that
the residential user can receive the DR signals during the
peak time to earn revenue in the designed HEMS, making it
easy to extend the proposed HEMS to a commercial user.
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Figure 4: The structure of the proposed HEMS

3.1. Objective Functions of the HEMS

In this work, we design the HEMS by taking into
account the power consumption cost, the income of selling
power to the grid, the reward of responding to the DR sig-
nals in peak time, and the preference level considering the
user’s behavior pattern. Two different objectives, including
energy cost and preference level for HEMS, are proposed.

1) Minimize Energy Cost: The HEMS seeks to minimize
the total power cost, including buying power cost, selling
power revenue, and DR reward, by determining the on/off
states of schedulable appliances, power absorbing/feeding
from/to the network over the horizon, energy storage charg-
ing/discharging, denoted as E = (s, psrid psell Peh, Pdis),
respectively. Here s;, € s is the on/off state of the ith
schedulable appliance at time slot z. The objective function
for power cost is formulated as follows,

T
nC = Z(/ITOUPg”d XSPPSP"” AdrPdr)At (26)
=1

where T is the time slots for HEMS scheduling in a day,
At is the time resolution of a time slot, 7OV is the time
of use pricing for electricity consumption, /ltS P is the spot

.:

price, Ptg”d and P**!! are the power bought from and sold
to the utility grid at a given time #, respectively, Ptd’ is the
electricity increase or decrease for responding to the DR
event, and Af’ is the DR reward of each kilowatt (kW).

2) Maximize Preference Level: HEMS and DR for ap-
pliance scheduling not only should minimize the energy cost
but also should maximize the user’s preference level accord-
ing to their historical behavior or habit. In this work, we
define the user’s preference level (P) by considering both
preferred time and temperature based on the quantitative
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characterization of their behavior,

xP = 2 Z |+ 2Ly =i, )|

1
o ges

where P!/ and P emp are the preference level of the user’s
preferred operatron time and temperature at tth time slot,
respectively, u ’.”l’" is the uncertainty score of the BNN-based
NILM results for the ith appliance.

Following the discussion above, the objective function
B of the designed HEMS can be formulated as follows,

m:in B=f(C,-P) (28)

(27)
Ctemp)(l :”tlmsi,t)]

Il
NMs] lllm

Using the weighted sum method [51] to solve the multi-
objective optimization problem in Eq. (28) entails selecting
scalar weight @ and minimizing the following composite
objective function:

m:in f(C,—P) =1 —w)C + w(-P) (29)
=1 =y @)C + y@)(-P) (30)
where,
w(@) =0.5(1 — a) (3
mlm
i = —Z 2, (32)
I+7T)

where i is the mean value of the uncertainties for the NILM
results of the different appliances during the whole day.
In this work, weight in the weighted sum method is the
function of the uncertainty #. According to Eq. (31), the
weight will be 0.5 when # = 0, where the actual load
consumption is used for comparison with the NILM results.
The introduction of uncertainty to the weight ® = (&)
means the larger the uncertainty of the NILM results, the
less attention the objective will pay to the preference level.

3.2. DR Event Considering User Preference

For DR, one of the most essential and challenging prob-
lems is encouraging consumers to participate more actively
in DR programs, especially during the peak time when high
energy consumption and insufficient power generation take
places. When the user’s preferred behavior of using electri-
cal appliances is not considered, a very low-level response to
a DR event is normally yielded from this user. To encourage
users to participate in DR actively, we creatively designed
the user behavior effect into the DR event. The DR signal y
can require the user to increase (y = 1) or decrease (y = —1)
the power consumption at peak time. The user’s preference
of starting to use and shutting off the ith appliance at the
t time slot should be considered in HEMS for DR events.
For example, if the user receives a DR signal y = 1 and
the power consumption of more than one appliance is close,
the larger the RFoU;'"", the more likely the ith appliance is
scheduled to turn on for DR. Besides a fixed reward A for
each kilowatt response obtained from the utility, the effect
of user behavior on the actual reward 49" is innovatively

incorporated into the HEMS optimization model.
1, RFoUSr > &
tou " { N <
RFoUY™, RFOUS™ < &,
end
rfou! = L, RFoU;™ 2 Loy
RFoU, RFoU? < &,
A1 = Sit— l) Sit” ,foustart y=1
Asiy - (1= s;) - rfoult®, y ==1 (35)
0, y=0
where &, and £, are the tolerance thresholds for RFoU;""

(34

29 =

and RFo Ue”d respectively. So, the total DR reward at time ¢
in Equatlon (26) can be refined as,

1
MrpAr =Y G Py YD Ve T (36)

i=1
where P’/ is the active power consumption of the ith
schedulable appliance in at time ¢. Note that, the actual

energy operation cost C is calculated with fixed reward A,

T
C = Z(’lzTOUPrg”d _ A;S‘PPtsell _ APf’)At (37)
=1

The overview of the proposed algorithms is summarized
in Fig. 5. The on/off states of the schedulable appliances
and the preference level of time and temperature of NILM
results are applied to update DR’s reward. The task of
HEMS is to schedule the usage of schedulable electric
appliances to minimize the energy cost and maximize the

preference level.

—
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| time nilm
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| Ak

|

Figure 5: Overview of the proposed algorithm

3.3. Model Constraints

1) Home Energy Balance: The total energy demand of
the household, including the energy consumption of the
appliances and net generation to the grid, should be met by
the power bought from the grid, the PV output, and power
discharged from the BESS,

Yinyan Liu, Jin Ma, Xinjie Xing, Xinglu Liu, and Wei Wang: Preprint submitted to Applied Energy
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0< P < (PP + PYY(1 -6, vieT  (40)
0< P < pridss™ yreT  (41)

max

50 e 0,1, VieT, VieT (42

t
where P’ is the PV output, P¢" and P are the charging
and discharging power of the BESS, respectively. P5¢/! =

max,t

Ptp Y+ Ptdc is the maximum power the consumer can sell to
the grid. It is limited by the PV output and the discharg-
ing power of the BESS. The power consumption of the
appliances Ptap ? includes the power consumption of non-
schedulable appliances P and schedulable appliances
P¥. H and I are the number of non-schedulable and
schedulable appliances in a household, respectively.

2) Battery Energy Storage System: For a prosumer with
renewable generators, the BESS can provide reliable energy
during a blackout or store excessive energy generated by
renewables. It also provides the HEMS with a more flexible
ability to sell the power to the grid. The charging and
discharging of the BESS are modeled below,

S0C,,; = SoC, + (P"yf — P /ni)At/ EM™  (43)

bess

SoC™" < SoC, < SoC™™, NVt € T (44)

h h
0< Ph < Proxsch vie T (45)

d h
0 < P < PMx(1—5th), Ve T (46)

she {01}, vreT 47)
where SoC,, 7/, and #; are the state-of-charge (SoC), the
charging efficiency, and the discharging efficiency of the
BESS at time ¢, respectively, E;*" is the maximum capacity
of the BESS, SoC™" and SoC™* are the minimum and
maximum SoC of the BESS, PC’;’I“;‘ and PL;"C"’[X are the max-
imum charging and discharging power, respectively, and
5fh is a binary variable indicating that the BESS cannot be
charging or discharging simultaneously [52].

3.4. Scheduling of Domestic Appliances
In this work, the designed HEMS optimizes the opera-
tion of the schedulable appliances such as air conditioning,
washing machine, and water heater, and leaves the user to
operate the non-schedulable appliances exactly as they wish.
The scheduling of domestic appliances must be planned
according to several operating parameters, such as the max-
imum operation time and maximum operation number,
T+t
D s — sl <2, tgell, ..., T=T1 (48)

t=t,
0, MON,; <1
TS = 49
! [L], MON, > 1 “49)
At - MON;

T+t

D (50 % AD < [OT"™™], 1y €L,..., T =T/ (50)
1=ty

where [-] is the operation of rounding up to the closest
integer, and T} is the interval time that the appliance

can only operate once without the interruption. Equation
(48) and Equation (49) keep the appliance from frequent

operations, and Equation (50) makes sure that the operation
time of the appliance is less than the maximum operation
time OT"**.

4. Experiments

In this section, we evaluate the proposed HEMS with
real-world data !, which includes real consumption and PV
generation data for different users. The proposed BNN-
based NILM is firstly compared with other state-of-the-
art models. Based on the NILM results, the robustness
and effectiveness of the proposed algorithm for HEMS are
evaluated through two different users: one is a prosumer,
and the other is a consumer without renewable generators.

others 175
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Figure 6: Power consumption behavior of two different consumers.
(a) and (c) show the user’s power consumption of appliances for a
month. (b) and (d) show the power consumption of the schedulable
appliances and PV output in one day with 15-minute time interval.

4.1. Dataset

Dataport is the world’s largest resource for residential
energy use data and is designed to support research in
addressing climate crisis. It provides access to static time-
series data for 75 homes from New York, California, and
Austin. In this work, the performance of the NILM is
evaluated with the 1-minute data collected for six months.
Two different real-world users with quite different power
consumption behaviors are adopted to evaluate the effec-
tiveness of our proposed algorithm. User #1 is a prosumer
with PV panels in New York, while user #2 is a consumer
without PV panels in Austin. As shown in Fig. 6, the power
consumption habits of different users vary considerably.
In this work, six different appliances, which are the air
conditioning (AC), the furnace (FN), the water heater (WH),
the dishwasher (DW), the clothes washer (CW), and the
dryer (DY) are regarded as the schedulable appliances.

4.2. Experimental Settings

1) Implementation Details: For the NILM, the raw data
is firstly preprocessed for missing values by splitting the
sequence into subsequences when the duration is less than
5 minutes. Then, a sliding window L = 60 runs over the
data with a step size to obtain a sample x = (xy,...,Xy)
and its corresponding label y' = (yiL_Ty, ...»¥}), where

Uhttps://www.pecanstreet.org/dataport/
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Table 1

Results NILM for different users. ulf’”'" is the mean uncertainty

Metrics Model User #1 User #2
AC WH FN CW DY AC  WH FN DW W DY
Seq2Seq [33] 1236 20752 5354 109 2365 | 5951 28.06 2957 1621 3197 6817
SAE SCA [34] 8856 21127 5743 2199 2138 | 5097 20.04 2734 1879 3221  50.87
(Wawy ~MORU[®] 6353 13024 9581 235 1953 | 5400 2643 2791 1957 3205 5585
bSeq2Seq  130.83 161.82 4347 9429 2231 | 6502 2257 2963 1411 3566  68.23
Ours 61.01 10068 41.21 1943 1854 | 4428 17.26 2488 1674 3111  43.89
Seq2Seq [33]  77.76 8658 6268 000  0.00 | 93.08 6667 8388 945 8211 4117
SCA [34] 6824 1516 1399 000  0.00 | 5953 675  13.32 27.62 79.63 3485
fi(%)  MGRU[39] 937 8877 3557 000 000 | 9012 6582 638 2517 7525  35.99
bSeq2Seq 6979  89.12 652 000  0.00 | 9225 7278 8147 1148 81.16 33.36
Ours 9591 9657 6328 000 000 | 944 81.97 8324 4176 8398  43.84
im bSeq2Seq  0.079 00404 0.0967 0068 06421 | 0.282 00621 0.057 02928 007 _ 0.2091
i Ours 0.0557 0.0338 0.2407 0.1119 0.4528 | 0.207 0.0561 0.0916 0.2606 0.0489 0.2599
we set T), = 10. One-week historical data K = 7 of user 4.3. Results and Discussions of NILM

#1 and user #2 are used for testing the performance of the
proposed NILM model. For user #1 with PV, the BESS’s
capacity is set as E;°" = 5.7 kWh with the rated SoC range
[10%, 90%]. The maximum charging/discharging power
of the BESS are P® = 2.5 and P/ = 2.0 kW with
the charging/discharging efficiency 0.82/1.04. To obtain the
on/off state of the appliance, a threshold & = 50 watts
is adopted. For the HEMS optimization model, one day
is divided into T 96 time slots and each time slot
includes 7, = 15 minutes. The reward of the DR event
is A = 10 cents/kWh. In this paper, the peak points that
are larger than half of POT and PTT’s maximum values are
used to calculate the extended POT and PTI according to
the Equation (22) and Equation (24) for the optimization.
The NILM experiments are conducted on one GTXGeforce
1080Ti GPU with Pytorch, and the Gurobi solver is used for
the optimization task.

2) Comparison Models for NILM: Four models for
comparison studies are constructed to investigate the ef-
fectiveness and superiority of our proposed BNN-enabled
NILM. Sequence to sequence (Seq2Seq) proposed in [33]
is regarded as the benchmark. SCA [34] and MGRU [39]
are two of the state-of-the-art methods that disaggregate
energy from the total power with multi-task learning. To
compare the traditional neural network with the Bayesian
neural network, Bayesian is also applied to the Seq2Seq
architecture referred here as bSeq2Seq model.

3) Evaluation Metrics of NILM: The performances of
NILM are evaluated with signal aggregate error (SAE) and
f score, which are the most widely adopted metrics for
NILM study [34, 39, 46],

1 N, { Ts Ty
SAE= — Y —| ¥\ 9, - Xyl (5D
Na n=1 Ts t=1 =1
2 X precision X recall
fi= e (52)
precision + recall
precision = —————, recall = _IP (53)
TP + FP TP+ FN

where T is the number of time steps in a time period 6,
such as one hour. We set T to 60, which corresponds to the
number of data points in an hour with a 1-minute sampling
frequency. TP, FP, FN are the true positive, false positive
and false negative, respectively.

Case 1: NILM results. As can be seen from Table I,
our proposed model outperforms other methods, especially
for air conditioning, water heater, and cloth washer. With-
out using cloth washer and dryer for user #1 in the test
data, the f; is zero and SAE is larger than zero means
there are false positive points (see Fig. 7 (d)). Compared
with the results of Seq2Seq and bSeq2Seq, although BNN
increases the model complexity, it does not compromise
NILM’s performance. Specifically, BNN performs better
than the traditional neural network for the water heater,
which has larger power consumption when they are on (see
Fig. 7 (b)). For the furnace with very small active power
consumption, the most simple architecture model, Seq2Seq,
achieved relative higher accuracy for on/off state detection.
Compared with the bSeq2Seq model, the proposed model
achieves smaller uncertainties for the air conditioning, the
water heater, the dishwasher, and the dryer. The smaller
SAE for energy disaggregation or the higher f; score for
on/off state detection does not mean the smaller uncertainty
score of the results.
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Figure 7: Disaggregation results of different appliances for user #1.
The uncertainty of each time step has been plotted.

Case 2: Calculation of preference level. According to
the definitions discussed in Section II and Section III, the
energy consumption behaviors and the preference levels of
different users can be quantitatively evaluated with their
different levels of uncertainty. Fig. 8 shows the maximum
operation time and the maximum operation number of
different appliances for different users with the ground truth
data and the NILM results. The disaggregated operation
time for the furnace in user #1 and the dryer in user #2
deviate from the ground truth with a relatively bigger uncer-
tainty. For other appliances, the results from our proposed
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Figure 8: Comparison of the maximum operation time and opera-
tion number with ground truth data and the NILM results.

model can achieve high accuracy for maximum operation
time and maximum operation number.

The POT and PTI of different appliances for user #2
are further presented in Fig. 9. It can be seen that the
results with our proposed model can follow the actual
energy consumption behavior habits of the users. It is also
observed that even for the same appliance, the usage habits
of different users are completely different (see Fig. 9 (a) and
(c)), which also illustrates the necessity of considering user
behavior effects in HEMS. As shown in Fig. 9 (b) and (d),
both the preferred operation time and preferred operating
temperature can be identified with our proposed algorithm.
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Figure 9: Comparison of the user behavior calculated with the
ground truth data and the NILM results.

Case 3: Uncertainty score. The uncertainty score of the
NILM results for the case shown in Fig. 9(c) are visualized
in Fig. 10. With the Bayesian algorithm, the NILM result is
just one of the various outcome possibilities of the model.
This is the first study to consider the uncertainty score of
the neural network for NILM in HEMS for the electrical
appliances scheduling.
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Figure 10: The POT and uncertainty of the water heater in user #2.

4.4. Day-Ahead Home Energy Management
The HEMS optimization experiments are conducted
with the actual energy consumption data and NILM results

for the prosumer and the consumer. Note that the DR event
signals are set to zero in case study 4 and case study 5.

Case 4: HEMS for a prosumer with renewable gener-
ators:

As shown in Fig.6 (b), user #1 has a renewable gener-
ator, which reaches about 17 KWatts in peak time and can
be used for home energy consumption or selling to the grid.
With the TOU price and spot price signals shown in Fig.
11(a), the objective function in Equation (29) can be opti-
mized. Fig. 11 (b) shows the performance of the traditional
HEMS and the proposed NILM-based HEMS with the
actual power consumption data and the NILM results data.
The traditional HEMS operates for only minimizing energy
cost C without considering the consumer’s preference level
P. As the excess energy can be sold to the grid, the prosumer
earns about $14 with the traditional HEMS, which has
more profit but low-level preference without considering the
preference level P in the optimization model. In contrast,
the proposed algorithm increases the cost, however, with a
much higher preference level. Compared with the traditional
HEMS, the proposed NILM-based HEMS sacrifices 35.09%
of the electricity cost to increase the preference level by
three times for the prosumer.
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Figure 11: Prices and the comparison of the proposed algorithm
with the traditional HEMS for user #1 with renewable generators.

In Fig. 11 (b), it is also observed that the HEMS results
with the NILM data coincide perfectly alongside the results
with the actual energy consumption data. The NILM-based
HEMS achieves a relatively smaller cost and comparable
preference level than the true data-based HEMS. We further
show the scheduling of the appliances and the BESS in Fig.
12. It can be seen that although the estimated dryer and
furnace have a larger active power than the true values, the
developed model generates a very similar scheduling time
as the model using the true appliance energy consumption
values. Especially for the furnace, the f| score for the on/off
states detection is not high enough with 63.28%; however,
the HEMS is robust enough with the NILM error by in-
troducing uncertainty in the optimization model. Similar
scheduling results in Fig. 12 (b) and (d) based on the true
data and NILM outputs respectively illustrate the strong
robustness of our proposed algorithm. It is clear that when
the PV output is reasonably large enough at midday, the user
can sell the surplus PV output to the grid.

Case 5: HEMS for a consumer without renewable
generators: While designing HEMS for the prosumers, the
degree of consumer participation in DR also should be
considered. The research for achieving reductions in both
energy consumption and carbon emissions through active
participation in DR from consumers with no renewable
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Figure 12: Comparison of the scheduling results of user #1 with
the ground truth data and the NILM results.

generators has not been studied before. In this case, user
#2 shown in Fig. 6 (¢) and (d) is used to evaluate our
proposed algorithm further. Note that we made a reasonable
assumption that the consumer without renewable generators
has no battery energy storage system. However, the pro-
posed model is also applicable to those consumers who have
batteries installed but have no renewable generators.
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Figure 13: Comparison of the HEMS results and the scheduling
results for different schedulable appliances with ground truth data
and the NILM results.

As can be seen from Fig. 13 (a), even though the
traditional algorithm decreases the consumer’s energy cost,
it also severely reduces the consumer’s preference level. Al-
though the on/off state detection results for user #2 (shown
in Table 1) do not show high accuracy enough, especially
for the dishwasher and the dryer, the HEMS results with true
data show a similar pattern as the NILM associated results.
With the proposed NILM-based HEMS, the cost with NILM
results has only increased by 33.0%, but the preference
level shows little difference compared to the results from
the actual energy consumption record (and the use of real
record is normally not feasible in the real-life scenario).
Hence the practical meaning of the NILM-based HEMS
is assured. This further articulates the robustness of our
proposed algorithm. Fig. 13 (b) shows that the scheduling
time for different appliances with different data is very
similar, which further demonstrates the effectiveness of our
proposed HEMS with the NILM results.

Case 6: DR event: The proposed HEMS can receive the
DR signals from the utility during peak times. We set three
DR signals at different times in this case study. The user
receives the DR signals for increasing (y = 1) or decreasing
(y = —1) the power consumption at peak time. Fig.14 (a)
shows the HEMS results of the traditional algorithm and the
proposed algorithm supported by the NILM outputs. First,
compared to the traditional method, the proposed method

can keep a relatively higher preference level while sacrific-
ing some energy cost. With the innovative introduction of
the user’s preference level to the DR reward, the proposed
algorithm with DR event consideration benefits both the
profit and customer preference level and can reduce the
energy cost while maintaining a comparable or better pref-
erence level. From Fig. 14 (b), it can be seen that the HEMS
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Figure 14: Comparison of the HEMS results with DR events for

aser #2 without renewable. generators. .
ecreases consumer utifity costs through better appliance

scheduling with more effective DR events participation.
Furthermore, the scheduling results for different appliances
demonstrate that, instead of only responding to the DR
signals for maximum rewards, the proposed HEMS favors
scheduling appliances through a better trade-off between the
rewards gained from DR events and the user preference level
achievement. The same conclusions can also be drawn from
the results of the prosumer shown in Fig. 15.
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Figure 15: Comparison of the HEMS results with DR events for
user #1 with renewable generator.

Case 7: The effect of priority for the alternative ob-
Jective. The main challenge facing multiple competing ob-
jectives is deciding how to manage their trade-offs. With
the weighted sum method shown in Eq. (29), the weighted
combination of the individual objectives can be solved with
a priority for each objective and optimized in priority order.
Only the solutions that would not degrade the objective
values of higher-priority objectives will be considered when
optimizing for one objective. In the above discussions, the
preference level has a higher priority than the energy cost,
which will minimize the energy cost while ensuring the
preference level. In Table 2, four scenarios with two param-
eters: DR event and Preference, are compared with different
priority objectives. If the DR event is false, it means the
optimization model does not consider the DR reward. While
false preference indicates that the optimization model is
the traditional model without considering the user’s energy
consumption habit.
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Table 2
Optimization results of user #2 for different scenarios with different
priority objectives.

Priority Preference Priority Cost
DR Event  Preference c TP 2] c P 2]
False False 14219  0.00  1.42 | 14219  0.00  1.41
False True 686.61 0.00 78.36 | 142.19 0.00 6.71
True False 10555 22525 9.0 | 10555 22525 9.10
True True 669.20 17.41 7836 | 131.02 5203 10.56
Table 3
The computational complexity of the models for NILM
NILM
Method
ethods Seq2Seq SCA MGRU bSeq2Seq  Ours
Training time (Min) 6.82 19.02  12.92 22.90 25.10
Model size (Mb) 3.12 2399 1.52 12.47 32.07

As shown in Table 2, the optimization results of priority
objective P can maximize the preference level with a rel-
atively larger energy cost. When the DR event is consid-
ered, the energy cost can be significantly reduced with the
traditional model. Because the proposed model introduces
preference level to the reward of DR events, the reward is
relatively smaller than the results without considering the
user’s preference level. On the contrary, the energy cost is
significantly minimized by setting the energy cost as the
priority objective. According to our proposed HEMS model,
users can independently choose whether they care more
about energy cost or energy consumption habits in their
energy management.

Case 8: Analysis of computation complexity for the
overall framework. This case compares the computational
time and complexity of the proposed model with other
models. For the NILM, the washing machine is taken as
an example for comparison different networks. The training
time and model size are listed in Table 3, in which we
can see that the introduction of Bayesian to the network
increases not only the model size but also the training time
to get a satisfying result with uncertainty.

The computation complexity of the HEMS objective
function is analyzed in the Appendix, which is concluded
that the complexity is © (n*3B - 2ZII71) where B is the bit
size of integer data.

The above case studies demonstrate the effectiveness of
the proposed HEMS for both consumers without renewable
resources and prosumers with PV. The similar optimization
results with ground truth data and the NILM results with
a small f| score evaluate the robustness of the proposed
algorithm. To maintain a relatively high level user prefer-
ence, the HEMS will sacrifice appropriate savings in energy
costs. By introducing the preference level to the DR reward
in the optimization model, the proposed HEMS can improve
or maintain the user’s preference level while responding to
the DR signals. Users can customize the priority given to
energy cost saving and preference levels keeping with the
proposed HEMS.

5. Conclusion

This paper presents a NILM-based HEMS algorithm
for residential users that incorporates the uncertainty of

data-driven results to achieve the best trade-off between
electricity cost and the preference level. The proposed
HEMS includes two stages: a quantitative user behavior
characterization and an optimization counterpart. In the
first stage, the appliance-level energy consumption and
on/off state detection of the user are monitored with the
proposed BNN-enabled NILM. The experiments use real-
world datasets to demonstrate that the proposed NILM can
achieve relatively high accuracy when uncertainty score are
taken into account. With the NILM results, the proposed five
metrics for user behavior characterization can quantitatively
evaluate the user’s energy consumption habits. Additionally,
the preference level for appliance scheduling can be pro-
vided, resulting in a more specific consumer model in our
proposed HEMS.

In the optimization stage, the HEMS optimization re-
sults with NILM outputs can perfectly coincide the results
with ground truth data for both the prosumer and the
consumer. Even for the scenarios that the NILM results
of an appliance deviate from its actual record, which is
unavoidable in all the data-driven applications, the con-
sideration of uncertainty score in our proposed algorithm
can still guarantee the effectiveness of our HEMS. Bench-
marked with traditional HEMS, the NILM-based HEMS
can balance a better trade-off between the electricity cost
and the preference level for the prosumer and consumer.
Besides, the proposed HEMS also can respond to the DR
event without reducing the user’s preference level.

A. Analysis of the computational complexity

To analyze the computational complexity of the HEMS
optimization model, i.e., Egs. (26)-(47), we begin by sum-
marizing the objective function and the constraints, which
are as follows:

T
minC = Y (470U P& — jSP prell — jdr piryAr (26)

=1

m=

[-9pt]
maxP = Y 3 [P+ P -7, )
= =1i=1"= ’ ’
o (26+)
= 202 [ G s G =i, )|
t=1 i=1
min B =(1 — w)C + o(—P) (29)
=(1 = y@)C + w(@(-P) (30)
A =8 )8, rfouf”t“”, y=1
At =9 Aspy - (L=s;) - rfoul™, y==1 (35
0, y=0
1
Mrpir = NG Pyl Ve T (36)
i=1

id ..
where (s, PE"%, P!l jdr, par, peh, Pd) are the decision
variables.
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S.t.
grid 11 pu h d app
pErid  psell 4 pPv _ peh 4 pde _ paP — () (38)
H,
P = Z PR+ Z P.s; VIET (39)
h=1

0< P < (P + P;’C)(l -, vre T (40)
0< P& < pEdsE yre T (41)
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0< P’ < P;Z“;‘&Ch Vie T (45)

0< P < P(1 - 5M), vt e T (46)

she {01}, vreT. 47)
First, we reduce the HEMS model into a simplified one by
fixing the continuous decision variables Pg”d Pse” Pd’ /ld’
Pfh and Ptdc. The reduced version is as follows.
T
minC = - ) (A% PA")At (54)
s
=1

T 1
- tem, il
=3 2 { G g s G =) )

t=1 i=1

(55)
min B =(1 — 0)C + o(-=P)eq : sof (56)

S.t. ’
Eqgs.(35) — (36), (57)
5;;€1{0,1}, Viel, VieT. 42)

The reduced formulation is a quadratically constrained
quadratic programming (QCQP) model if removing binary
restrictions of s; ,. According to [53], the general QCQP is
already NP-hard. If adding the binary constraints of s; ,, the
model becomes a mixed integer quadratically constrained
quadratic programming (MIQCQP), which is much harder
than continuous QCQP. Therefore, the entire version of the
HEMS model is also NP-hard.

Then, if fixing the decision variables s; > the objective
function 3 and the constraints can be simplified as follows,

: TOU pgrid _ 1 SP psell
poet R, Pdcc ;}(x PEe_ 3SP pselhy At (58)
[-9pt]
min B=C (59)
P:e/l Pgrzd Pch Pdc
where B is a reduction of /3. Note that Eqs. TeXFolio:eq40,
TeXFolio:eq41, TeXFolio:eq45, and TeXFolio:eq46 contain
nonlinear terms. Those non-linear items can be equivalently
linearized by introducing big-M constraints and corre-
sponding auxiliary variables, leading to the reduced model
a linear programming. According to [54], the general linear
programming can be solved in time O(n*>B), where B
is the bit size of integer data. However, the complexity
will increase exponentially if we consider s;, as binary
decision variables. More specifically, the overall complexity

is O (n3'5B . 2|Z”T|). Based on the above discussion, the
HEMS model is NP-hard.
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