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Abstract

A Large Ion Collider Experiment (ALICE), situated on the Large Hadron Collider
(LHC), is optimised to study relativistic heavy-ion collisions in order to quantita-
tively characterise the Quark Gluon Plasma. The inner-most detector system, the
Inner Tracking System (ITS), is responsible for primary and secondary vertex re-
construction in the vicinity of the interaction point, as well as stand-alone tracking
of particles unable to reach the rest of the ALICE sub-detectors, due to momentum
cut-off and acceptance limitations.

The ITS was upgraded over the LHC Long Shutdown 2 (late 2018 - early 2022)
with the aims of improving the impact parameter resolution, tracking efficiency,
transverse momentum resolution, and readout rate. This was achieved by replacing
the ITS used in LHC Runs 1 and 2 by seven concentric layers of silicon pixel detec-
tor, utilising a Monolithic Active Pixel Sensors (MAPS) design known as ALPIDE,
together with the reduction of the radius of the inner-most layer by 16 mm, the re-
duction of the material budget and the decrease of the pixel pitch.

Over the last few years, the upgraded ITS, ITS2, was successfully constructed at
several international sites before being assembled into the concentric barrel struc-
ture of the final tracker at CERN. The detector was then integrated into the final
services including the readout and power systems before undergoing a comprehen-
sive commissioning campaign.

This thesis concerns the construction, characterisation, and commissioning of
the outer-most four layers of the ITS2, known as the Outer Barrel. Namely, the con-
struction and characterisation of the detector modules and staves, the verification of
the final system, and the acquisition of the first real particle data set and subsequent

performance measurements.
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The Outer Barrel of the upgraded ALICE Inner Tracking System fully installed in the
ALICE detector in March 2021. (¢©) CERN. Taken from IEI]
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Chapter 1:

Introduction

Particle physics is concerned with understanding the fundamental building blocks
of matter and the interactions between them. The first notion that matter is made
up of tiny, indivisible units first emerged in ancient Greece, from Democritus and
his teacher, Leucippus. The purely philosophical argument hypothesised that the
division of matter into smaller units to infinity is impossible, therefore there must
exist some fundamental unit from which all matter is comprised. Since the times of
ancient Greece, the study of the most fundamental constituents of matter has been
significantly developed, no longer existing as a purely philosophical argument but
maturing into an experimental science, at which CERN in Geneva is at the forefront.

At CERN, the Large Hadron Collider (LHC) accelerates protons and nuclei to
close to the speed of light before colliding them. The energy densities created during
the collisions are similar to those seen moments after The Big Bang, creating a
unique window through which humans can peer at the early universe. Four detectors
sit on the Large Hadron Collider (LHC) beam-line, each optimised to study different
processes. One detector, A Large lon Collider Experiment (ALICE), is optimised
to detect the results of heavy-ion collisions. The temperature of these collisions can

reach 100,000 times the temperature of the centre of the sun [4]]. The energy density

Header photograph shows the fully constructed top half of the Outer Barrel in the commissioning
laboratory at CERN. (©) CERN. Taken from .



CHAPTER 1. INTRODUCTION

is so great that conditions resemble the universe mere microseconds after The Big
Bang [5]], permitting the recreation of the most primordial state of matter ever seen
in a Laboratory on Earth.

The primordial state of matter studied by ALICE consists of quarks and gluons.
Gluons are the gauge bosons responsible for strong force interactions. When quarks
and gluons exist within a region where the energy density is lower than a critical
value, they can only be observed in bound states, called hadrons. Removal of a
quark from a hadron is not possible because the strength of the strong force between
bound quarks increases as the distance between the quarks increases. This is known
as confinement. However, when the energy density of a hadronic system surpasses
the critical value, quarks and gluons are no longer bound within hadrons and are
instead free to roam within the confines of the medium. This state of matter is
known as the Quark Gluon Plasma (QGP).

The mechanism of confinement is not fully understood. Recreating the Quark-
Gluon Plasma (QGP) at the LHC and studying it with ALICE could shed light on
this mechanism, and improve the understanding of why quarks are never observed
alone with the energy density seen in the modern Universe. In addition, it is not
fully understood where hadrons get their mass. Adding the bare mass of the con-
stituent quarks and gluons of a nucleon, for example, results in ~ 1% of the total
nucleon mass. The remaining 99% is unaccounted for, but it is theorised to be gen-
erated from the restoration of chiral symmetry, which occurs close in time to the
hadronisation of the QGP. By studying the QGP, ALICE aims to understand how
hadronic matter is organised and where it gets its mass.

Since commissioning ALICE has confirmed the existence of the QGP, found
by earlier QGP experiments at CERN SPS [|6] and BNL RHIC [7], and observed
the QGP at unmatched temperatures, densities, and volumes. To continue taking
boundary-pushing measurements, ALICE was recently upgraded to better pursue
its evolving physics programme, during the second LHC long shutdown (LS2) [8],
from 2018 - 2022.

To detect QGP observables at the high particle multiplicities produced by Pb-Pb
collisions at the LHC, several detector components work in unison, of which the
Inner Tracking System (ITS) is a key element. This is the component of the ALICE
detector that sits closest to the beam pipe. The previous ITS consisted of two layers
of three different types of silicon tracking detectors: pixel, drift, and strip detectors

[9]], all of which rely on the generation of a signal when charged particles ionise in

2



the depletion region of a reverse-biased silicon p-n junction.

The pointing resolution to the secondary decay vertex of particles with a low
transverse momentum (py), which are more susceptible to the effects of multiple
scattering in the ITS layers, is limited by the thickness of the detector. Heavy flavour
hadrons preserve their mass, flavour and colour throughout their interaction with
the QGP, which means, when they are thought of as Brownian particles within the
QGP, their interaction history can be reconstructed using kinematic distributions
[9]. As heavy-flavour hadrons traverse the QGP, they are shifted to lower pt and
at sufficiently low py will thermalise in the QGP. Charm and beauty hadrons are
difficult to detect due to their short lifetime (the c¢T of A, is two times smaller than
that of D%) meaning precise tracking and impact parameter resolution is needed
[10].

The main goals of the ITS Upgrade, known as ITS2, are to improve the ability of
the ITS to measure heavy-flavour hadrons, thermal photons and low-mass dileptons
by extending the measurements to a lower pr [9], as well as increasing the read-
out capabilities, and improving the tracking efficiency such that it is comparable to
what could be achieved previously with both the ITS and Time Projection Chamber
(TPC) but to much lower values of pr [9]. The readout rate increase is necessary
to incorporate the full interaction at the higher LHC luminosity! expected after LS2
of . = 6x 10>’ m~2s~!, corresponding to an interaction rate for Pb-Pb of 50 kHz
[9]l.

The upgrade goals have been realised by replacing the original ITS layers with
7 layers of Monolithic Active Pixel Sensor (MAPS), together with reducing the first
ITS layer radius by 16 mm, reducing the material budget and decreasing the pixel
size.

Monolithic Active Pixel Sensors (MAPS) are Complementary Metal Oxide Semi-
conductor (CMOS) pixel sensors where the active volume, signal amplification and
read-out circuitry are all integrated onto one chip. MAPS were first used in a col-
lider experiment in the STAR detector at RHIC [11]]. The MAPS chip designed for
the ALICE ITS is called ALice PIxel DEtector (ALPIDE). A key feature of ALPIDE
is a deep p-well shielding an n-well, meaning p-channel Metal Oxide Semiconduc-
tor (PMOS) and n-channel Metal Oxide Semiconductor (NMOS) transistors can be
incorporated into the chip to form an in-pixel discriminator, amplifier, signal shaper

and multiple event buffers. If a particle generates enough charge within the active

"Luminosity is a measure of collision frequency per unit area and is defined in Sec.



CHAPTER 1. INTRODUCTION

volume of the ALPIDE pixel to surpass a preset threshold, the discriminator outputs
a signal. A three signal buffer is implemented in-chip to ensure it is unlikely that a
signal is detected and not read out.

Using ALPIDE chips will reduce the material budget to 0.35% of the radiation
length, Xy, for the innermost three layers of ITS2, known as Inner Barrel (IB),
and to 1.1% Xy for the outermost four layers of ITS2, known as the Outer Barrel
(OB), compared to 1.14% Xy in the previous ITS [9] extending the physics reach
to a lower pt and making it the thinnest silicon tracking detector at the LHC. The
readout rate will be increased to be twice the upgrade requirement (100 kHz for Pb-
Pb collisions). Together with the reduction of the radius of the first layer, and the
decrease in pixel pitch, the use of MAPS will improve the resolution of the track
impact parameter by a factor of three for pp below 1 GeV /c and a factor of six above
10GeV/c.

The new ALICE ITS2 was successfully constructed before undergoing an ex-
tensive commissioning period. It is currently installed within the ALICE apparatus
ready for the start of the LHC Run 3. The ITS2 has approximately 10 m? of active
area, segmented into nearly 13 billion pixels, making it the largest and most granu-
lar silicon pixel tracker ever built. It is the first silicon tracker to use solely MAPS

technology.

1.1 Thesis outline

This thesis is concerned with the construction, commissioning and first performance

measurements of ITS2. The thesis is organised as follows:

Chapter 2 Silicon tracking technology

A brief overview of semiconductor physics is presented before outlining the use of
silicon in tracking detectors and the necessary electronics. An overview of silicon
tracking technology is given, as well as an explanation of some concepts necessary

to understand the quality of a silicon particle tracker.

Chapter 3: Quark Gluon Plasma
The ALICE physics programme is mainly concerned with the characterisation of the

QGP. An overview of the QGP is presented in this chapter, as well as some of its

4



1.2. AUTHOR’S CONTRIBUTION

experimentally observable properties. An inner tracking system ideal for measuring
the QGP observables is outlined.

Chapter [d: ALICE upgrade over LS2
An overview of the ALICE detector used in LHC Runs 1 and 2 is presented, before
describing the ALICE upgrade programme over LS2. The ALICE ITS upgrade is

focussed on and described in depth.

Chapter [5; HIC and stave construction
The ITS2 is made up of a number of staves, where staves consist of a number of
Hybrid Integrated Circuits (HICs). The construction of these objects is outlined in

this section.

Chapter |6} Stave characterisation
The metrological and electrical characterisation of Outer Barrel staves is presented

here.

Chapter [7: ITS readout system
An overview of the ITS2 readout system is presented with a focus on aspects nec-

essary to the ITS2 commissioning campaign.

Chapter 8 Outer Barrel verification
Staves were installed in the barrel-geometry and final services of the ITS2 at CERN.
Each stave was tested with the final readout system. The testing protocol and results

for the Outer Barrel are outlined here.

Chapter [0: Measurement of cosmic muons
A cosmic muon data set was obtained with the Outer Barrel at the end of 2020.
The data collection campaign is discussed and the first measurement of detection

efficiency of the Outer Barrel of the ITS2 as a whole is made.

1.2 Author’s contribution

I was heavily involved in the construction of HICs and staves at the Liverpool Semi-

conductor Detector Centre (LSDC) and Daresbury Laboratory respectively. This

5



CHAPTER 1. INTRODUCTION

work is described in Chap. [5] I was also responsible for the testing of constructed
staves at Daresbury Laboratory. The electrical and metrological testing procedure
is outlined in Chap. [6] where some results I gathered for all staves in the Outer Bar-
rel are presented. I then moved to Geneva as a CERN Doctoral Student within the
ALICE ITS Upgrade group, where I developed the testing software used to charac-
terise the staves with the final readout system. This work is described in Chap. [3]
I developed the software which I used to gather a cosmic muon data set with the
Outer Barrel at the end of 2020. From this data, I made the first measurement of the
detection efficiency of the ITS2 Outer Barrel as a whole. The data acquisition and
analysis are presented in Chap. 9]

All the work presented in this thesis is the result of my own work, except where

explicit reference is made to the work of others.



Chapter 2:

Silicon tracking technology

Charged particles can ionise the atoms of the material through which they tra-
verse. The resulting free charge carriers can be collected and measured. This is
the basic principle of charged particle detection used by silicon tracking detectors.
This chapter will describe the semiconductor physics and semiconductor structures
necessary to understand the working principles of silicon tracking detectors, before
outlining different types of silicon trackers, finally focussing on the silicon pixel
detector, which is fundamental to the design of the ITS2.

2.1 Interaction of particles with matter

The ALICE ITS is designed to track charged particles and photons by exploiting
their interaction with silicon. The interaction of charged particles and photons with

matter is outlined here.

2.1.1 Charged particles

Ionisation is the dominant energy loss mechanism for charged particles traversing

matter. Charged particles traversing through a medium lose energy via elastic col-

Header photograph shows a close up of a fraction of layer three staves installed in the ITS2 barrel.
© CERN. Taken from [3].



CHAPTER 2. SILICON TRACKING TECHNOLOGY

lisions with electrons within that medium. The average rate of energy loss of a
moderately relativistic heavy charged particle to the medium through which it trav-
els is given by the Bethe-Bloch formula [12]:

dE 2 o Z 2 Zme’yzvszax 2 C
- = 2nNor,mec pZE [ln (1—2 —2B°—-06— 22 , 2.1
where:

2nNgr2m,c? = 0.1535MeVc? /g,

X is the path length in g/cm?,

&2

- 4tm,c?
m, is the mass of an electron in eV /c?,

Te = 2.817 x 1013 cm which is the classical electron radius,
I is the average ionisation potential of electrons in eV,
Z and A are the atomic number and atomic weight of the medium
respectively,
p is the density of the medium in g/cm?,
z is the charge of the ionising particle in units of electron charge,
0 is the density correction,
C is the shell correction and
Winax 1s the maximum energy transfer in a single collision in eV.
For cases where the mass of the ionising particle M >> n,, Winax ~ 2m.c?2y>. The
Bethe-Bloch formula describes the region 0.1 < By < 10* to within an accuracy of

a few percent.

Energy loss spectrum

The Bethe-Bloch formula describes the average energy loss. The energy loss via
ionisation of a particle in matter is statistical in nature since each elastic collision is
an independent event. Therefore, the energy loss is better described by a probabil-
ity density function, the straggling function [13]]. Figure [2.1] shows the straggling
function for 500 MeV pions in thin silicon. The distribution for thicker absorbers is

less skewed but never Gaussian.



2.1. INTERACTION OF PARTICLES WITH MATTER
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Bremsstrahlung

Bremsstrahlung, or braking, radiation refers to the photon emission of a decelerating
charged particle. Within matter, Bremsstrahlung radiation typically occurs due to
the deflection of a charged particle by another charged particle within the medium,
i.e. an electron of an atomic nucleus. The energy loss via Bremsstrahlung occurs

with a probability of:

E
P~7—, (2.2)
m

where E is the particle’s energy, m is its mass and Z is the charge number of the
medium. The radiation length, X, is a property characteristic of the medium. Xy
is defined as the average distance over which a high-energy electron experiences an

energy loss of 1/e due to Bremsstrahlung. Xj can be approximated as [14]:

716.4A
Z(Z+1)In (E>

Xo = g/cm?, (2.3)
VZ

where A and Z are the atomic and charge numbers of the medium respectively.

Multiple Coulomb scattering

A charged particle traversing through matter will occasionally collide elastically
with a nucleus, changing its trajectory due to Coulomb scattering. Each elastic
collision deflects the trajectory of the charged particle by a small angle. For multiple

small-angle deflections, the distribution of the scattering angle is roughly Gaussian
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CHAPTER 2. SILICON TRACKING TECHNOLOGY

but with longer tails. The width of the Gaussian for the central 98% of the angular
distribution, 6y, is given by [[12]:
13.6
6y = ﬁ—z\/x/Xo [14+0.0381In(x/Xo)], (2.4)
cp
where p, B¢ and z are the momentum, velocity and charge number of the charged
particle respectively, whilst x is the distance of the medium traversed by the charged

particle.

2.1.2 Photons

Photons mainly interact with matter in one of three ways:

Photoemission

A photon traversing through matter may transfer its energy to an atom, exciting an
atomic electron to a higher shell. In the case of semiconductors, the atomic electron

can be excited to the conduction band. The excited electron has an energy, E, of:

E=E,—Ep, (2.5)

where Ey and E), are the initial photon and binding energy respectively. The
vacancy left by the excited electron is filled by a higher energy electron, resulting

in the emission of a photon.

Compton scattering

A photon can be scattered elastically on a shell electron, losing an amount of energy
dependent on the scattering angle, 8. The energy of the photon after the elastic

scattering, E’, is given by [15]]:

E

E'=
1+%(1 —cos(0))’

(2.6)
where E is the initial photon energy and m, is the mass of the electron.

Pair production

If the incident photon has an energy greater than 1.022MeV (2 x m,), then an

electron-positron pair can be produced in the Coulomb field of an atomic nucleus.
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2.2. BASIC PRINCIPLES OF SILICON DEVICES

The photon needs to be in the Coulomb field of an atomic nucleus to satisfy mo-
mentum conservation via the recoil of the nucleus. The positron quickly annihilates

with an electron producing two photons in opposite directions.

2.2 Basic principles of silicon devices

Silicon is a chemical element with the electronic configuration of 1s>2s22p®3s23p?.
When N silicon atoms are isolated, each electron exists in one of two discrete energy
levels, where the energy levels are said to be N-fold degenerate. If N isolated silicon
atoms are brought closer together spatially, each silicon atom will share its four
valence electrons, forming covalent bonds, with four neighbouring silicon atoms
resulting in a diamond cubic lattice structure. In this case, the two discrete energy
levels split into N closely spaced energy levels, as shown in Fig. 2.2] As N — oo,
the N discrete energy levels are more akin to continuous bands which span a few
eV. In the case of semiconductors, the bands are separated by a gap of the order a
few eV, where no electron can occupy, known as the band gap [16].

For semiconductors at OK, the lower energy band is entirely full, named the
valence band, whilst the higher energy band is entirely empty, named the conduction
band. At room temperature, some electrons have enough energy to become ionised,
leaving the valence band, crossing the band gap and entering the conduction band,
making the semiconductor weakly conductive due to free electrons and holes. For
silicon, the band gap is 1.12 eV whilst the ionisation energy is 3.6 eV, roughly three
times larger. The discrepancy is due to most (%) of this energy being lost to the
propagation of phonons [17]. For insulators, the band gap is much larger, such that
the probability of an electron occupying a state in the conduction band is zero. For
conductors, the conduction and valence bands may overlap.

Intrinsic semiconductors contain no impurities in comparison to the number of
thermally generated electrons and holes. An example of an intrinsic semiconductor
would be a pure silicon crystal'. Conversely, extrinsic semiconductors do contain
impurities. The electrical properties of a semiconductor can be purposefully altered
by adding another chemical element (a dopant) in a process known as doping [18].
Since truly intrinsic semiconductors are difficult to obtain, and their properties are

likely to be altered by the doping process, intrinsic semiconductors are rarely used

'In practice, it is extremely difficult to obtain the purity required for a truly intrinsic semicon-
ductor.
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Electron
energy

Conduction
band

Band gap

= 1.12eV 2

| 3p

Valence
band 3s?

5.43A Lattice spacing

Figure 2.2: Energy levels of silicon atoms within a silicon crystal as a function of
lattice spacing. 5.43 A is the lattice constant of a silicon crystal [16].

in semiconductor devices. An extrinsic semiconductor can be doped with a donor,
to create an excess of electrons in the conduction band, called an n-type semicon-
ductor, or with an acceptor, to create an excess of holes in the valence band, called
a p-type semiconductor.

For silicon, suitable donor atoms have five valence electrons (i.e. phosphorus)
where the fifth electron has a low ionising energy, meaning four covalent bonds are
formed with the silicon atoms, whilst the fifth electron resides in the conduction
band. A suitable acceptor atom contains three valence electrons (i.e. boron), such
that bonding with four silicon atoms results in a hole in the valence band.

The absorption of a photon by an electron in the valence band will excite that
electron into the conduction band if the energy of the absorbed photon is greater
than the band gap. If the photon energy is lower than the band gap, an electron can
be excited into the conduction band, provided that the silicon semiconductor crystal

contains intermediate energy levels due to the existence of crystal impurities [[19].

2.2.1 Charge carrier transport in semiconductors

Free charge carriers, electrons in the conduction band and holes in the valence band,
are not associated with any particular lattice site so are therefore essentially free
particles. The mean kinetic energy of free charge carriers is % kT, so their mean
velocity is O(107cm/s) at room temperature. Due to lattice vibrations, impurities
and defects, their mean free path is O(107>cm) [19]. The transport of the charge

carriers through the medium is affected by the application of an external electric
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field, known as drift, and the inhomogeneity of the distribution of charge carriers,

known as diffusion [20]].

Drift

The average displacement of a charge carrier due to random motion within a semi-
conductor that is not under the influence of an external electric field is 0. However,
if an external electric field is applied, the charge carriers have an average displace-
ment determined by the electric field. The drift velocity is dependent on the charge
carrier mobility of electrons and holes, t. and u,, and the strength of the electric

field, E. The net average drift velocity is given by:

Ve = —UE, (2.7)
vy = UpE. (2.8)

These relationships hold for electric fields small enough such that the velocity
change caused by the acceleration due to the electric field is small with respect to
the thermal velocity. At larger electric field values, the linear relationship breaks
down. The velocity increases, leading to an increase in collisions. The velocity

reaches saturation, vy,. At room temperature, vy, for silicon is O(10”) cm/s.
The mobility is a measure of the ease of carrier motion within an electric field.
Mobility is given by:
qrt
p=", 2.9)

m

where ¢ is the electric charge of the carrier, 7 is the mean free time and m is the
mass of the carrier. 7 is dependent on temperature, electric field strength, doping
concentration and the number of lattice imperfections. An important quantity for
silicon detectors is the resistivity. This is a measure of the strength with which
a material opposes electric current. The resistivity, p, of detector grade silicon is
O(1kQ) and is given by:

1

S — (2.10)
q(Upn + Uep)

p e
where n and p are the density of free electrons and holes respectively.
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Diffusion

In the absence of an electric field at temperatures greater than OK, charge carriers
have a random thermal motion, resulting in no net movement. An inhomogeneous
distribution of charge carriers within a semiconductor crystal gives rise to the effect
of diffusion, whereby there is a higher probability for a charge carrier to move
from the higher concentration to the lower concentration rather than in the opposite
direction. The net movement of charge carriers via diffusion produces a current, the

diffusion current. The diffusion current density is given by:

Jn = quunE + gD, Vn, (2.11)
Jy» = quppE +qD,Vp, (2.12)
where D, is the diffusion coefficient, related to mobility by the Einstein equa-
tion:
kT
Dn/p = 7“}1/1) (2.13)

Recombination and generation

A generation process occurs when electrons have enough energy to move from the
valence band to the conduction band, creating equal numbers of electrons and holes
in each band. Phonon, photon and charged particle interactions can supply this en-
ergy. A recombination process occurs when an electron moves from the conduction
band to the valence band, i.e. electron-hole annihilation. If thermal equilibrium is

disturbed, when 12 recombination and generation processes occur to restore
2

the system to equilibrium, i.e. pn = n;.

2.2.2 PN junction

A cornerstone of silicon tracking detectors is the pn junction. A pn junction in
a semiconductor is created when a region of p-type is next to a region of n-type.
Free electrons in the n-type semiconductor diffuse across the junction and com-
bine with holes in the p-type semiconductor. Conversely, free holes in the p-type
semiconductor diffuse across the junction and combine with electrons in the p-type

semiconductor. Recombination of the electrons in the n-type produces a net posi-
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tive space charge, whilst recombination of holes in the p-types produces a negative
space charge. Thus, a potential difference exists between the two semiconductors,
called the built-in voltage, Vj. The electric field associated with Vj prevents further
diffusion of charge carriers between the two regions. This leaves a region in the
centre of the pn junction depleted of free charge carriers known as the depletion

region”. An illustration of a pn junction is shown in Fig.

Depletion region

OO
p-type @Q ®® n-type
O ©

E-field

Figure 2.3: Illustration of a pn junction. When a p-type and n-type region are next to
one another in a semiconductor, a region devoid of charge carriers is created, known as
the depletion region [|19].

Reverse bias

When a particle ionises the depletion region, free charge carriers are generated,

resulting in an electric current. However, typically, [Vp| is too small to create a
depletion region larger than O(um), meaning the active volume of a pn junction
is too small for use as a particle detector. The width, W, of the depletion region
can be increased with a change in doping concentration, or via the application of
a bias voltage across the junction. A reverse bias, where the negative terminal is
connected to the p-type, of magnitude Vj;4s, increases W. W depends on |Vp| and

the concentration of impurities. W is given by [21]:

W= \/ 2‘%‘)( L )-(vo—vbms), (2.14)

g \Ni+ Np

where N4 and Np are the concentrations of acceptor and donor ions respectively
and &, is the relative permittivity of the material.

In the case where Vy < Vj;,s and there is a highly asymmetric doping, i.e. Ny <
Np or Np < Ny, then W is given by:

2 Also known as the space charge region.
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2.6 1
W= ) ’ |Vbias‘7 (2-15)
q Nub

where Nj,;, is the doping concentration of the weakly doped side, typically the sub-
strate. The resistivity, described by Eq. [2.10] is therefore modified to:

B 1
QIJN sub ’

where 1 is the majority charge carrier mobility. Thus, W, can be expressed as:

W = /2€,€011P [Vias - 2.17)

p (2.16)

Capacitance

A capacitance across the junction exists due to stored charge in the depletion region.
The junction can be considered as a parallel plate capacitor where two conductive
plates are separated by W. The capacitance associated with W is known as the
depletion capacitance. Under a reverse bias, the depletion capacitance, C, of the pn

junction can be approximated as a parallel plate capacitor with area A [[19]]:

dQ Agg &-&0gN
C=A—= ~A,/ . 2.18
av w 2Vias ( )

The depletion capacitance is inversely proportional to v/Vp;q;.

Leakage current

Leakage current® refers to the steady current in a reverse biased diode without the
presence of radiation. Leakage current is dominated by thermal generation of charge
carriers. Leakage current per unit area, J,,;, has a strong temperature dependence
[19]:

Jyor < T2 Es(T)/2KT (2.19)

where E, is the energy gap between the lower edge of the conduction band and
the upper edge of the valence band. The temperature dependence of J,,; is such that

Jyo1 doubles with every increase in temperature of about 8 K.

3 Also know as dark current, reverse saturation current or volume generation current.
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2.3 Front-end readout electronics

The front-end readout electronics are located on or close to the silicon active area.
The analogue signal generated by the charged particle in the silicon sensor is fed into
the front-end readout electronics and transformed into a signal that can be shipped
off the detector. The basic functions of the front-end electronics are to amplify
and shape the signal, digitise the signal, store the signal in a buffer and send the
signal to the off-detector electronics. The front-end electronics can be split into two
categories: the active area electronics and the periphery circuitry. The active area
electronics consist of identical electronics present on each element in the sensor
matrix, for instance each pixel in a silicon pixel detector. The periphery circuitry
consists of the electronics common to some subgroup of the matrix, for instance a
particular readout region, and host the electronics responsible for data processing

and global signal propagation.

2.3.1 Active area electronics

The active area electronics can be categorised into analogue and digital circuitry.
The analogue circuitry includes a charge-sensitive preamplifier, a pulse shaper, a
discriminator and a test charge injector. The digital circuitry includes multiple event
buffers.

Charge-sensitive preamplifier

The charge-sensitive preamplifier is essentially a charge-to-voltage converter. Charge
liberated in the active area of the silicon sensor is amplified to provide a proportional
voltage on the preamplifier output. Figure [2.4] shows the principle of a charge-
sensitive preamplifier. It comprises an inverting amplifier with gain -A and a feed-
back capacitor Cy [20]. The voltage of the amplifier output is —Av;, where v; is
the voltage of the amplifier input. In the case where the amplifier has an infinite
input impedance, and therefore draws no current, then all current flows through Cy.
The voltage difference across Cy is given by vy = (A + 1)v;. The charge deposited
on Cy is therefore Qr = Cyvy = Cy(A +1)v;. Due to the infinite impedance of the
amplifier input, O = Q;, so the dynamic capacitance of the amplifier input is given
by:
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_9

Vi

Ci =Cr(A+1). (2.20)

The voltage output of the amplifier is v, = —AQ;/C;, so the voltage output per

unit input charge is given by:

d A A
LA — 2.21)
do; Ci (A+ I)Cf
For a gain |A| > 1:
d 1
Apg="20n— (2.22)
dQ; Cy

The charge gain is determined by the feedback capacitor, an easily controlled
component. The signal charge Q; is split distributed amongst the sensor capacitance
C,; and the dynamic input capacitance C;. Hence, the ratio of measured charge to
input charge is:

Qi Qi Ci 1

Q9 _ _ _ , 2.23
Qs Qut+0i Ci+C 1+% (223)

resulting in the conclusion that the input capacitance must be large in compari-
son to the sensor capacitance in order to keep the ratio of measured charge to input

charge close to unity.

N |/ —
Q

s
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v £ . .
Ca T/ Vi Y
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Figure 2.4: Principle of a charge-sensitive preamplifier. Taken from [22].

The power consumption of the charge-sensitive preamplifier must be kept low
in order to reduce heat dissipation into the active area of the sensor, increasing the

likelihood of thermal excitations of charge carriers.
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Pulse shaping

Pulse shaping is necessary to limit the bandwidth of the signal to match the mea-
surement time and to constrain the pulse width such that consecutive pulses do not
overlap, i.e. to reduce pile-up. Pulse shaping is achieved through the use of high
and low frequency band pass filters [23]]. A high pass filter is applied first, resulting
in a limitation on the pulse width. A low pass filter is subsequently applied, result-
ing in an increase in rise time. The effect is a higher rise time for a given pulse
width. The bandwidth limitation results in a decrease of high and low frequency

noise components such as sensor leakage current.

Discriminator

The amplitude of the amplified and shaped signal is compared to a preset threshold
value with a discriminator circuit. If the signal is above the threshold value then
the signal is classified as a hit. The threshold value must be high enough that the
fake-hit rate of the detector is minimal but low enough that the detection efficiency
is high. The threshold may need to be fine tuned across the detector due to varia-
tions in power supply and preamplifier gain. It is common that thresholds can be
tuned locally across the detector, where the size of the area covered by the local tune
depends on the detector technology utilised. For instance, a silicon pixel detector
segmented into chips with individual power supplies would need local threshold
tuning per chip. The response time of the discriminator is critical in high rate de-

tection environments, such as the Large Hadron Collider (LHC).

Test charge injection

The controlled injection of test charges into the input of the preamplifier is crucial
to verify the functionality of the active area circuitry. This is achieved through the
use of a well calibrated injection capacitor with known voltage steps. The injection
capacitor can also be used to tune the local thresholds for the discriminator circuitry.
A test charge of known amplitude is injected into the input of the preamplifier and

the threshold is tuned such that threshold uniformity is achieved across the detector.
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Multi-event buffers

Multi-Event Buffer (MEB) are usually present in the active area electronics. Their
role is to store a hit until it can be read out. In a high rate environment, multiple
hits may occur within one read-out clock cycle. In this case, MEBs are necessary
to prevent the loss of hit information. The depth of the buffer needs to be chosen
based on the expected occupancy and read-out frequency. The readout of the MEBs
can be completed in a different order depending on the desires of the user. Older
events could be read out first, in a First In First Out (FIFO) configuration, or new

events could be read out first, in a Last In Last Out (LILO) configuration.

2.3.2 Periphery circuitry

The main function of the periphery circuitry is managing the readout of data from
a subgroup of active area elements. The periphery circuitry is also responsible for
global propagation of signals to the active area elements under its control. Functions
can include control of the injection capacitors, masking of active area elements and

trigger distribution.

Readout from active area

A role of the periphery circuitry is to group together data from the active area el-
ements within its control to forward to the off-detector electronics. This has the
effect of reducing the number of data lines needed to ship data off-detector. Data
will be grouped together with the address of the active area element. The read-
out of the active area electronics has some order, depending on the detector goals.
For instance, reading out only elements that have detected a hit, a technique called

zero-suppression, can be implemented to increase readout rate.

2.4 Overview of silicon tracking detectors

Silicon has a number of properties which make it a suitable material choice for
a charged particle detector. Its small band gap leads to a large number of free
charge carriers for relatively little energy loss of the charged particle (on average one
electron-hole pair is liberated for each 3.6 eV deposited by a ionising particle [19]).

The high carrier mobility of silicon allows the signal to be quickly extracted. Silicon
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is mechanically stable which allows for complex structures to be manufactured,
something which is aided by its extensive use in the electronics industry, meaning
mature manufacturing technology can be exploited for use in high-energy physics.

Silicon detectors rely on the implementation of a pn junction in different ge-
ometries. The basic principles of a silicon detector can be described by a p-in-n
sensor, where a p-type implant sits on the top of an n-type substrate. A depletion
region is generated outwardly from the p-type implant. A charged particle travers-
ing the depletion region ionises electron-hole pairs. Electrons move towards the
p-type electrode which acts as a collection diode. The collected charge is amplified,
the signal shaped and compared to a user defined threshold, before being sent off-
detector by the chip periphery. A historical overview of silicon tracking detectors
can be found in [24].

Silicon Strip Detectors (SSDs) were the first silicon detectors capable of measur-
ing the position of a charged particle. An n-type substrate is implanted with numer-
ous p-type strips with a typical pitch of O(100um). The p-type strips can be placed
on opposite sides of the n-type substrate, arranged in a grid, either perpendicular
to one another, or with some stereo-angle. This approach allows two-dimensional
position reconstruction with a cost-effective production. The main drawback is the
production of ghost-hits when multiple hits are generated, making SSDs unsuitable
for high event rates. Figure[2.5]illustrates how ghost hits arise. Generally » hits can

generate up to n> crossing points, meaning up to n> —n ghost hits.
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Figure 2.5: Illustration of ghost hits in silicon strip detectors. The blue circles represent
genuine hits, red circles represent ghost hits and the black dotted lines represent the
particle tracks.

Silicon Drift Detectors (SDDs) have a different principle of operation. Figure

shows an illustration of the cross section of a silicon drift detector. The cross
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section is repeated with multiple n anodes and p strips. P-type implants on the
top and bottom of an n-type substrate create a depletion region. Charge ionised in
the depletion region drifts to the n-type diode where it is processed. The position
of the crossing particle is determined in two dimensions. The drift time is used
to determine the position in x, whilst the centroid of the Gaussian distribution of

charge in the anodes is used to determine the position in z.

P+ p+ P+ p+t P+ P+ p+ = Pt

Figure 2.6: Illustration of the cross section of a silicon drift detector. A depletion re-
gion is created by p-type implants in a n-type substrate. Charge ionised by a traversing
particle drifts to an n-type diode where it is collected.

2.4.1 Silicon pixel detectors

Silicon Pixel Detectors (SPDs) segment the sensor in two dimensions, creating a
two dimensional matrix of square or rectangular sensing elements, called pixels.
In high-energy physics, the pitch of each pixel tends to be small, O(10 — 100 um).
SPDs emerged in high energy physics when vertex detectors needed to measure
short lived particles in high multiplicity collisions. The high spatial resolution of-
fered by SPDs means they can identify the secondary decay vertex of short lived
particles, and the high granularity of SPDs allows them to cope with high particle
multiplicities.

The readout circuitry is segmented in a similar fashion to the pixels, where each
pixel has its own readout circuitry. The advantage to this approach is that ghost hits
are not present, unlike strip detectors. The front-end active area readout circuitry
is implemented in one of two ways. Traditionally, a separate silicon chip would
contain the readout circuitry, and be bump-bonded to the sensor chip. Sensors with
this design are known as hybrid pixel detectors. More recently, readout circuitry has
been included in the sensor chip. Sensors with this design are known as Monolithic
Active Pixel Sensors (MAPS).
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Each pixel in an SPD has a very low capacitance, O(0.1pF), due to the small
pixel area extended over a thin, O(100um), layer of silicon. The low sensor capac-
itance, Cy, 1s a key benefit to using SPDs, since it permits fast signal shaping with
a low noise. Another advantage to SPDs is the high radiation tolerance afforded
by the small size of the pixels. Due to the volume dependence of leakage current,
small pixels have small leakage current. Irradiation of silicon with 103 cm~2 par-
ticles increases the leakage current density to ~ 30 uAcm > . The small active
area of each pixel leads to a smaller increase in leakage current per pixel compared

to the larger active area of other technologies, such as SSDs.

Hybrid pixel sensors

Hybrid pixel detectors are produced in a similar way to SSDs. However, the p-type
strips implanted in the n-type substrate are further subdivided across the length of
each strip, forming pixels. Figure [2.7] shows a schematic of a hybrid pixel sensor.
The pixel implants are analogous to the p-type strips in an SSD. Each pixel implant
is bump-bonded to its respective active area readout electronics, the front-end chan-
nel. The size of the front end channel in the electronics chip must be identical to the

size of the pixel implant in the sensor.

Sensor Backside metallization

Pixel implant

Front-end channel . ; : /

Electronics chip

Figure 2.7: A schematic of a hybrid pixel detector. The sensor is bump-bonded to the
readout chip. Taken from .

Monolithic Active Pixel Sensors

MAPS incorporate the electronics in the readout chip into the same silicon wafer as

the sensors. This eliminates the need to produce many high density interconnections
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between the sensor and readout chips, reducing the minimum pixel size, material
budget and production cost. The capacitance of each pixel is also reduced slightly,
increasing the signal to noise ratio. The improved granularity and reduced material
budget contribute to improved vertexing and tracking capabilities. The improved
material budget also presents a limitation of MAPS. Approximately 80 electron-
hole pairs are liberated per um in silicon, meaning thinner sensors generate a lower
current, limiting the Particle IDentification (PID) capabilities. However, in the case
of the ITS2, no PID capabilities are needed.

MAPS are typically organised into three layers: a p++ substrate, a p- epitaxial
layer and a number of implants known as wells. Figure [2.8|shows a schematic of a
basic MAPS design. For the ALPIDE chip, the epitaxial layer is 25 yum thick.

— /4 ionised in the epitaxial layer

e~ /h diffuses to the depletion region

h*/ - - (white). Readout circuitry sits

N on the p-wells (not shown). p-

€_ h* well/p- and p-/p++ junctions

- + e act as reflective barriers. Some

p- epitaxial layer h 2 electrons diffuse to neighbour-

ing pixels, an effect known as
clustering, or charge sharing.

Figure 2.8: A schematic of a
p-well J b-welu L p-well basic MAPS design. Charge
N v

.....

The p++ substrate acts as a mechanical support, whilst the p-epitaxial layer is
used as the sensitive volume. The wells can be n-type or p-type. N-type wells,
or n-wells, act as collecting diodes for electrons, whilst p-type wells, or p-wells,
host NMOS circuitry. Metal layers are bound to the wells, responsible for signal
propagation off-pixel and forming parts of the in-pixel circuitry. The n-well diode
is in contact with the p- epitaxial layer, creating a pn junction. A small voltage
applied to the n-well collection diode increases the volume of the depletion region.

Electrons ionised in the epitaxial layer diffuse until they reach the depletion
region where they are collected by the n-well diode, or until they recombine. Elec-
trons ionised in the p-wells or substrate which diffuse into the epitaxial layer can
also be collected by the n-well diode.

A key feature of the ITS2 is its use of a MAPS design, known as ALPIDE,
throughout the detector. The ALPIDE chip is discussed in Sec. #.4.3]
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2.4.2 Noise in MAPS

Noise in MAPS can be split into two categories: Temporal Noise (TN) and Fixed
Pattern Noise (FPN). FPN is the spatial variation of pixel output values under uni-
form stimuli. It is systematic and can be filtered offline. TN has various sources

throughout the front-end electronics including:

e Shot noise is caused by fluctuations in DC current flow through the depletion
region. The discrete nature of charge causes statistical fluctuations in the
number of charge carriers which cross the edge of the depletion region. In

pixel detectors, the main contribution to shot noise is leakage current.

4

e Thermal noise™ occurs due to thermally induced movement of charge carri-

ers. It increases with temperature.

e Flicker noise’ affects MOSFETS and is caused by charge carriers being ran-
domly trapped and released in the transistor channel by defects and contami-

nants.

In MAPs, shot noise increases linearly with leakage current, whilst thermal and
flicker noise increase quadratically with the sensor capacitance. TN noise causes
fluctuations in the output signal of the amplifier. Sometimes these fluctuations are
great enough that the pixel charge threshold value is overcome, resulting in an iden-
tified hit by the discriminator. This leads to the detection of a noise hit or, as will be

refereed to throughout this thesis, a fake-hit.

2.5 Accessing the quality of tracking detectors

This section will describe concepts necessary to access the quality of a tracking

detector.

2.5.1 Single point resolution

A tracking detector of course needs to measure the position of a track. The position
resolution depends on the pitch, p, between sensing nodes. For a binary readout,

the position resolution in one dimension, o, can be expressed as:

4 Also known as Johnson or Nyquist noise.
> Also known as 1/f noise.
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O = ——. (2.24)

Equation [2.24]is valid when the readout is binary, the hit position is taken to be
the centre of the pixel and there is no charge sharing. Charge sharing can improve
the position resolution, since the position can be known with a higher precision by

calculating the centre of mass of the cluster.

2.5.2 Transverse momentum resolution

Figure [2.9] shows the geometry of a particle traversing a region with a magnetic
field, B. The normalised transverse momentum resolution depends on py , L, B and

the resolution of the sagitta, o (the derivation can be found in Appendix [A):

Opr PT
—— o< ——=Oy.
pr  BL2®

(2.25)

Figure 2.9: Geometry of a particle moving in a magnetic field. The solid line represents
the particle track.

The transverse momentum resolution improves linearly with the magnetic field
strength and sagitta resolution, whilst it increases quadratically with the arc length.

As pt increases, transverse momentum resolution decreases linearly.

2.5.3 Pointing resolution

Figure shows the decay topology of a D° (cit) into a kaon and a pion. The sec-
ondary decay vertex is the point at which the kaon and pion tracks are closest to each
other. The D° flight line then must be the track directly connecting the secondary
and primary vertices. The pointing angle is the angle between the reconstructed

momentum of D° and the D° flight line.
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Having a good pointing resolution means secondary vertices can be accurately,
if at all, distinguished from the interaction point. This is especially important for
low transverse momentum, pr, short lived particles like the heavy flavour hadron,
A. (ude).

pointing angle epmming

secondary vertex

Figure 2.10: Decay topology of the D” heavy flavour meson into a pion and a kaon.
d{f and df denote the kaon and pion impact parameters respectively. Image from [25]).

The pointing resolution depends on the following three variables: the intrinsic

spatial resolution, the radius of the innermost detector layer and the material budget.

2.5.4 Impact parameter

The impact parameter is the distance of closest approach from the retraced track and
interaction point (dé( and d{f in Figure . The impact parameter resolution gives
a measure of how accurately tracks are reconstructed. It is affected by the number

and spacing of detector layers, the material budget and the pointing resolution.

2.5.5 Tracking efficiency

The tracking efficiency is the efficiency with which a real track can be reconstructed
from some signal produced by the tracker. The tracking efficiency is a function of
both the hardware of the tracker and the track reconstruction software.

Concerning the hardware of the tracker, the tracking efficiency is dependent on
the threshold value and the noise of the detector. The threshold value specifies the
amount of charge which must be deposited in the active volume of a pixel for that
pixel to readout a hit. If the threshold value is too low, then noise can be more easily

classified as a hit, reducing the tracking efficiency by contaminating the data with
fake hits.
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CHAPTER 2. SILICON TRACKING TECHNOLOGY

The tracking efficiency of high py events is larger than for low py events. Low
pr particles are affected more strongly by energy loss mechanisms as they traverse
through the active volume of the detector. For this reason, the chance of a real track

being reconstructed accurately is lower for a low py particle.
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Chapter 3:

Quark Gluon Plasma

This chapter will give a brief overview of the physics relevant to the ALICE exper-
iment, written for a non-expert in QGP physics. A selection of observables of the
Quark-Gluon Plasma (QGP) will be discussed with a brief outline of the most re-
cent results. Finally, the characteristics of an Inner Tracking System (ITS) optimal

for heavy-ion collisions will be discussed.

3.1 The Standard Model

The current understanding of particle physics is anchored in the Standard Model
(SM), which describes the fundamental particles and the interaction between them.
The fundamental particles are split into fermions (with spin %) and bosons (with
integer spin).

Bosons have either spin 1 (gauge bosons) or spin 0 (scalar bosons). Gauge
bosons are force-carriers, mediating the interaction of particles via three of the
four fundamental forces of nature (gravity proves so far to be elusive to the SM).
The massless photon mediates the electromagnetic interaction, whilst the W and Z

bosons (W’,WJF,ZO) mediate the weak interaction and gluons mediate the strong

Header photograph shows the bottom half of the Outer Barrel being lowered 56 m by crane to the
bottom of the ALICE cavern. (© CERN. Taken from [26].
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CHAPTER 3. QUARK GLUON PLASMA

interaction. A particle will interact via the strong force if it has colour charge, with
the electromagnetic force if it has electric charge and with the weak force if it has
weak isospin. There is only one spin 0 boson in the SM, the Higgs boson'. This is
a massive particle responsible for the bare mass generation of all other fundamental

massive particles.

The 12 fermions are further split into two categories, quarks and leptons. There
are six quarks in the SM, which interact via the strong and electroweak forces. The
remaining six fermions are all leptons. These are the electron, muon and tau and
the neutrinos, the electron neutrino, the muon neutrino and the tau neutrino. The
electron, muon and tau have electroweak charge and the neutrinos have only weak

1sospin.

3.1.1 QCD

The advent of bubble chambers and spark chambers in the 1950s led to the discovery
of a plethora of new hadrons, in a period of particle physics known as the ‘particle
zoo era’. Independently in 1964, Gell-Mann and Zweig culled the population of
the particle zoo by proposing that hadrons were not fundamental particles, but were
made up two or three spin % particles with fractional electric charge of three differ-
ent types named up, down and strange [27, [28]. These particles were collectively
named aces by Zweig but the name of quarks given by Gell-Mann stuck. From
1967 to 1973, deep-inelastic electron scattering experiments at SLAC confirmed
the existence of point-like particles within a proton [29} |30]. The charm quark was
predicted in 1970 [31] and discovered four years later [|32, |33]]. The beauty and top
quarks were discovered in 1977 [34] and 1995 [35] respectively .

The part of the SM which describes the strong force is called Quantum Chro-
modynamics (QCD). The gauge bosons of QCD are called the gluons. Unlike the
photon (the gauge boson in Quantum Electro-Dynamics (QED)) the gluons are
self-coupling, carrying colour and anti-colour charge. Figure [3.1] shows the self-

coupling of gluons possible in QCD, as well as a quark-gluon interaction.

IThe ten year anniversary of the Higgs discovery by ATLAS and CMS is on the 4 July this year
(2022).
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3.1. THE STANDARD MODEL

8 g g 8

(a) qg interaction. (b) gg interaction. (c) gg interaction.

Figure 3.1: Feynman diagrams of the interaction modes within QCD.

Colour charge

Quarks have a quantum number called colour charge, originally hypothesised in
1964 by Greenberg [36] to explain why the Pauli exclusion principle is not vio-
lated in certain observed hadrons, such as AT, which is composed of three up
quarks which appear to have identical quantum numbers. The naming convention
of the quantum number of colour dictates that colour can be red, green or blue (or
anti-red, anti-green or anti-blue). Hadrons have a net colour charge of 0. Baryons
are composed of three quarks and mesons are formed by one quark and and anti-
quark, for example the D meson which is made up of a ¢ (anti)quark and a different
(anti)quark. In the case of a baryon, a net colour charge of 0 is achieved with the
combinations of red, green and blue quarks. In the case of a meson, a net colour
charge of 0 is achieved with a single quark of any colour and its corresponding

anti-quark (with the corresponding anti-colour).

Running coupling

The running coupling in QED and QCD refers to the strength of the interaction as a
function of the energy scale of the interaction.

In QED, the photon is not self-coupling. An electron in QED is consistently
surrounded by virtual electron anti-electron pairs. As such the charge felt by a
test charge depends on its distance, r, from the electron. At a larger r, more elec-
tron anti-electron pairs exist in the space between the electron and the test charge,
screening the charge of the electron. As such, the running coupling in QED, ¢,
decreases with increasing r.

Similarly in QCD, quark anti-quark pairs screen colour charge. However, the
gluon is self-coupling, meaning gluon loops contribute to the overall colour charge,

having an anti-screening effect. The interplay of screening and anti-screening ef-
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fects has a distinct effect on the running coupling in QCD, ¢;. Instead of decreasing
in strength with an increase in r like the case of « in QED, o increases with in-
creasing r. An increase in r corresponds to a decrease in energy scale, Q. The
relationship between o, (Q?) as a function of Q is shown in Fig.

0.35 = r T
[\ T decay (N’LO) F=— ]
H low Q2 cont. (N3LO) e
03 b DIS jets (NLO) ]
“F Heavy Quarkonia (NLO)
e*e” jets/shapes (NNLO+res) F* ]
0.5 | pp/pp (jets NI§0) He Figure 3.2: Summary of the
T EW precision fit (N“LO)~+ measurements as of 2021 of the
pp (top, NNLO) 4 . 5
~ i 1 coupling constant, o (Q~) as
g o2f 5 a function of energy scale Q.
d F b . .
The brackets indicate the order
o5 b of perturbation theory used, i.e.
Tl (NLO) is next-to-leading-order.
i Taken from [12].
0.1 |
F == 0,(Mz2) = 0.1179 + 0.0010
0.05_ — -l S S
1 10 100 1000

Q[GeV]

As r decreases (a high energy probe), o, decreases, whilst as r increases (a
low energy probe) o increases. The behaviour at small r results in asymptotic
freedom, whilst the behaviour at large r is called colour confinement. The discovery
of asymptotic freedom by Gross, Politzer and Wilczek in 1973 [37, 38, 39, 40] won
the Nobel prize in physics in 2004 [41]].

Chiral symmetry breaking

The ‘bare masses’ of quarks are their masses in the absence of a chromodynamic
field. The kinematic effects of the coupling of quarks to the electroweak (elec-
tromagnetic plus weak-f3 decay fields) and gravitational fields determines their re-
sponse to the application of those fields. In the case where no chromodynamic field
is present, the coupling between the matter fermions (leptons or quarks) and the
field-bosons (photon, W* and Z° bosons) are sensitive to the spin-projection, or he-
licity, of the matter fermions. In these circumstances, the electroweak field is said
to be ‘maximally parity-violating’.

Fermion (e™, u—, 7, their respective neutrinos and the quarks) coupling is
Left-Handed (LH) (helicity -1) preferred, whilst anti-fermion (e™, u*, 77, their
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3.1. THE STANDARD MODEL

respective anti-neutrinos and the anti-quarks) coupling is Right-Handed (RH) (he-
licity +1) preferred. This behaviour of opposite handedness of fermions and anti-
fermions is known as ‘chiral symmetry’. The factor by which the strength of RH
fermion couplings are reduced with respect to the strength of LH fermion couplings
is proportional to the inverse of the mass squared of the fermion. Therefore, neu-
trinos and anti-neutrinos are almost always LH and RH respectively, electrons and
anti-electrons are mostly LH and RH respectively, muons less so, and taus the least

of all charged leptons.

Quarks are colour confined so are always subjected to some chromodynamic
effects, which decline as asymptotic freedom is approached. The bare masses of
quarks are therefore taken to be those corresponding to their electroweak inter-
actions, including their handedness. The bare mass of up and down quarks are
2.16f8:‘2‘2 MeV and 4.67Jj8:‘11'273 MeV respectively [12]. When confined within a pro-
ton, each of the up and down quarks contribute roughly 300MeV, approximately

1/3 of the proton mass. How is this mass generated?

Massless fermions possess chiral symmetry but massive fermions do not. This
symmetry, although approximate for quarks who have a small mass in the decon-
fined phase, must be broken as quarks gain their inertial mass. A sponge in a dry,
gaseous medium of water vapour will remain reasonably dry. If the temperature is
lowered and the water condenses, the sponge will absorb more water and become
heavier. Mass is generated when the water changes phase and a symmetry is bro-
ken [42]. Similarly, in the deconfined phase, quarks have a low mass (analogous to
unsaturated sponges). When approximate chiral symmetry is broken (analogous to
the temperature lowering, changing the phase of water), the quark is ‘dressed’ with

gluons, increasing its mass (analogous to liquid water saturating the sponge).

The mass increase of quarks in QCD is known as approximate chiral symmetry
breaking [42]. In the approximately symmetrical phase, quarks move freely and
once this approximate symmetry is broken, gluons surround the quarks, ‘dressing’
them and giving them inertial mass. The gluons then restrict the quarks to existing
in colourless combinations, i.e. hadrons. The transition to an approximately chirally

symmetric state of matter can be achieved experimentally, as detailed in Sec. [3.2]
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3.2 Quark-Gluon Plasma

Above a critical energy density of 0.7 GeV /fm? [43]], the measured degrees of free-
dom in excited hadronic matter strongly suggests it is composed of quarks and glu-
ons rather than nucleons. Colour confinement no longer occurs within the spatial
confines of a hadron, but rather within the spatial confines of the medium. This
state of matter is known as the Quark-Gluon Plasma and is thought to have existed

microseconds after The Big Bang, during the Quark Epoch [44].

3.2.1 Formation of the QGP

The transition from hadronic to partonic matter above a critical energy density can
be thought of in a similar way as the Mott transition®. Increasing the density of
hadronic matter, say a box of mesons, above a threshold will result in colour charge
within a particular meson being screened such that the two original quarks within
that meson no longer feel an interaction between them. Within the QGP, each of
the original quarks is immediately surrounded by many other quarks, all a similar
distance away and all equally energetically favourable to bind. As such, a specific
quark could move from one side of the box to another by successive bindings with
different quarks [45]]. This is known as the Flip-Flop Mechanism as quarks traverse
the medium with successive ‘flips’ of partner with associated ‘flops’ on the parts of
the partners [42]].

The result is a state of matter where quarks are no longer colour confined to the

spatial limits of a hadron. Rather they are confined to the spatial limits of the QGP.

3.2.2 QGP evolution in relativistic heavy-ion collisions

Figure [3.3] shows the light cone, illustrated in two dimensions, of two nuclei ap-
proaching each other and colliding. During the first moments of the collision, from
t = 0 until r = 79, the system consists of hard processes like quark-pair production,
as well as secondary collisions between partons. At t = Ty, local thermal equilib-
rium is reached, forming a QGP. The strong internal pressure gradients generated

by the geometry of the collision cause a rapid expansion of the QGP. The low vis-

2The Mott transition occurs when the density of atoms is high enough for screening effects to oc-
cur on a smaller scale than the bonding potential between the nucleus and atomic electrons, resulting
in a transition from insulator to metallic material.
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3.3. SELECTED QGP OBSERVABLES

cosity of the medium causes the QGP to expand collectively, in a way described by
relativistic hydrodynamics. This collective expansion is known as flow.

As the QGP expands it cools. Eventually, the temperature of the QGP reaches
the critical temperature, 7., below which the energy density is low enough for hadro-
nisation to occur. The medium thus undergoes a phase transition, from the QGP to
a hadron gas. The medium continues to expand and cool and at some point inelastic
collisions no longer occur, leading to some fixed ratio of hadron species. The point
at which this happens is named chemical freeze-out. Elastic collisions® of hadrons
continue to occur until the energy density becomes low enough that they stop. This

point is known as kinetic freeze-out and is the moment when the hadron momenta

become fixed. Final state particles are then detected experimentally [46].
t
NN T

transition

Thermalization
Parton cascade

6’0%) z

Figure 3.3: Illustration of the space-time evolution of a relativistic heavy-ion collision.
See text. Taken from [47].

3.3 Selected QGP observables

In order to detect the creation of the QGP and measure its properties in the lab-
oratory, experimental probes, or observables, of the QGP must be clearly defined.
QGP observables can be split into two categories. Hard probes originate from initial
nucleon-nucleon interactions. Some hard-probes interact with the strongly interact-

ing medium, such as jets, which provides information of the medium. Other hard

3where the initial and final state particles are the same. In contrast to inelastic collisions where
the initial and final state particles are different.
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probes do not, such as prompt photon emission, and therefore provide information
on the initial collision conditions. Soft probes originate from the medium itself and
provide information on the bulk properties of the QGP. This section will outline a

selection of these QGP observables and give a brief outline of current results.

3.3.1 Charged particle multiplicity

The rapidity and pseudo-rapidity distributions of primary charged particles are used

to characterise the multiplicity. Pseudo-rapidity, 7, is defined as [44]:

n=-—In (tan (g)) , (3.1

where 0 is the angle between the particle three momentum, p, and the positive

direction of the beam axis. As a function of p:

n=lm0ﬂ+&), (3.2)
2 |p|_pz

where p, is the momentum component along the beam axis. At high momentum
where the particle rest mass is negligible, the pseudo-rapidity converges to rapidity,

y, defined as:

1. [E
y=—In[ P2 (3.3)
2 E—p,

where E is the total energy of the particle. Since E requires the knowledge of
the particle’s rest mass, pseudo-rapidity is more easily measured because it does not

require particle identification.

Figure shows the charged particle pseudo-rapidity density measured as a
function of /syy for central Pb-Pb and Au-Au collisions in comparison to pp, pp,
p-A and d-A collisions. The charged particle density, (dN.;/dn), is divided by the
average number of participating nucleon pairs in order to directly compare colli-
sions systems with a different number of participating nucleons. The increase in
(dN.p/dn) with increasing /sy is greater with A-A collisions in comparison to
pp collisions. p-A and d-A collision data lie on the pp curve. This indicates the
behaviour seen for A-A collisions cannot be due only to the larger number of par-

ticipants.
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Au-Au collisions.  Inelastic
(INEL) pp and pp collisions, as
well as non-single diffractive
_____ 1" go08e) (NSD) p-A and d-A collisions
are shown. Taken from [48]].
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3.3.2 Direct photons

Direct photons, defined as photons that do not originate from a hadron decay, are
produced in all stages of the QGP evolution. They are not strongly interacting, so
traverse the medium unaffected [49]]. Direct photons provide information on the
conditions at the time the photon was produced. Prompt direct photons, produced
from hard primary collisions, provide information on parton distributions in nu-
clei. Thermal direct photons, produced throughout the lifetime of the QGP, provide
information on the temperature and space-time evolution of the medium. Prompt
direct photons dominate at high-py (pr > 5 GeV/c), whilst thermal direct photons
dominate at low-py (pr < 4 GeV/c) [50].

ALICE measured the effective temperature of the QGP to be T =297 £ 12(stat) +
41(sys)MeV [51], which is greater than the expected deconfinement value. The
value was gained by studying the direct photon spectra for central (0-20% central-
ity) collisions, in the low-py range of 0.9 < py < 2.1 GeV/c at a collision energy
of v/s = 5GeV. The effective temperature reflects the temperature of the QGP av-
eraged over its lifetime.

3.3.3 Collective flow

The QGP collectively expands and cools over time, eventually becoming cold and

dilute enough to hadronise. The collective expansion of the medium is called col-
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lective flow. Collective flow is an indication for a strongly interacting medium, indi-
cating the presence of multiple interactions in the medium between its constituents,
with collective flow increasing as the system approaches thermal equilibrium. Col-
lective flow is an observable capable of providing information on the equation of
state and transport properties of the system.

Heavy-ion collisions are characterised by their centrality, defined by the impact
parameter. The impact parameter, b, is defined as the displacement from a central
nuclei collision in the direction of a certain plane. In the case of b = 0, the heavy-
ion collision is perfectly central. Radial flow occurs in central heavy-ion collisions,
characterised as an isotropic azimuthal distribution in particle production.

If b # 0, the collision consists of participant nucleons, nucleons that collide, and
spectator nucleons, nucleons that do not collide. An illustration of a non-central
heavy-ion collision is shown in Fig. [3.5] where the blue regions depict spectator nu-
cleons and the red, almond-shaped region depicts participant nucleons. The impact

parameter is defined in the x direction.

Figure 3.5: Two nuclei collide asymmetrically, forming an almond shaped region of
participants (red), whilst the spectators do not interact. Elliptic flow occurs as a result.
The reaction plane is defined as the spatial anisotropy with respect to the xy plane. The
impact parameter, b, is defined as the displacement from a central nuclei collision in
the x direction. Taken from [5]].

Asymmetries of the system in non-central nuclei collisions lead to an azimuthal
anisotropy in particle production, a flow phenomenon known as anisotropic flow.
Anisotropic flow occurs due to azimuthally asymmetric pressure gradients, causing
a correlation between the azimuthal angle of the produced particles and the reaction
plane. Anisotropic flow is a characteristic trait of collective behaviour.

Anisotropic flow can be broken down into two flow phenomena, directed flow

and elliptic flow. Directed flow occurs when there is a difference in the particle
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production parallel and anti-parallel to the impact parameter. In this case, there is a
preferred direction in particle emission.

Elliptic flow occurs if there is a difference in particle production parallel and
perpendicular to the impact parameter. Referring to Fig. [3.5] the number of particles
produced in the xz plane is greater than the number of particles produced in the y
direction. The initial transverse energy profile is elliptical in shape. Due to the larger
pressure gradients along the shorter axis of the ellipse (in the reaction plane), the
acceleration is higher. This leads to the elliptical transverse energy profile evolving
over time, tending to a circular distribution [5].

Elliptic flow has been measured by a number of experiments, including STAR at
RHIC [52]] and ALICE at the Large Hadron Collider (LHC) [53]]. Figure [3.6|shows
the elliptic flow, v,, as a function of collision energy measured by different exper-
iments. v, is the second coefficient in the Fourier decomposition of the azimuthal
angle distribution of particles. It is a measure of the strength of the elliptic flow. v;
is positive in the case of an excess of particles in the xz plane with respect to the
y direction. v, is negative when there is an excess of particles produced in the y

direction compared to the xz plane.
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3.3.4 Jet quenching

The nuclear modification factor is used to compare the change in particle yield over
variances in transverse momenta seen in heavy-ion collisions with proton-proton
collisions. The nuclear modification factor for heavy-ion collisions, Raa, is defined

as follows:
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dNAA/de
Ncoll>dep/de7

where Nya pp 1s the yield of the observables yield in AA or pp collisions re-

Raa = < (3.4)

spectively, py is transverse momenta and (N,,y;) is the average number of binary
nucleon-nucleon collisions for the centrality considered. Raa < 1 indicates a sup-
pression in the yield of the observable in AA collisions with respect to pp collisions,
whilst Raa > 1 signifies an enhancement.

Hard parton scattering occurring in the initial interaction of relativistic hadronic
collisions produces cascades of hadrons, known as jets. Energy lost through gluon
radiation and elastic scattering of the partons comprising the jets in the QGP is
known as jet quenching. The amount of energy lost depends on the path length.
Figure [3.7) illustrates the production of jets with and without the presence of the
QGP. Jet quenching suppresses high-momentum particles produced in relativistic
heavy-ion collisions therefore their R is expected to be less than one.

Figure [3.8] shows Raa of charged particles as a function of transverse momen-
tum measured by ALICE for p-Pb collisions, Pb-Pb collisions at 0 — 5% centrality
and 70 — 80% centrality. The energy density of p-Pb and p-p collision systems is not
large enough for significant jet quenching effects to be expected. For pr > 2 GeV/c,
Rppy is consistent with one, indicating that the suppression in Ra for pp >2 GeV/c

is not an initial-state effect, but instead a characteristic of the QGP created in heavy-

ion collisions [[54].

Figure 3.7: Jets can form in hadronic collisions. Partons (pink) hadronise forming
directional jets of hadrons (white). In the absence of a QGP (left), momentum conser-
vation leads to equal magnitude and opposite direction jets. In the presence of the QGP
(right), jets lose energy to the medium, resulting in a leading jet and a quenched jet.
Taken from [55].
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3.3.5 Heavy-flavour physics

Heavy-Flavour (HF) physics concerns the study of the properties of hadrons con-
taining charm or beauty quarks, as well as using heavy-flavour hadrons to probe
the collision system properties and development. The bare masses of charm and
beauty quarks, 1.3 GeV and 4.2 GeV respectively [12], are significantly higher than
the temperature at any stage of the heavy-ion collisions. Therefore, heavy-flavour
quarks are mostly produced via hard scattering before the formation of the QGP
[56]. Since the decay of charm and beauty quarks occurs on a timescale larger than
the lifetime of the QGP, it can be assumed that the abundance of HF hadrons is
constant from the initial collision to the hadronisation of the QGP. Light-flavour
hadrons, however, can be created within the QGP so their abundance is not constant
with time. The kinematic distribution of HF hadrons can reveal their interaction
history, when thought of as Brownian particles within the QGP. Two main open
questions regarding HF hadrons remain, concerning their thermalisation and hadro-

nisation, as well as their in-medium energy loss and its mass dependence.

Hadronisation of heavy-flavour quarks and quarkonium recombination

A quarkonium is a flavourless meson comprised of a heavy quark and its own an-
tiquark. Charmonium (cc), bottomium (bb) and toponium (¢¢) are examples of
quarkonia. The ground states of each of these quarkonia are known as the J /W,
Y’ and 6 mesons respectively. Due to the high mass of the top quark, the 6 me-

son is not expected to be observable in nature, since the top quark decays before a

41



CHAPTER 3. QUARK GLUON PLASMA

bound state can form. Hence, quarkonium generally refers only to charmonium and
bottomonium.

Quarkonium states are bound by energies comparable to the mean energy of
the QGP, O(100)MeV, therefore they are likely to dissociate. F