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ABSTRACT

In this paper we aim to bring some order to the myriad of tools that

have emerged in the field of Artificial Intelligence (AI), focusing on

the field of Machine Learning (ML). For this purpose, we suggest

a classification of the tools in which the categories are organized

following the development lifecycle of anML system and wemake a

review of the existing tools within each section of the classification.

We believe this will help to better understand the ecosystem of tools

currently available and will also allow us to identify niches in which

to develop new tools to aid in the development of AI andML systems.

After reviewing the state-of-the-art of the tools, we have identified

three trends in them: the incorporation of humans into the loop

of the machine learning process, the movement from ad-hoc and

experimental approaches to a more engineering perspective and the

ability to make it easier to develop intelligent systems for people

without an educational background in the area, in order to move

the focus from the technical environment to the domain-specific

problem.
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1 INTRODUCTION

To design and to interact with Artificial Intelligence (AI) systems

in general, and Machine Learning (ML) systems in particular, many

tools have been provided by industry leaders and free-software or-

ganizations that help in the different steps of the AI pipeline: gather

data, extract features, label the examples, select the model, tune the

hyper-parameters, and evaluate the model performance. Moreover,

the tool-set allows users to test and discard certain approaches at

an early stage, and move the focus to the domain-specific problem.

This paper aims to offer a classification and review of such tools.

In order to achieve this goal, the authors consulted the literature,

searching for documents by title focusing on each particular type

of tool separately and filtering by relevance based on the abstract,

recentness and the number of citations. Research papers were ob-

tained from online academic databases such as Google Scholar,

ACM Digital Library, IEEE Xplore, ScienceDirect, Springer Link

or Scopus. On the other hand, specific tools that are available for

download can be aimed at academic or non-academic audiences,

and can be found through their own websites or even the app stores

of the major platforms.

These tools can be roughly organized in categories that are not

mutually exclusive. These categories are organized more or less

following the development lifecycle of an AI system, paying special

attention to ML systems, which is the most dynamic branch of AI

today and where most developments are carried out.

Therefore, we will start from an initial classification focused on

data management and rapid prototyping. Subsequently, we can in-

clude the popular frameworks that exist today for the development

of AI and ML solutions. These frameworks were initially used to

develop traditional ML, also called passive or classical ML in which

we have cycles of supplying data to the system, observing the out-

puts and drawing conclusions that serve to improve the results of

the next cycle.

Subsequently, these passive systems opened up to dynamic col-

laboration with users, first in the form of active learning [70], where

humans were used as oracles to call upon when there was a need to

label a new datum. In these systems, control rested with the learning

algorithms, which called on humans when deemed necessary. Later

these systems were extended to models where control was more

shared between algorithms and humans, giving rise to interactive

machine learning [23], where interactions between algorithms and
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machines were more focused, frequent, and incremental. Since the
interaction between users and learning systems is tighter, Human-
Computer Interaction (HCI) techniques are regaining importance
in this approach.

The next step are tools that try to help us develop AI-based
systems without having much experience in the field, i.e., we may
be experts in our application domain but know very little about the
different AI and ML models available [47]. They are tools that try
to automate slow and iterative tasks allowing to create models with
high scaling, efficiency and productivity, while maintaining their
quality. These tools are often based on cloud developments, offered
through a “Software as a service” (SaaS) model. Here we can also
contemplate Machine Teaching tools [78, 87], where the control
of learning falls on human experts in the domain that delimit the
knowledge that they intend to transfer to the learning model.

Once the model is built, we need to ask the model to explain its
conclusions. In this way, explainable AI [27] tools attempt to make
the decisions of AI models explainable and justifiable to humans.
In other words, it is not enough for a system to work well, it has
to be able to explain why it has worked well, since nowadays the
decisions taken by AI-powered systems may affect humans’ lives
(as in e.g. medicine, law or defense).

We end the classification with tools that help build AI models
by users who, in many cases, are not even aware that they are
helping to develop them. These tools are based on the power of large
numbers, i.e., many people doing small tasks, but which together
offer synergies that are difficult to obtain in any other way. The
final classification obtained can be seen in the following list:

• Data related tools: the existence of processes and tools
for generating training data, previously a matter mostly for
one-off research projects, now have a large impact on the
success of machine learning projects [64].

• Prototyping tools: that help designers to build working
prototypes of artificial intelligence systems.

• Frameworks: libraries that make use of AI solutions, in a
more user-friendly and configurable way.

• Active learning tools: tools to develop systems that use an
entity with extensive knowledge of the domain (typically a
human expert) as an oracle for label unlabeled examples.

• Interactive learning tools: in which there is a closer in-
teraction between users and learning systems, with people
interactively supplying information in a more focused, fre-
quent, and incremental way compared to traditional ML.

• AutoML tools: provides methods and processes to ease the
tasks of creating an evaluating an ML model.

• Cloud tools: platforms under the umbrella ofMachine Learn-
ing as a Service (MLaaS) that cover, in between others, data
pre-processing, model training and evaluation.

• Machine teaching tools: applications that allow a final
user with no technical expertise in AI (acting as a teacher)
to build classifiers and entity extractors.

• Explainable tools: help on interpreting model predictions,
making the results understandable for humans.

• Crowd-sourcing labeling tools: allow a huge amount of
users to provide labels for the examples to be used for train-
ing and validation of ML models.

The contribution of this work is, therefore, a classification of
the different tools that exist for developing and interacting with
AI and ML systems, and a review of the existing tools within each
section of the classification. We believe this will help to better
understand the ecosystem of tools currently available and will also
allow us to identify niches in which to develop new tools to aid in
the development of AI systems.

In Table 1 we can consult a summary of all the categories, subcat-
egories and tools mentioned in the text. It is important to explain
that the table is not exhaustive; the most representative or relevant
tools in each section have been included, but there are many others
that could not be mentioned for lack of space. Within each section
we have cited, on occasion, other papers with more exhaustive
reviews of tools within that category, and we encourage the reader
to refer to them for more detailed information. It is also necessary
to remember that the categories are not mutually exclusive and
that certain tools can be perfectly classified within several.

2 DATA RELATED TOOLS
From the product development field and the agile world we obtain
the idea of a “MinimumViable Product (MVP)”. AnMVP is a product
with just enough features to satisfy early customers, and to provide
feedback for future product development [69]. From the world of
machine learning we can now coin the term “Minimum Viable Data
(MVD)” that refers to the minimum data needed to train the machine
learning models [93].

The process of data collecting, labeling, and model training is
expensive and time-consuming. Defining an MVD strategy in the
prototyping phase (perhaps in collaboration with a data scientist
[99]) could lead to significant reductions in cost and time to market,
or new insights about the characteristics of the data needed. The
idea is to increase speed and reduce complexity defining a minimum
viable data set. Once successful, researchers can provide additional
data in the future to be integrated in the system.

An example of tools for MVD are rapid interactive refinement
tools such as the image segmentation tools. Images are typically
partitioned based on edges and regions, focusing on uniformity and
discontinuities (a taxonomy of possible approaches can be found in
[28]). Depending on the degree of automation, this technique can
be classified as:

• Manual: Offers total control and optimal results, but it can
be too time-consuming, error-prone and tedious (e.g. as-
signing each pixel to its corresponding class) for intensive
professional environments. Examples include RectLabel [17]
and VGG Image Annotator (VIA) [20].

• Fully-automated: Requires no human involvement but fails
to achieve optimal results. Great advances have been made
in recent years, however, thanks to new techniques such as
Deep Learning (DL). A notable DL tool is U-Net [82], which
has generated many extensions [25] (see also [79] for an
overview of DL in medical image processing). But so far, this
approach has found little success in professional settings.

• Semi-automated: The user typically provides partial infor-
mation (e.g. boundaries or labels), which is then automati-
cally completed by algorithms. This combines the expertise
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Table 1: Summary of categories and tools

Category Sub-category Tool

Data img. tools
Manual RectLabel [17], VIA [20]
Semi-automated 3D Slicer [2], ITK-SNAP [11]
Fully-automated U-Net [82]

Prototyping
Wizard of Oz (WOZ) [65]
Delft AI Toolkit [93]
Lobe.ai [66], ml5.js [68]

Frameworks

Core libraries Compilers: IPython [75],
Cython [30]
Vector: NumPy [46]

Data preparation Pandas [97]

Data visualization Matplotlib [53]
Seaborn [96]

Machine learning Python: Scikit-learn [74]
C++: Shogun [88]
Java: Weka [45]

Deep learning
TensorFlow [22]
Keras [35], PyTorch [73]
GPT-3 [32]

Big data Spark [101]
Hadoop [98]

AL tools ALiPy [91], Libact [100]
modAL [36], NEXT [83]

IML tools

General purpose AnchorViz [90]

Unstructured data

Crayons [38], CueFlik [41]
Ilastik [31], AIDE [58]
JAABA [57], AIML [95], Inter-
actML [49]
Wekinator [39], BeatBox [50]
SLU toolset [29], CLBCI [61].

Explanatory CAIPI [92]

AutoML tools
ML developers H2O AutoML [63]

AutoKeras [56]
Non-ML developers VDS [62], Akkio [3],

DataRobot [8], Levity [13],
Obviously.ai [14]

Technical tasks AMC [48]

Cloud tools

Google Cloud AutoML [9]
IBM Watson ML Studio [10]
Microsoft Azure ML Std [7]
Amazon SageMaker Std [5]

MT tools
Teachable Machine tool [18]
Bonsai [16]
LUIS [12], PICL [15]

XAI tools

LIME [80], Skater [21]
MS InterpretML [71]
Google Explanable AI [1]
AI Explainability 360 [24]

Python packages
ELI5 [60]
Alibi [59]
Dalex [26]

Crowdsourcing
Amazon Mechanical Turk [4]
Appen [6]
Toloka.ai [19]

of humans with the effectiveness and repeatability of au-
tomation, representing an attractive middle ground between
the two former approaches and offering a good trade-off
between effort and results. These tools are widely used in
medicine, for example, 3D Slicer [2] and ITK-SNAP [11].

3 PROTOTYPING TOOLS
Other tools focus not on data but on helping designers build work-
ing prototypes of artificial intelligence systems. For example, we can
cite theWizard of Oz (WOZ) approach [65] that allows the designer
to easily sketch the AI for themselves, for collaborators, and for
usability testing, before investing in a functional AI system. Once
the design matures, the toolkit allows the designer to replace the
WOZ version of AI with appropriate functional implementations
of algorithmic AI.

A relevant example is the Delft AI Toolkit [93], a tool that pro-
vides a drag-and-drop, visual programming environment to build
the interaction and behavior of an AI system. In addition to build-
ing the logic of the application, the tool allows the designer to
incrementally prototype the AI, form and behavior.

Some other tools provide the users with a specific use case as
image recognition so that they can experiment directly in the appli-
cation without expert knowledge. An example is Microsoft’s Lobe.ai
[66]. This tool divides the process of machine learning into three
steps: (1) collect and label images, (2) train and understand the re-
sults and (3) play with your model and improve it. This way, Lobe.ai
simplifies the data collection and labeling process, starts training a
machine learning model without any setup or configuration and
gives live feedback on model’s performance allowing to understand
model’s strengths and weaknesses more quickly.

Another tool that aims to make machine learning approachable
for non-expert users is ml5.js [68]. This tool is more a library that
provides access to machine learning algorithms and models in
the browser, providing immediate access to to pre-trained models
for multiple situations (detecting human poses, generating text,
styling an image with another, composing music, pitch detection,
and common English language word relationships, etc.). Currently,
many of these developments have been oriented towards AutoML,
which we discuss in section 7.

4 FRAMEWORKS
The tools mentioned in the past sections normally are based on AI
frameworks. These AI frameworks are created with the aim of mak-
ing the technology more accessible for end-users. The approaches
can vary depending on the types of users that are being consid-
ered (e.g. developers, data scientists, designers, etc.). For example,
ML model creation frameworks are very popular nowadays, and
they are aimed at users that are comfortable writing code [78]. In
[43] and [89] we can consult comparisons of the different frame-
works. Most of these frameworks are written using the Python [42]
programming language. The main reasons for this fact are:

• It is a language with an easy learning curve.
• It is a powerful but flexible language: multi-platform, multi-
paradigm, garbage-collected, dynamically-typed, etc.

• It has a strong community, specially in scientific research.
• It has a powerful ecosystem that produces synergies.
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Some other reasons about how Python has become a high-level
language suited for science and engineering can be found in [72]
and a brief history of scientific computing in Python in [67].

However, Python also has disadvantages. Themain one is usually
its low performance due to the fact that it is an interpreted language.
The typical way to solve this is to divide the libraries into two
parts, a backend with the core functionalities, written in an efficient
language such as C or C++, and a frontend, written in Python, which
acts as an interface with the user or programmer.

Nevertheless, probably the main reason for the success of Python
and the frameworks and libraries written with it, is their open-
ness. Starting with the language itself, released with the permissive
Python Software Foundation License (PSFL) and controlled by a
nonprofit organization, the Python Software Foundation (PSF).

The core scientific libraries of Python (NumPy, Pandas, Mat-
plotlib, etc.) form an ecosystem called ScyPy [94] that is also open
source (with a permissive BSD compatible license) and that is spon-
sored by NumFOCUS, a public charity in the United States. This fact
has promoted that libraries built on this basis also follow the same
philosophy, even when they are developed by large corporations
and not somuch by foundations or universities. This scenario favors
innovation, constant updating and the growth of the community.

The frameworks and libraries of AI can be organized in a hierar-
chy, starting from the low level and going upwards in complexity
and abstraction. An overview of them can be consulted in [89]:

• Core: Core libraries and tools that are the basis of the ecosys-
tem. Here we can highlight compilers like IPython [75] or
Cython [30] and libraries for performing efficient vectorized
computing such as NumPy [46].

• Data preparation: Nowadays, data management is an im-
portant part of the AI workflow. Within this area, the Pandas
[97] library stands out, allowing us to manage, filter, query
and perform operations with tables and data series.

• Data visualization: Visualizing data is often almost as im-
portant as managing it. Within this field, libraries such as
Matplotlib [53] or Seaborn [96] stand out.

• Machine learning: There are several machine-learning li-
braries, some of the most popular are Scikit-learn [74] for
the Python language, Shogun [88] for the C++ language or
Weka [45] for the Java language.

• Deep learning: DL is a subfield of ML concerned with deep
neural nets, that is, with a high number of layers. In this
category we can highlight general purpose libraries such as
TensorFlow [22], developed by Google Brain; Keras [35] built
on top of TensorFlow and, nowadays integrated into it as a
high level layer; and Pytorch [73] developed by Facebook.
Also we can find libraries for specific purposes such as GPT-3
(Generative Pre-trained Transformer) [32] amodel developed
by OpenAI for natural language processing (NLP).

• Big data: Big data tools analyze extremely large data sets to
reveal patterns, trends, and associations, especially relating
to human behavior and interactions. Within this field we can
highlight tools like Spark [101] or Hadoop [98] used mainly
with the Java language.

5 ACTIVE LEARNING TOOLS
Active Learning (AL) is a machine learning approach in which the
learner (typically a machine) requests an oracle (typically a human,
who acts as a teacher) to label examples that are not clear or that will
provide relevant information in the learning process. As a result,
the learner improves its learning performance (i.e., maximizing
accuracy).

The idea behind is to use fewer training examples than other
supervised ML techniques in order to achieve higher accuracy. This
is of special relevance where many unlabeled examples are available
but the acquisition of labels is a costly task, or in scenarios with
limited labeled data.

The learner is in control of the learning process, and iteratively
selects unlabeled examples to be labeled by the oracle. The selection
of specific examples is performed using queries. To explore further
on the different query strategies we refer to [85] and [70].

Humans could be involved executing one or more of the follow-
ing tasks:

• At preparation: collecting and preparing the initial data, to
generate the first version of the model.

• At execution: as oracles, labeling the data when requested
by the learning algorithm.

• At validation: as model evaluators, checking the performance
updating the model when needed.

The great majority of tools available correspond to the Python
ecosystem. ALiPy [91], which is a toolbox that provides a module-
based implementation, offering support for novel settings as multi-
labeled data examples, noisy oracle, and cost-sensitive annotation.
Libact [100], a package that provides an easy-to-use environment
for solving AL problems, that implements several AL algorithms
and leaves interfaces so that it can be extended by the user. modAL
[36], a modular framework, fully compatible with scikit-learn (it is
built on top of it) and suitable for rapid prototyping. NEXT [54, 83],
a system that runs in the cloud and integrates with a crowdsourcing
tool to collect labels, and exposes a RESTWeb API as an integration
mechanism.

Even tough Active Learning is a mature technique, there are still
some issues to be solved as several assumptions where made from
the very beginning that do not hold today [86]. When performing
this review, we lack more integration of AL approaches in modern
and popular AI platforms.

6 INTERACTIVE LEARNING TOOLS
In Active Learning (AL) the system remains in control of the learn-
ing model and humans only interact with it when requested. In
Interactive Machine Learning (IML) [23], on the other hand, there is
a closer interaction between users and learning systems, with peo-
ple interactively supplying information in a more focused, frequent,
and incremental way. The idea is to have humans and computers
working together on the same task doing what each of them does
best at any specific moment [77].

Humans can be included in different parts of the ML workflow.
They can be used first, performing identification and annotation
tasks that are simple for them but complicated for machines; in the
middle, helping the model to perform inference tasks, providing
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reinforcement information and insights about the learning pro-
cess; and, finally, at the end, validating, interpreting and correcting
the results of a machine learning system. This interaction is spe-
cially interesting in complex domains, such as health informatics,
where data sets are full of uncertainty and incompleteness, and the
problems they try to solve are hard [51].

As there is greater interactivity with humans, the system in-
terface now becomes more important, as it is responsible for the
bidirectional feedback between users and model, making interface
design critical to the success of the IML process [37].

As IML is a recent research field within ML and it encompasses
many different aspects of the ML workflow, there are not many
specific tools developed to support it. Themost notable is AnchorViz
[90], an interactive visualization tool that facilitates the discovery of
prediction errors and previously unseen concepts through human-
driven semantic data exploration. Apart from this, what we found
were ad-hoc developments aimed at solving specific problems.

For example, IML has been successfully applied to systems that
analyze unstructured data—data that has no identifiable structure,
does not have a predefined model, or does not fit into relational
databases, such as images, video and audio files, and certain types
of text documents—. That is, IML seems to be especially useful in
giving additional structure to something that does not have it.

For example, for images we can cite tools such as Crayons [38],
a system that uses IML to create image classifiers or CueFlik [41] a
web image search application in which users create their own rules
for classifying images giving examples and counterexamples. But
one application with images that has been very successful is using
IML for interactive image segmentation (already mentioned when
talking about data related tools). Among the recent developments
within this technique we can name the ilastik tool [31] that contains
pre-defined workflows for image segmentation, object classifica-
tion, counting and tracking and that allows non-expert users to
interactively provide annotations to steep the learning curve; or
AIDE [58], an image annotation framework for ecological surveys
that integrates closely users and machine learning models. Jiang et
al. [55] made a thorough survey of existing IML works in the visual
analytics community.

Other tools were developed to deal with unstructured data dif-
ferent from images. For videos we have the JAABA tool [57] used
for adding labels to frames of videos to identify certain animals’
behaviors; Assisted Interactive Machine Learning (AIML) [95] used
for the recognition of musical gestures; or InteractML [49] a tool
for making machine learning accessible for creative practitioners
working with movement interaction in immersive media. In the
music field we can find the Wekinator tool [39, 40], a software
system that enables the application of music information retrieval
techniques (based on machine learning) to real-time musical per-
formance; or the BeatBox tool [50], a system that enables end-user
creation of custom beatbox recognizers. For time series we can cite
the SLU toolset [29] used for applying IML techniques to improve
SLU (Spoken Language Understanding) models; and developments
in the field of electromyography (EMG) analysis [102] or in the
development of brain-computer interfaces like CLBCI (Co-Learning
for Brain–Computer Interfaces) [61].

Finally we can use IML as a way to address the problem of
the black-box nature of many of the ML models. For example the

tool called CAIPI [92] for explanatory interactive learning allows
the model to query users but also explains that query to them.
Users then answer the query but also correct the explanation. The
idea is to enhance the explanatory power of ML algorithms and,
consequently, the trust that the users put in them.

7 AUTOML TOOLS
Automated Machine Learning tools (AutoML) provide methods and
processes to make ML model creation and evaluation easier, and
ultimately, available for non-Machine Learning experts. This set of
tools seek to automate the decision on what learning algorithms to
use, what hyper-parameters to select or which features are more
relevant for a certain model. Furthermore, they provide a means of
model evaluation and optimization.

On the one hand, we found several AutoML tools suited for de-
velopers or data scientist (they require software knowledge) such
as H2O AutoML [63] or AutoKeras [56], which have lots of docu-
mentation providing examples of running code.

On the other hand, there are tools which goal is to democratize
these technologies so users (non-experts) can perform complex
analytics, and create ML models. Here we can cite Virtual Data
Scientist (VDS) which is a component of the Northstar tool [62]
that allows users to feed data sets, from which they can extract
features to get insights on the data. It provides a user-friendly
interface supporting touch screens and digital pens. Moreover, it
trains ML models to run prediction tasks on the data sets.

We include also several online tools under the term “no-code
AI” which provide an easy-to-use environment where the user
could create fully functional AI prototypes and soluctions. Some
examples in this category are Akkio [3], DataRobot [8], levity.ai
[13], obviously.ai [14].

Other group of tools are focused on technical tasks such as model
compression, which allow models to run efficiently on devices
which have limited computation resources (e.g., mobile phones).
Among themwe can highlight AMC [48], which leverages reinforce-
ment learning to automatically search the design space, improving
the model compression quality.

For a more in-depth review of the field we can cite the recent
work of He et al.[47]. Also, the main cloud platforms (eg., AWS,
Azure, Google) are including great AutoML tools as part of their
ML stacks, but we have decided to classify this type of tools as a
separate category in the following section.

8 CLOUD TOOLS
The main advantage of the cloud is that it provides a platform
for the users allowing them to focus in the problem itself, with-
out having to worry about the infrastructure. Particularly, when
related to Machine Learning the term Machine Learning as a Ser-
vice (MLaaS) involves various cloud-based platforms that cover, in
between others data pre-processing, model training and evaluation.

In this category we can found products from the biggest tech
companies including Google Cloud AutoML [9], IBM Watson ML
Studio [10], Microsoft Azure ML Services [7], and Amazon Sage-
Maker [5]. These are the oldest and most mature platforms that
provide various products for Machine Learning ranging from natu-
ral language processing, service bots, and even deep learning.
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The core element of Google’s machine learning services in the
cloud is the Cloud AutoML suite [9] which suggests a no-code
approach to building data-driven solutions with integrated pre-
dictions. AutoML was designed to build custom models for both
newcomers and experienced machine learning engineers, but also
suggests a set of pre-built models available via a set of APIs. The
elements that help to differentiate this tool from the rest, are the
video and audio data tools, specifically created to support these
data types. In fact, the most versatile toolkit for image analysis is
currently available at Google Cloud.

IBMMachine Learning platform is organized like other providers.
The system offers three options at themoment: (1) the IBMCloud for
data, a suite of integrated solutions that automate the deployment
of AI use cases in production; (2) the Watson Machine Learning
Cloud service, a set of REST APIs to develop applications that
make smarter decisions, solve tough problems, and improve user
outcomes; and, (3) the Watson Machine Learning Server, a single-
node server that is part of the IBM Watson Studio and that offers
analytical assets and machine learning model notebooks. They all
offer Auto-AI lifecycle management for models. With its array of
open source tools and techniques, IBM Machine Learning gives
flexibility over model deployment and model retraining at scale to
data scientists.

Microsoft Azure Machine Learning Studio is a development en-
vironment that creates a resourceful playground both for entry-
level and experienced data scientists. It has tools that range from
data analysis, data visualization, data labeling, to deep learning.
Approaching machine learning with Azure entails some learning
curve, but it eventually leads to a deeper understanding of all major
techniques in the field. The Azure ML graphical interface visual-
izes each step within the workflow and supports newcomers. One
of the main benefits of using Azure is the variety of algorithms
available to play with and the data transformation tools that are
helpful during data analysis. Recently, Azure opened a preview
for Azure Percept. The main idea behind Percept is to provide an
SDK for creating models that can be integrated with Microsoft-
partnered hardware devices. This entails an easy way of building
and integrating computer vision or tools for speech recognition.

Amazon has two major products dedicated to machine learning.
The earlier platform called Amazon Machine Learning and Sage-
Maker, the actual machine learning platform. Amazon launched
SageMaker Studio in 2021 as the first IDE for machine learning. This
tool provides a web based interface that allows to perform quick
model building and deployment within a single environment. All
development methods and tools, including notebooks, debugging in-
struments, data modeling, and its automatic creation is available via
SageMaker Studio for both experienced data scientists and those
who just need things done without digging deeper into dataset
preparations and modeling.

Towrap upwithmachine learning as a service (MLaaS) platforms,
it seems that Azure has currently the most versatile toolset on the
MLaaS market. It covers the majority of ML-related tasks, provides
two distinct products for building custom models, and has a solid
set of APIs for those who don’t want to attack data science with
their bare hands. Related to ML in cloud, there exists a survey
which investigates the effects using the concepts of ML on cloud
environments in terms of automation of resource management

and scheduling [52]. Another survey investigates the impact of
the cloud computing paradigm into the ML field [76]. This work
analyzes statistics tools and libraries deployed in the cloud, existing
tools augmented to run jobs on the cloud and ML as SaaS.

Deploying a Machine Learning model in production can be chal-
lenging. In fact, that 87% of data science projects do not make it
to production. These platforms, which combine Machine Learning,
DevOps, and Data Engineering practices to deploy andmaintain ML
systems reliably and efficiently, help address these issues. DevOps
is an approach to software development that suggests merging
devs and ops teams to optimize software development processes
by focusing on short and fast releases. This is achieved by apply-
ing a high level of automation to routine tasks. The popularity of
DevOps among the software development community gave birth
to the term MLOps, which applies the same principles of DevOp to
machine learning, which led to the emergence of automated data
management, model training/deployment, and monitoring. That’s
why in 2021, MLaaS providers offer tools for MLOps practitioners
to manage these machine learning pipelines.

As ML in cloud computing has numerous benefits, yet they have
drawbacks as well. Here we can highlight the need of consistent
connectivity, the need of privacy policies and security for data, and
the challenge of integration into organizations.

9 MACHINE TEACHING TOOLS
Machine Teaching (MT) is a new AI paradigm in which a teacher
(typically a human) transfers knowledge to a learner (typically an
AI system).

The MLaaS and MLOps tools in the previous section aim to
implement and maintain ML systems in production reliably and
efficiently. These tools can be understood as early attempts at of-
fering MT-related capabilities, but they require ML expertise. That
is, if you are offering ML-specific information (e.g., learning rate,
network architecture, etc.) you are not really acting as a teacher, be-
cause you are not transferring knowledge about the topic but about
the technique [78]. A teacher gives information about labels but
also semantic information about why these labels are used, as well
as assessing performance. That is, the goal is to take advantage of
the abilities we humans have when it comes to sharing knowledge
among us, and using them to transfer knowledge to a machine.

Cloud tools are typically aimed at facilitating the creation and
maintenance of traditional AI systems. They focus on engineering
tasks and working efficiently, and are not intended for more MT-
relevant aspects such as “concept evolution”, although they are
slowly evolving to become more useful to people who are not
necessarily proficient in AI. In terms of MT tools we could say that
they have evolved in parallel to the MT paradigm itself, progressing
from a batch setting [103] to a “never-ending loop” [87].

Some specific examples we could mention include the Teachable
Machine tool [18], in which a user selects examples for the system—
or provides them live—and then trains it, checking its correctness
at the same time. Another example is Project Bonsai [16], whose
motto is “build AI without data science”.

Recent tools, then, tend to bemore interactive, with examples like
Language Understanding (LUIS) [12] and Platform for Interactive
Concept Learning (PICL) [15], both from Microsoft (a discussion of
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interactive versus non-interactive tools can be found in [78]). LUIS
is an ML-based service for building natural language capabilities
into apps, bots, and IoT devices. It learns continuously via Active
Learning, letting the user update and improve the model. PICL, on
the other hand, is probably the tool that is most explicitly connected
to the current MT paradigm. In this tool “the human teacher guides
the machine towards accomplishing the task of interest. The system
leverages big data to find examples that maximize the training value
of its interaction with the teacher” [87].

The interesting aspect of these systems is that the purely techni-
cal matters—such as the training, scoring, regularization, splitting
the data set—happen under the hood, allowing the user to focus
in providing the best labels to the examples, resulting in a highly
accurate model. It is also remarkable that the interface has been
carefully designed for a non-expert user.

10 EXPLAINABLE TOOLS
The goal of explainable tools is to help understanding the AI model
outputs and build trust. In this section, we focus on explainability by
means of external techniques. They are referred as to post-modeling
explainability techniques and have been included in tools as LIME
(Local Interpretable Model-Agnostic Explanations) [80] that builds
locally linear models around the predictions of an opaque model to
explain it. This tool generates an explanation by approximating the
underlying model by an interpretable one, learned on perturbations
of the original instance. The key intuition behind LIME is that it is
much easier to approximate a black-box model by a simple model
locally (in the neighborhood of the prediction we want to explain),
as opposed to trying to approximate a model globally. This is done
by weighting the perturbed instances by their similarity to the
instance to be explained. LIME was used to explain a myriad of
classifiers (such as random forests, support vector machines (SVM),
and neural networks) in the text and image domains. In Ribeiro et
al. [81] anchors is introduced, a novel model-agnostic system that
explains individual predictions of a model by using high-precision
IF-THEN rules — “anchors” — that support (anchor) the predictions
well enough. To find anchors, the authors use reinforcement tech-
niques in combination with a graph search algorithm to explore
the sets of perturbations around the data and their effect on the
predictions. An empirical evaluation of LIME is performed in [44]
which reveals its main advantages and limitations.

Even if it is in beta phase, Skater [21] is an open-source, model-
agnostic unified Python framework for model explainability and
interpretability. Skater originally started off as a fork of LIME but
then broke out as an independent framework of it’s own. This tool
approaches explainability both globally (inference based on a com-
plete dataset) and locally (inference individual predictions) and it
supports deep neural networks, tree algorithms, and scalable Bayes.
Skater can also be used to discover hidden feature interactions and
then to inform future analyses with that information. Skater en-
ables consistency in the ability to interpret predictive models when
in-memory as well as when operationalized, giving practitioners
the opportunity to measure how feature interactions change across
different model versions. Such form of interpretation is also useful
for enabling trust when using off-the-shelf predictive models from
an ML marketplace.

Another example is Microsoft InterpretML [71] an open-source
package that incorporates state-of-the-art machine learning inter-
pretability techniques under one roof. With this package, the user
can train interpretable glassbox models and explain blackbox sys-
tems. InterpretML helps the user understand its model’s global
behavior, or understand the reasons behind individual predictions.
Along the same line, Google Explainable AI [1] is a framework that
helps to understand and interpret what led machine learning mod-
els to a particular prediction. It is centered around an instance-level
feature attributions, which provide a signed per-feature attribu-
tion score proportional to the feature’s contribution to the model’s
prediction. The framework includes a What-If tool, an interactive
visual interface designed to help visualize data and enable prob-
ing of ML models. Recently, in collaboration with OpenAI, Google
came up with Activation Atlases [34], an approach to visualize how
neural networks interact with each other and how they mature
with information along with the depth of layers. This approach
was developed for looking at the inner workings of convolutional
vision networks and getting a human-interpretable overview of
concepts within the hidden network layers. It started with feature
visualization on individual neurons but has since moved to visualize
neurons jointly.

AI Explainability 360 [24] is a toolkit from IBM developed as
a open source framework that supports the interpretability and
explainability of datasets and machine learning models. This tool
includes a collection of algorithms that cover different dimensions
of explanations along with proxy explainability metrics.

Among the explainable tools, there are several examples in terms
of python packages. One of them is ELI5 – Explain Like I’m Five
– [60], which has built-in support for several ML frameworks and
provides a way to explain black-box models. It offers visualizations
and debugging to these models through its unified API and it can
be used for both inspect model parameters and try to figure out
how the model works globally; and inspect an individual prediction
of a model, try to figure out why the model makes the decision it
makes. Another example is Alibi [59] that provides high-quality
implementations of black-box, white-box, local and global explana-
tion methods for classification and regression models. Finally, we
can cite Dalex [26] a set of tools that examines any given model,
simple or complex, and explains the behavior of that model. Dalex
creates a level of abstraction around each model that makes it easier
to explore and explain.

All these different tools allow us to analyze the black-box models,
and each of them looks from a slightly different angle. Some of these
tools focus on a global explanation — a holistic view of the main
factors that influence the predictions of the model. Other tools
focus on generating a local explanation, which means focusing
on a specific prediction made by the model. What is essential to
understand is each model explainability tool is different. Using two
distinct tools for computing global explanations lead to two diverse
outcomes, and thus, a different understanding of the model.

11 CROWDSOURCING LABELING TOOLS
As part of the AI pipeline, and particularly when using a super-
vised approach to build an AI model, the labeling task is crucial, as

1098



SAC ’22, April 25–29, 2022, Virtual Event, E. Mosqueira-Rey et al.

without it no matter what happens in the following phases of the
process, the model would just not be efficient at all [70].

A crowdsourcing AI tool uses a huge amount of users that indi-
vidually, label examples to be used by AI algorithms. These small
tasks, where the human outperforms the machine, are delegated
to hundreds or users that complete the tasks in exchange for a
monetary reward.

The most relevant example is Amazon Mechanical Turk [4]. It is
a crowdsourcing platform (marketplace) enabling individuals and
businesses to engage a distributed workforce to perform a task. The
tasks are called Human Intelligence Tasks (HIT) which are a single,
self-contained tasks a human will tackle.

Other examples of this type of tools are: Appen [6], which deals
with several data types including speech and natural language data,
image and video data, text and alphanumeric data, and relevance
data to improve search and social media engines. Toloka.ai [19],
which is a platform that manages large-scale data collection and
annotation projects for ML.

It is not a surprise that the best accuracy we get in the labeling
process, the better performance we will obtain from our model.
Nevertheless, when using a crowdsourcing approach it is not possi-
ble to be behind each user checking their work, so we are exposed
to labeling errors. In some platforms these errors can be tackled
and eliminated before going into the model [33].

12 DISCUSSION AND CONCLUSIONS
The history of AI can be told as a succession of “springs” (times of
great developments and expectations) followed by “winters” (times
when this enthusiasm cools down when the anticipated expecta-
tions are not met). Thus, the initial enthusiasm of the 1960s, which
saw artificial general intelligence as something feasible, led us to a
first winter at the end of the 1970s, when the true complexity of the
problem was revealed. A later spring in the 1980s came with the
development of expert systems focused on solving concrete prob-
lems in complex domains. The limitations of the symbolic model,
the lack of computational power and the inability of these systems
to be conveniently updated led to a new winter in the 1990s.

Today we can say that we are living in a new springtime, sus-
tained in this case by the following pillars: an increase in com-
putational capacity, based on the use of GPU-based technology;
development of new techniques and models, especially those based
on machine learning in general and deep learning in particular
and, finally, the availability of massive amounts of data and the
ease of handling them in a distributed manner. This spring has also
been noticed in the tools for the development of AI systems. We
can say that today, with the development of AI frameworks and
libraries, most of them published under free licenses, developing
an intelligent model is easier than ever.

These tools were initially designed for the development of a
classical scheme in which all the all labeled data is provided in
advance, and the ML algorithm is modeled, built, tested and then
offered to the public without further changes, but models that are
developed under this scenario might run the risk of not scaling
well, becoming static, being hard to evaluate, and degrading their
performance due to changes in the context they are deployed into.

Therefore, we can say that a first trend observed in the devel-
opment of AI tools is to incorporate, to a greater or lesser extent,
humans into the loop of the machine learning process. This can be
done by following several strategies, one is to use only humans as
labelers of new data with the model retaining control of learning
(Active Learning). Another strategy is for humans and machines
to work together, interactively and incrementally, sharing control
of the learning process (Interactive Machine Learning). Finally, the
Machine Teaching approach involves humans teaching machines
following learning schemes similar to those that humans employ
to teach other humans.

Another trend we have observed in this work is that the tools, as
they mature, are moving away from the ad-hoc and experimental
approach to amore engineering perspective. In this way, we see how
tools such as AutoML or cloud platforms for developing machine
learning as a service provide users with a basic infrastructure that
has never been available before in the history of AI.

A final trend detected in this work is that the tools developed
not only try to make it easier to develop intelligent systems, or
to offer us a working infrastructure to carry it out, but also try
to focus our attention, as far as possible, on the domain-specific
problem and not so much on the technique needed to implement it.
In other words, it wants to offer the domain expert, who is not an
expert in AI, the possibility of developing an intelligent system. This
would democratize AI and offer it to people without an educational
background in the area.

A final though is that, while developing and deploying ML
systems is relatively quick and inexpensive today, maintaining
them over time is likely to be difficult and expensive. This is due
that ML systems have a special capacity for incurring technical
debt—the long term costs incurred by moving quickly in software
engineering—as pointed by Sculley et al. [84], not only because
they have all of the maintenance problems of traditional code but
also because the have an additional set of ML-specific issues. Only
time will tell if this spring leads to a summer, or a new winter.
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