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Abstract: Gypsum dissolution leads to the development of karstic features within much shorter
timescales than in other sedimentary rocks, potentially leading to rapid deterioration of groundwater
quality and increasing the risk of catastrophes caused by subsidence. Here, we present a 2-D reactive
transport model to evaluate gypsum karstification in physically and chemically heterogeneous
systems. The model considers a low-permeability rock matrix composed mainly of gypsum and a
discontinuity (fracture), which acts as a preferential water pathway. Several scenarios are analyzed
and simulated to investigate the relevance for gypsum karstification of: (1) the dynamic update of
flow and transport parameters due to porosity changes; (2) the spatial distribution of minerals in
the rock matrix; (3) the time evolution of water inflows through the boundaries of the model; (4) the
functions relating permeability, k, to porosity, φ. The average porosity of the matrix after 1000 years
of simulation increases from 0.045 to 0.29 when flow, transport, and chemical parameters and the
water inflows through the boundary are dynamically updated according to the porosity changes.
On the contrary, the porosity of the matrix hardly changes when the porosity feedback effect is not
considered, while its average increases to 0.13 if the water inflow occurs through the discontinuity.
Moreover, the dissolution of small amounts of highly soluble sulfate minerals plays a major role in
the development of additional fractures. The increase in hydraulic conductivity is largest for the
power law with an exponent of n = 5, as well as the Kozeny-Carman and the modified Fair-atch k-φ
relationships. The gypsum dissolution front propagates into the matrix faster when the power law
with n = 2 and 3 and the Verma–Pruess k-φ relationships are used.

Keywords: gypsum karstification; reactive transport model; dissolution; porosity changes; permeability-
porosity relationship; fractured media; groundwater

1. Introduction

Gypsum is one of the most common evaporitic rocks. Its high solubility compared
to other sedimentary rocks can lead to the formation of karst features [1]. Its dissolution
generally causes the development of fissures and enlarges cavities, providing preferential
flow paths in which groundwater moves more rapidly than in the rest of the medium. Karst
features formed in evaporitic rocks are similar to those found in carbonate rocks. However,
the main difference is in the time it takes for karst features to form in both sedimentary
rocks. While their development in natural carbonate aquifers could take thousands of
years, fractures in gypsum and other evaporitic rocks may evolve on a human timescale [2].
Therefore, detailed knowledge about the evolution of karstic systems containing gypsum is
key to many human activities, including freshwater supply, agriculture, waste disposal,
and construction projects, as well as in the avoidance of possible catastrophes caused by
subsidence [3–8].

Evaporitic formations underlie around 25% of the Earth’s continental surface, being
formed by the evaporation of saline waters causing the crystallization of dissolved salts [9].
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This process usually occurs in arid climates when a water body enters a restricted envi-
ronment in which water input remains below the net rate of evaporation. Despite the
widespread occurrence of evaporite karst and its sensitivity to natural and anthropogenic
changes in hydrogeological conditions that could lead to collapses and catastrophes, evap-
orite karsts remain relatively unknown compared to carbonate karsts. In addition, evaporite
dissolution processes typically cause deterioration of surface and groundwater quality (e.g.,
increase in concentrations of calcium, sulfate, sodium and chlorine) and degradation of
aquifers surrounding evaporitic formations [10]. Gutiérrez et al. [11] studied the geological
and environmental implications of evaporitic karst in Spain, where evaporitic outcrops
cover almost 7% of the country’s area, and also highlighted the hydrochemical degradation
of surface waters caused by the dissolution of evaporitic formations. In Spain, most of
the evaporitic rocks are made up of gypsum and anhydrite (Ca-sulfate). However, these
formations usually include other more soluble salts, such as halite, glauberite, bloedite, and
thenardite (K-Mg-Cl and Na-sulfates) [12–15]. The dissolution of these intercalated salts
can induce the development of additional discontinuities and fractures, thus modifying the
groundwater flow and favoring the dissolution processes in the rock matrix [16]. Further-
more, the uncertain development of these discontinuities causes karst aquifers to be highly
heterogeneous systems [17].

Laboratory tests have been widely used to investigate groundwater flow and solute
transport in karst aquifers [18]. However, the study of karstification processes with labora-
tory tests is not conceivable due to the long time scales required. The dissolution processes
can modify the physical and chemical properties in fractured media, causing a significant
increase in porosity and permeability [19]. Groundwater flow and reactive transport numer-
ical models are powerful tools that enable the investigation of karstification processes and
the long-term evolution of flow and transport parameters [20]. Nevertheless, numerical
simulations with mineral dissolution/precipitation reactions usually involve some simplifi-
cations related to the feedback effect of porosity changes on flow, transport, and chemical
parameters, which may lead to significant differences in long-term predictions [21]. In
addition, the generalized use of permeability-porosity relationships in numerical models
is another source of uncertainty, since it depends on many factors, such as the structure
of the rock, the mineralogy, and the dissolution processes [22]. One of the most accepted
models relating porosity to permeability is the Kozeny-Carman model [23–30]. However,
additional permeability-porosity relationships have been proposed recently and have been
implemented in numerical codes, such as the modified Fair-Hatch model [31] and the
Verma-Pruess model [32]. Bernabé et al. [33], Lai et al. [34], and Hommel et al. [35] proved
that the choice of the permeability-porosity function plays an important role in simulating
the evolution of natural systems.

Groundwater flow and solute transport in fractured porous media can be simulated
through different types of mathematical models, in which fractures may be represented
both explicitly and implicitly [36,37]. Implicit fracture representation models include single-
continuum porous equivalent (SCPE) and dual-continuum porous equivalent (DCPE)
models. Fractures are represented by adapting the permeability of the porous medium in
the SCPE models [38–41], while two single-continuum models are linked in the DCPE mod-
els to simulate fractured porous media [42–46]. Discrete fracture matrix (DFM) and discrete
fracture network (DFN) models constitute two approaches of explicit fracture representa-
tion. Unlike continuum models, DFM and DFN approaches make geometric distinctions
between the matrix and single-fracture [47–50] or multiple-fracture networks [51–55], re-
spectively. Li et al. [56] developed a novel simulation method that integrates discrete
fracture and dual-continuous models to simulate a complex fracture network with multiple
orientations and length scales induced by hydraulic fracturing. Cordero et al. [57] also
integrated the discrete fracture and dual-continuous models to simulate flow in fractured
reservoirs, but while taking into account geomechanical effects. Flemisch et al. [58] pro-
posed a computational benchmark for single-phase flow in fractured porous media to
compare several discrete-fracture-matrix methods.
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Traditional groundwater flow codes are based on Darcy’s law, which is valid when
the flow is laminar. However, when water flow through fractured media is turbulent,
Darcy´s law is no longer valid. Scanlon et al. [59] evaluated the ability of equivalent porous
media models in fractured media and reported that these models could be used to simulate
regional groundwater flow in highly karstified aquifers. By contrast, Karay and Hajnal [60]
and Fang and Zhu [61] reported that the incorrect use of the laminar or turbulent flow
equation in the fractures can lead to significant errors in numerical simulation, although
the importance of these potential errors depends largely on the aperture of the fractures.

The numerical modeling of fractured porous media in carbonate aquifers has been
performed extensively [27,62–66]. However, the numerical simulation of evaporitic karst
aquifers has been less common. Birk [67] developed a process-based modeling tool for the
characterization of highly complex karst flow systems and applied it to gypsum aquifers.
Birk et al. [68] simulated the development of gypsum maze caves under artesian conditions.
Campana and Fidelibus [69] applied a combined reactive-transport/density-dependent
flow model to evaluate gypsum dissolution in a coastal kart aquifer. Guo et al. [70]
described the formation of a gypsum cavity induced by dissolution through a large-scale
diffuse interface model.

Here, we present a reactive transport model to study gypsum karstification in physi-
cally and chemically heterogeneous fractured evaporitic media and evaluate the long-term
(1000 years) evolution of gypsum karstification. The models are based on the hydrogeo-
logical and hydrogeochemical conditions prevailing near Villar de Cañas in central Spain,
where a site was investigated for its suitability for hosting an interim surface facility for
high-level radioactive waste [71,72]. Numerical models account for the changes in porosity
caused by mineral dissolution/precipitation and the associated effects on the flow, trans-
port, and chemical parameters of the fractured medium. Several scenarios are analyzed
by considering several spatial patterns of mineral distribution and several distributions of
boundary water inflows. In addition, gypsum karstification is evaluated for six different
permeability-porosity relationships.

2. Materials and Methods
2.1. Conceptual Model

The conceptual model was established based on the hydrogeological and hydrogeo-
chemical conditions near the village of Villar de Cañas (Cuenca, Spain) within the Loranca
Basin [71–73]. The basin contains mainly continental Tertiary deposits folded along with
the underlying Mesozoic rocks [74]. The main hydrogeological units in the Villar de Cañas
area (from bottom to top) include (Figure 1): (1) the lowermost hydrogeological forma-
tions, which include the Lower Balanzas Lutite Formation (LBI) and the Lower Tertiary
Formation (UI); (2) the evaporitic Balanzas Gypsum Formation (YB); (3) the Upper Balanzas
Lutite Formation (LBS). These formations show large spatial heterogeneity. The UI + LBI
formation contains lutites/shales, gypsiferous marls, and sandstones. The YB formation is
made up of massive gypsum with intercalations of lutites and limestones, while the LBS
formation is composed mainly of gypsiferous lutites [75]. Most of the formations in the
Villar de Cañas area have low to very low hydraulic conductivities, with minimum values
of about 10−6 m/d in massive gypsum. However, the hydraulic conductivity can reach
high values (>10 m/d) in areas affected by karstic dissolution in the YB formation [76]. The
main water inflow into the groundwater system comes from the infiltration of rainfall in
the outcrops of the UI+LBI formation east of the Villar de Cañas area. The groundwater
flow shows a regional component from this area to the west, discharging into the Záncara
River and its alluvial, as well as into a creek located in the outcrop of the YB formation [75].
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Figure 1. Geological map of the Villar de Cañas area showing the location of boreholes S1 and S2 and
the Balanzas Gypsum formation (YB), which are affected by gypsum dissolution due to the inflow
of groundwater that is undersaturated with respect to the gypsum from the lowermost LBI (Lower
Balanzas Lutites) and UI (Lower Tertiary) formations.

Calcium, magnesium, and sulphate are the dominant dissolved ions in the ground-
waters of the study area. The pH ranges from 6.8 to 7.3, while the electrical conductivity
ranges from 2000 to 105 µS/cm. The chemical composition of the groundwater in the
Villar de Cañas area is the result of the interaction of the groundwater with several reactive
minerals present in the subsurface. Gypsum is the most abundant mineral in the system,
with which water reacts immediately. The groundwater from the UI + LBI formation is
undersaturated with respect to gypsum and, in its discharge towards the creek in the YB
formation, this mineral dissolves, causing the development of discontinuities and small
fractures. The dissolution of gypsum and carbonates increases the concentration of dis-
solved calcium and sulfate until water reaches equilibrium with gypsum. However, the
high concentrations of sulfate found in the groundwater reveal that there are other sources
of sulfate in the groundwater, such as the dissolution of other sulfate minerals found in
small amounts at the site, such as bloedite Na2Mg(SO4)2·4H2O, thenardite, Na2SO4, and
glauberite, Na2Ca(SO4)2 [76–79]. In these low-permeability media, the groundwater flows
preferentially through the discontinuities created through mineral dissolution.

A reactive transport model was used to evaluate the gypsum karstification along the
contact of the YB and UI+LBI formations. A discontinuity/fracture was included at the
bottom of the 2 × 2 m2 two-dimensional model domain, while the rest of the domain corre-
sponded to the rock matrix (Figure 2). The thickness of the model was uniform and equal
to 0.1 m. Although the thickness did not play any role in the model’s results because the
model was two dimensional, it was taken into account to calculate the water inflow through
the boundary. Here, the water inflow into the model domain was equal to 742.78 L/year
based on the groundwater flow models used by Águila [80] in the Villar de Cañas area.
Initially, the water inflow into the model occurred only through the discontinuity from
east to west (right to left in Figure 2). The water flowing into the model domain was
undersaturated with respect to gypsum and caused its dissolution. The geochemical model
accounted for the following reactions: (1) aqueous complexation, (2) acid/base, and (3)
mineral dissolution/precipitation. The reactive transport model was used under isothermal
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conditions at 25 ◦C. The chemical system was defined in terms of the concentrations of
the following primary species: H2O, H+, Ca2+, Cl−, HCO3

−, K+, Mg2+, Na+, SO4
2−, and

SiO2(aq). The model considered 7 minerals and 35 aqueous species identified from specia-
tion runs performed with the EQ3/6 code [81]. Chemical reactions and their equilibrium
constants at 25 ◦C for aqueous species and mineral dissolution/precipitation are listed in
Table 1. Isothermal reactive transport simulations are usually performed at 25 ◦C because
the available thermodynamic data in existing thermodynamic databases correspond to
25 ◦C. The temperatures of groundwater in the Villar de Cañas area range from 14 ◦C at
the water table to 20 ◦C at 200 m depth. Although the equilibrium constants change with
temperature, their values at 25 ◦C are assumed to be representative of the conditions of the
study area.

Figure 2. Finite element mesh of the 2-D reactive transport model.

All of the reactions except for the dissolution/precipitation of magnesite are assumed
to be at chemical equilibrium. The kinetic dissolution/precipitation of magnesite is modeled
with the following kinetic rate law:

r = ske
−Ea
RT (Ω − 1)NG, (1)

where r is the dissolution/precipitation rate (mol/m2/s); s is a function that is equal to 1 for
mineral dissolution and −1 for precipitation; Ω is the saturation index, which is equal to
ratio of the ion activity product and the equilibrium constant; e−Ea/RT is a thermodynamic
factor that takes into account the apparent activation energy of the reaction Ea (KJ/mol),
the gas constant R (KJ/mol·K), and the absolute temperature T (K); k is the kinetic rate
constant (mol/m2/s) at 25 ◦C; θ and η are empirical parameters. The kinetic parameters of
magnesite were obtained from Palandri and Kharaka [82], while the specific surface area
was assumed to be equal to 0.6987 dm2/L.



Energies 2022, 15, 761 6 of 29

Table 1. Reactions and equilibrium constants for aqueous complexation and mineral dissolu-
tion/precipitation reactions at 25 ◦C considered in the 2-D reactive transport model (adapted
from [81,83]).

Aqueous Complexes Log K (25 ◦C)

OH− + H+ ⇔ H2O 13.9951
CaSO4(aq)⇔ Ca2+ + SO4

2− −2.1111
CaHCO3

+ ⇔ Ca2+ + HCO3
− −1.0467

CaCO3(aq) + H+ ⇔ Ca2+ + HCO3
− 7.0017

CaCl+ ⇔ Ca2+ + Cl− 0.6956
CaH3SiO4

+ + H+ ⇔ Ca2+ + SiO2(aq) + 2H2O 8.7916
CaOH+ + H+ ⇔ Ca2+ + H2O 12.8500

CaCl2(aq)⇔ Ca2+ + 2Cl− 0.6436
CaH2SiO4(aq) + 2H+ ⇔ Ca2+ + SiO2(aq) + 2H2O 18.5616

Ca(H3SiO4)2(aq) + 2H+ ⇔ Ca2+ + 2SiO2(aq) + 4H2O 15.0532
MgCl+ ⇔ Cl− + Mg2+ 0.1349
NaCl(aq)⇔ Cl− + Na+ 0.7770

KCl(aq)⇔ Cl− + K+ 1.4946
HCl(aq)⇔ Cl− + H+ 0.6700

CO2(aq) + H2O⇔ H+ + HCO3
− −6.3447

MgHCO3
+ ⇔Mg2+ + HCO3

− −1.0357
NaHCO3(aq)⇔ Na+ + HCO3

− −0.1541
CO3

2− + H+ ⇔ HCO3
− 10.3288

MgCO3(aq)⇔ CO3
2− + Mg2+ −2.9789

NaCO3
− ⇔ Na+ + CO3

2− −0.5144
KSO4

− ⇔ K+ + SO4
2− −0.8796

KOH(aq) + H+ ⇔ K+ + H2O 14.4600
KHSO4(aq)⇔ K+ + H+ + SO4

2− −0.8136
MgSO4(aq)⇔Mg2+ + SO4

2− −2.4117
MgH3SiO4

+ + H+ ⇔Mg2+ + SiO2(aq) + 2H2O 8.5416
MgH2SiO4(aq) + 2H+ ⇔Mg2+ + SiO2(aq) + 2H2O 17.4816

Mg(H3SiO4)2(aq) + 2H+ ⇔Mg2+ + 2SiO2(aq) + 4H2O 13.7232
NaSO4

− ⇔ Na+ + SO4
2− −0.8200

NaH3SiO4(aq) + H+ ⇔ Na+ + SiO2(aq) + 2H2O 8.6616
NaOH(aq) + H+ ⇔ Na+ + H2O 14.1800

HSO4
− ⇔ H+ + SO4

2− −1.9791
H6(H2SiO4)4

2− + 2H+ ⇔ 4SiO2(aq) + 8H2O 13.4464
HSiO3

− + H+ ⇔ SiO2(aq) + H2O 9.9525
H2SiO4

2− + 2H+ ⇔ SiO2(aq) + H2O 22.9116
H4(H2SiO4)4

4− + 4H+ ⇔ 4SiO2(aq) + 8H2O 35.7464
HSO4

− ⇔ H+ + SO4
2− −1.9870

Minerals Log K (25 ◦C)

Gypsum CaSO4:2H2O(s)⇔ Ca2+ + SO4
2−+ 2H2O −4.4823

Magnesite MgCO3(s) + H+ ⇔Mg2+ + HCO3
− 2.2936

Chalcedony SiO2(s)⇔ SiO2(aq) −3.7281
Calcite CaCO3(s) + H+ ⇔ Ca2+ + HCO3

− 1.8487
Bloedite Na2Mg(SO4)2:4H2O(s)⇔Mg2+ + 2Na+ + 2SO4

2− + 4H2O −2.4777
Glauberite Na2Ca(SO4)2(s)⇔ Ca2++ 2Na+ + 2SO4

2− 5.4690
Thenardite Na2SO4(s)⇔ 2Na+ + SO4

2− −0.3091

2.2. Numerical Model

A 2-D discrete fracture matrix (DFM) groundwater flow and reactive transport model
under saturated conditions was used to study the dissolution of gypsum and evolution of
a discontinuity/fracture. The mathematical model was created with the finite element code
of CORE2DV5 [21,84,85]. This is a code for transient saturated and unsaturated water flow,
heat transport, and multicomponent reactive solute transport under both local chemical
equilibrium and kinetic conditions in heterogeneous and anisotropic media. CORE2DV5
has been extensively verified against analytical solutions and other reactive transport
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codes [30,86,87] and is widely used to model groundwater flow and solute transport in
real-world aquifers [80,88,89] and laboratory or in situ experiments [90,91], as well as
to study the long-term geochemical evolution of radioactive waste repositories [92–94].
Moreover, the code is able to consider the porosity feedback effect caused by mineral
dissolution/precipitation reactions and update the flow and transport parameters at every
time step, thus enabling the investigation of the spatial and temporal evolution of fractures.
CORE2DV5 uses the Kozeny-Carman equation to calculate the changes in permeability (k)
due to porosity (φ) variations according to [23]:

k = k0

(
φ

φ0

)3(1− φ0

1− φ

)2
, (2)

where k0 and φ0 are the initial or reference permeability and porosity, respectively.
The model domain has a surface of 2× 2 m2 and is discretized with a 2-D finite element

mesh of triangular elements (Figure 2). The mesh has 1845 nodes and 3520 elements and
includes two material zones: (1) a matrix composed mainly of gypsum and (2) a 0.05-m-
wide discontinuity at the bottom boundary of the model. Several scenarios are considered
by varying the spatial distribution of the minerals in the matrix. The hydrodynamic and
transport parameter values used in the matrix [95,96] and the discontinuity of the numerical
model are listed in Table 2. The model parameters were derived from the flow, heat transfer,
solute transport, and groundwater age models developed by Águila [80] in the Villar
de Cañas area. The hydraulic conductivity (K) of the fracture is more than six orders of
magnitude larger than that of the matrix. The porosity in the matrix is equal to 0.045, while
that of the fracture is assumed to be equal to 0.95. Numerical simulations were performed
for a total time of 1000 years.

Table 2. Hydrodynamic and transport parameters of the matrix and the discontinuity (fracture) of
the 2-D reactive transport model (adapted from [80,95,96]).

Material Zone
Hydraulic

Conductivity, K
(m/d)

Porosity, φ
Dispersivity, α

(m)

Effective Diffusion
Coefficient, De

(m2/s)

Matrix 7.0 × 10−5 0.045 0.025 3.53 × 10−12

Discontinuity 110 0.95 0.025 8.34 × 10−11

Figure S1 of the electronic Supplementary Materials (ESM) shows the finite element
mesh with the flow boundary conditions in the numerical model. The water outflow occurs
through the left boundary of the model and is simulated with a Dirichlet condition by
assuming a prescribed hydraulic head (H = 0 m). The water inflow (Q) to the model occurs
through the right boundary and is simulated with a Neumann condition in which Q at each
node depends on its porosity. CORE2DV5 was updated to allow for the dynamic calculation
of the water inflow as a function of the porosity, Q(φ), and to enable Q to be distributed
along the right boundary of the model as φ increases due to the dissolution of gypsum and
other minerals present in the system. The modified version of the code ensures that the
total water inflow remains constant over the 1000 years of the simulation.

The modified code only allows for a water inflow through the nodes of the right
boundary, in which the computed porosity exceeds a threshold value that is assumed to be
equal to 0.05. The initial porosity in the nodes of the matrix is equal to 0.045, so initially,
the water inflow to the model occurs only through the discontinuity. At each time step,
the code also calculates the sum of the computed porosities in the nodes located at the
right boundary of the model with φ larger than 0.05 to create a weight that allows the
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distribution of the water inflow through the right boundary. The water inflow rate through
each node of the right boundary, Qi, is calculated according to:

Qi =
φi

∑n
j=1 φj

Qt i = 1, 2, . . . .n, (3)

where Qi and φi are the water inflow rate and porosity for node i, respectively; Qt is the total
water inflow into the model domain; n is the number of nodes along the right boundary of
the model domain with porosities larger than 0.05.

Two initial porewaters and a boundary water with different chemical compositions
were defined in the reactive transport model. The chemical compositions of these porewa-
ters are listed in Table 3 and were obtained from chemical speciation by using chemical
analyses of water samples collected in two boreholes [77–79]. The chemical analyses of
water from the S2 borehole, drilled in the YB formation (see Figure 1), were used to define
the chemical composition of the initial porewater in the matrix. Instead, the chemical
composition of the initial water in the discontinuity and the inflow water through the right
boundary of the model were defined from the chemical analyses of water samples collected
in the S1 borehole, which was drilled in the UI + LBI formation.

Table 3. Chemical compositions of the boundary water and the initial porewaters used in the reactive
transport model (values in mol/L).

Initial Porewater in
the Matrix

Initial Porewater in
the Discontinuity Boundary Water

Ca2+ 1.38 × 10−2 5.85 × 10−3 5.85 × 10−3

Na+ 1.74 × 10−3 9.57 × 10−4 9.57 × 10−4

Mg2+ 5.60 × 10−3 4.35 × 10−3 4.35 × 10−3

K+ 5.12 × 10−5 4.09 × 10−5 4.09 × 10−5

Cl− 2.16 × 10−3 1.61 × 10−3 1.61 × 10−3

HCO3
− 3.32 × 10−3 5.06 × 10−3 5.06 × 10−3

SO4
2− 2.47 × 10−2 6.73 × 10−3 6.73 × 10−3

SiO2(aq) 1.26 × 10−4 1.24 × 10−4 1.24 × 10−4

pH 7.29 6.87 6.87

Four different scenarios (1, 2, 3, and 4) are analyzed to study gypsum karstification for
several mineral patterns and distributions of boundary water inflows. In addition, gypsum
karstification is evaluated in scenario 1 for six different permeability-porosity relationships.

2.2.1. Scenario 1

The flow boundary conditions imposed in the model of scenario 1 are those defined in
Figure S1. In this scenario, the matrix has a uniform mineral composition (Figure 2) and
contains 81.9% (vol.) of gypsum, 8% (vol.) of magnesite, 5% (vol.) of chalcedony, 0.2% (vol.)
of bloedite, 0.2% (vol.) of thenardite, and 0.2% (vol.) of glauberite.

2.2.2. Scenario 2

The mineral composition of the matrix in scenario 2 is similar to that of scenario
1 (Figure 2). However, the water inflow is not distributed along the right boundary in
scenario 2, so the water inflow into the model occurs only through the discontinuity during
the entire simulation. Figure S2 of the electronic Supplementary Materials shows the flow
boundary conditions of scenario 2. The model’s results in this scenario are computed by
taking into account the dynamic update of flow and transport parameters due to changes
in porosity and by assuming that porosity and the rest of the model parameters remain
constant in time. In the last procedure, the porosity variations are calculated externally
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from mineral volume fraction variations, which is a common modeling practice to greatly
reduce computation times and convergence issues [20]. The results obtained in both cases
are compared to evaluate the significance of the dynamic update of the flow, transport, and
chemical parameters in reactive transport models with mineral dissolution/precipitation.

2.2.3. Scenario 3

The flow boundary conditions imposed in the model used in scenario 3 are those
defined in Figure S1 (similar to scenario 1). However, a stratified model with four mineral
zones in the matrix is considered in scenario 3. Figure 3 shows the finite element mesh
and the geometry of the four mineral zones defined in this scenario. Three additional
zones with different mineral compositions have been introduced into the matrix, forming
horizontal bands parallel to the fracture that cover the entire length of the model. The
mineral volume fractions are listed in Table 4. The volume fractions of the highly soluble
sulfate minerals (bloedite, thenardite, and glauberite) increase when moving away from
the discontinuity. Bloedite, thenardite, and glauberite are not present in the matrix (zone 1).

Figure 3. Finite element grids of the 2-D reactive transport models of scenarios 3 (left) and 4 (right),
which differ in the lengths of the mineral zones 2, 3, and 4.

Table 4. Initial mineral volume fractions in the mineral zones of the 2-D reactive transport models
used in scenarios 3 and 4 (Figure 3).

Mineral
Volume

Fraction (%)
Zone 1

Volume
Fraction (%)

Zone 2

Volume
Fraction (%)

Zone 3

Volume
Fraction (%)

Zone 4

Gypsum 82.5 79.5 76.5 73.5

Magnesite 8 8 8 8

Chalcedony 5 5 5 5

Bloedite 0 1 2 3

Glauberite 0 1 2 3

Thenardite 0 1 2 3

2.2.4. Scenario 4

The model used in scenario 4 is similar to that in scenario 3 (stratified model and flow
boundary conditions (Figure S1)), except for the location and length of mineral zones 2, 3,
and 4. These zones are horizontal bands that are 1 m long and located in the center of the
matrix (see Figure 3). Unlike scenario 3, mineral zones 2, 3, and 4 do not reach the model
boundaries. The mineralogical compositions of the material zones are listed in Table 4.
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3. Results
3.1. Scenario 1

Figure 4 shows the spatial distribution of the computed porosity, φ, hydraulic con-
ductivity, K, and flow velocity after 100, 300, and 1000 years of simulation. The water
inflow into the model domain is undersaturated with respect to the gypsum, causes the
progressive dissolution of this mineral in the matrix, and causes the increase in φ and K
near the right boundary of the model. Initially, the water inflow occurs only through the
fracture at the bottom of the model, so the gypsum dissolution in the matrix is limited to the
surroundings of the fracture. However, after about five years of simulation, the first node
of the matrix at the right boundary exceeds the threshold porosity of 0.05, enabling the
inflow of water into the model through nodes of the matrix as the fracture increases in size.
After 100 years of simulation, the computed porosity in all of the nodes of the finite element
mesh at the right boundary exceeds the threshold porosity of 0.05, so the total water inflow
into the model is distributed (proportionally to the porosity of each node) along the entire
right boundary of the model. Nevertheless, there are no significant variations in porosity
after 100 years, since the average porosity of the matrix remains very low (0.071) and the
maximum porosity is smaller than 0.18. As the simulation progresses, the porosity near the
right boundary of the model increases. After 300 years of simulation, the porosity in some
nodes of the matrix reaches values larger than 0.86, and the average porosity of the matrix
increases to 0.143. The computed porosity exceeds 0.85 in almost 21% of the matrix at the
end of the simulation, leading to a significant increase in the size of the original fracture.
The average porosity at the nodes considered initially in the matrix is greater than 0.29 after
1000 years of simulation.

CORE2DV5 updates the hydraulic conductivity and pore diffusion coefficient at every
time step according to the porosity variations by using the Kozeny-Carman equation
(Equation (2)) and Archie’s law [97], respectively. Therefore, the spatial distributions of
both parameters are closely related to the spatial distribution of the porosity (see Figure 4
and Figure S3 of the electronic Supplementary Materials). The average of the hydraulic
conductivity in the matrix increased by five orders of magnitude during the 1000 years
of simulation, thus affecting the spatial distribution of the flow velocities in the model.
Initially, the flow velocity through the matrix is 3000 times smaller than the velocity in the
fracture. However, as water inflow occurs through nodes of the matrix along the right
boundary of the model, the flow velocity in the matrix increases and, after 100 years, it is
greater than 10−7 m/s in a large part of the matrix (see Figure 4). The groundwater in the
matrix moves down towards the fracture from right to left as the porosity and hydraulic
conductivity increase near the right boundary of the model. The increase in K near the right
boundary of the model facilitates the groundwater to flow towards the fracture and causes
a decrease in flow velocity in the rest of the matrix. The area of the matrix with low water
velocities (<1.6 × 10−8 m/s) increases with time, taking up 76% of the matrix surface after
1000 years of simulation.

The increase in porosity with time in the model matrix is mainly caused by the
dissolution of gypsum. Figure 5 presents the spatial distribution of the computed mineral
volume fraction and porosity along a vertical line (x = 1.7 m) after 100 and 1000 years of
simulation. Gypsum shows a dissolution front that is displaced through the matrix with
time, causing the porosity to increase. The rest of the minerals considered in the model have
a very small effect on the porosity. Chalcedony dissolves slightly and calcite precipitates
in areas where gypsum has completely dissolved. Magnesite barely reacts during the
simulation, while bloedite, thenardite, and glauberite dissolve completely during the first
times of simulation because they have high solubility and reactivity. The dissolution of
these highly soluble sulfate minerals, which are found in very small amounts in the Villar
de Cañas area [98], causes the large concentrations of dissolved sulfate measured in the
groundwaters.
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Figure 4. Spatial distribution of the computed porosity (top), hydraulic conductivity (middle),
and flow velocity (bottom) after 100, 300, and 1000 years of simulation in scenario 1 using the
Kozeny-Carman permeability-porosity relationship. The size of the arrows is not proportional to the
magnitude of the flow velocity vector.
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Figure 5. Computed mineral volume fractions and porosity along a vertical line at x = 1.7 m after 100
years (top) and 1000 years (bottom) of simulation in scenario 1.

Figure 6 shows the spatial distribution of the computed concentration of dissolved
SO4

2− at 0.01, 9, 100, 500, and 1000 years of the simulation in scenario 1. The computed
concentration of dissolved SO4

2− increases throughout the matrix at initial times (>1 mol/L)
due to the dissolution of bloedite, thenardite, and glauberite (see Figure 6). Afterwards, the
sulfate concentrations in the matrix decrease as water with a lower sulfate concentration
enters into the model (t = 9 years). However, the concentration of dissolved SO4

2− in the
matrix is larger than that of the boundary water because of the dissolution. After 100 years
of simulation, the concentration of dissolved SO4

2− is equal to 0.018 mol/L throughout the
matrix. The sulfate concentrations remain constant until gypsum begins to be exhausted at
the right boundary of the rock block. Then, the computed concentration of dissolved SO4

2−

decreases until reaching values similar to those of the boundary water (0.0067 mol/L).
The decrease in flow velocity over time at the right boundary of the rock block causes an
increase in sulfate concentrations in this area, as attested by the spatial distribution of the
flow velocity and the concentration of dissolved SO4

2− at 1000 years in Figures 4 and 6,
respectively.
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Figure 6. Spatial distribution of the computed concentration of dissolved SO4
2− at selected times of

the simulation of scenario 1.

The dissolution of gypsum in the matrix also causes significant variations in the
concentrations of dissolved Ca2+. Figure 7 illustrates the time evolution of the computed
concentrations of dissolved Ca2+ and SO4

2− and the volume fraction of gypsum at the mesh
of three nodes. They are located at the same distance from the discontinuity (y = 0.325 m),
but at different distances from the right boundary of the model (x = 2 m, x = 1.75 m, and
x = 1.65 m). Initially, the computed concentrations of dissolved SO4

2− increase due to
the dissolution of bloedite, thenardite, and glauberite. Then, the dissolution of gypsum
causes an increase of the concentration of dissolved Ca2+. Afterwards, the calcium and
sulfate concentrations remain nearly constant, while gypsum is dissolved. The computed
concentrations of dissolved Ca2+ and SO4

2− decrease to values similar to those in the
boundary water when gypsum has completely dissolved. Gypsum is exhausted at the
nodes at x = 2, 1.75, and 1.65 m after 400, 600, and 900 years, respectively. Therefore, the
gypsum dissolution rate decreases over time. The 25 cm band of gypsum closest to the
right boundary of the model dissolves at a rate of 1.25 mm/year, while the dissolution rate
in the neighboring 10 cm band is 0.33 mm/year. The average gypsum dissolution rate in
the entire model domain during the 1000 years of simulation is 0.375 mm/year.

3.2. Scenario 2

Figure 8 shows the spatial distribution of the porosity after 100, 500, and 1000 years of
simulation in scenario 2 computed with and without the porosity feedback effect. When
the water inflow into the model occurs through the fracture and the flow and transport
parameters are updated by taking changes in porosity into account, gypsum dissolves near
the fracture. Therefore, the fracture width increases with time by up to three times after
1000 years of simulation. The porosity is greater than 0.85 in 2.3% of matrix after 500 years
of simulation, while this value increases to 5.9% of the matrix after 1000 years. Moreover,
the average porosity in the matrix is equal to 0.13 at the end of the simulation. On the
other hand, gypsum hardly dissolves around the fracture when the porosity feedback
effect is not taken into account during the simulation. The average porosity in the matrix,
calculated externally from changes in mineral volume fractions, increases only up to 0.05



Energies 2022, 15, 761 14 of 29

after 1000 years of simulation. It is clear, therefore, that the type of flow boundary condition
imposed on the model and the porosity feedback effect are especially relevant in the
dissolution of gypsum and the evolution of the fracture width in the long term.

Figure 7. Time evolution of the computed concentrations of dissolved Ca2+ and SO4
2− and the

volume fraction of gypsum at three selected nodes at the bottom right of the model domain at
coordinates (1.65, 0.325), (1.75, 0.325), and (2.0, 0.325) in scenario 1.

Figure 8. Spatial distribution of the porosity after 100, 500, and 1000 years of simulation in scenario 2
computed with (top) and without (bottom) the porosity feedback effect.

3.3. Scenario 3

This scenario addresses gypsum karstification by considering several spatial patterns
of mineral distribution in the matrix that may introduce additional discontinuities. The
dissolution of bloedite, thenardite, and glauberite during the initial stages of the simulation
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causes a rapid increase in porosity in zones 2, 3, and 4 (Figure 3). The porosity in these areas
exceeds the threshold value (φ > 0.05), so the code enables, from early simulation times, the
inflow of unsaturated water with respect to gypsum directly into the matrix through the
nodes at the right boundary of the model in zones 2, 3, and 4. The increase in porosity and,
consequently, the water boundary inflow into the model domain are larger in the zones of
the model where the amounts of bloedite, thenardite, and glauberite are larger (zone 4 in
Figure 3 and Table 4). The dissolution of these minerals along with the onset of the gypsum
dissolution front in the matrix leads to an increase in the concentrations of dissolved Ca2+

and SO4
2−, subsequently causing the precipitation of gypsum in zones 2, 3, and 4 of the

model. Gypsum precipitation in zones 2–4 occurs during the first two years of simulation.
This precipitation occurs slightly earlier in zone 4, where the porosity and permeability are
larger than those in zones 2 and 3 due to the greater initial volume fractions of bloedite,
thenardite, and glauberite in zone 4. Figure 9 shows the spatial distribution computed
for the cumulative gypsum, bloedite, thenardite, and glauberite dissolution/precipitation
along a vertical line at x = 1 m after 2 years of simulation. Bloedite, thenardite, and
glauberite dissolve while gypsum precipitates in zones 2, 3, and 4. In addition, gypsum
dissolves near the fracture at the bottom of the model domain.

Figure 9. Spatial distribution of the cumulative gypsum, bloedite, thenardite, and glauberite dissolu-
tion/precipitation computed along a vertical line at x = 1 m after 2 years of simulation (positive for
precipitation and negative for dissolution).

Figure 10 presents the spatial distribution of the computed porosity after 100, 300,
and 1000 years of simulation in scenario 3. The porosity increases more rapidly in the
zones where the highly soluble sulfate minerals are present at the start of the simulation,
leading to the development of additional discontinuities/fractures in the matrix. The
average porosity in the matrix increases to 0.1 and 0.2 after 100 and 300 years of simulation,
respectively. At the end of the simulation, the computed porosity exceeds 0.85 in 24.7% of
the matrix, and its mean value in the matrix increases to 0.343 (more than 7.5 times greater
than the initial porosity). Even though bloedite, thenardite, and glauberite are exhausted at
the beginning of the simulation, the distribution of these minerals in the model domain
has a significant impact on gypsum dissolution and long-term porosity changes. Figure 11
shows the spatial distribution of the computed gypsum volume fraction and the porosity
along a vertical line in the middle of the model (x = 1 m) at 0, 100, and 1000 years. The
slight increase in the volume fractions of highly soluble sulfate minerals in zones 2 (3%
vol.), 3 (6% vol.), and 4 (9% vol.) has a significant impact on the porosity reached in these
zones after 1000 years. The maximum porosity at the end of the simulation in zone 4 at
1 m from the right boundary of the model is around 0.45, and it is 2.5 and 4 times larger
than those of zones 2 and 3, respectively. In addition, the porosity of the matrix near zone 4
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also increases significantly, which can lead to a long-term connection between the fractures,
thus favoring gypsum dissolution.

Figure 10. Spatial distribution of the computed porosity after 100, 300, and 1000 years of the
simulation in scenario 3.

Figure 11. Computed gypsum volume fraction and porosity along a vertical line at x = 1 m at t = 0,
100, and 1000 years of the simulation in scenario 3.

3.4. Scenario 4

This scenario addresses the effect on gypsum karstification of the presence in the
matrix of areas with different mineral compositions that are not in contact with the water
inflow and outflow boundaries of the model (Figure 3). For this, the numerical model
assumes that the highly soluble sulfate minerals can dissolve in the early stages of the
simulation, causing the porosity in zones 2, 3, and 4 to increase slightly with respect to
that in the matrix. However, the rate of water inflow into the model is not affected by the
dissolution of bloedite, thenardite, and glauberite. Figure 12 shows the spatial distribution
of the computed porosity after 100, 300, and 1000 years of simulation. After 100 years, the
computed porosity increases in zones 2, 3, and 4 of the model due to the dissolution of
the highly soluble sulfate minerals. Nevertheless, there are no changes in porosity yet at
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the right boundary of the model, and the average porosity of the matrix increases only to
0.053. In contrast, the porosity begins to increase near the right boundary of the model after
300 years of simulation. In addition, the increase in porosity to the right of zones 2, 3, and 4
(near the inflow boundary of the model) is greater than in the left boundary. For instance,
the computed porosity to the right of zone 3 increases to 0.24, while φ to the left is equal to
0.14 after 300 years of simulation. The average porosity in the matrix increases to 0.1 at this
time. At the end of the simulation, the computed porosity is larger than 0.85 in 22% of the
matrix, and the average porosity in the matrix increases to 0.295. The gypsum dissolution
front reaches zones 2 and 3 after 1000 years. The computed porosity increases more rapidly
in these zones than in the rest of the matrix.

Figure 12. Spatial distribution of the computed porosity after 100, 300, and 1000 years of simulation
in scenario 4.

Figures 13 and 14 illustrate the spatial distribution of the concentration of dissolved
SO4

2− and Mg2+ at selected times of the simulation in scenario 4, respectively. The initial
concentration of dissolved SO4

2− in the matrix is about 0.025 mol/L, but the dissolution
of bloedite, thenardite, and glauberite in zones 2, 3, and 4 causes a significant increase in
the computed sulfate concentrations in these zones after 1 year of simulation. Dissolved
sulfate diffuses through the matrix, reaching values of about 2 mol/L in most of the
matrix after 10 years of simulation. The water inflow into the matrix increases due to the
dissolution of gypsum, causing water with lower sulfate concentration to ingress into the
matrix (t = 50 years). After 100 years of simulation, the concentration of dissolved SO4

2−

is approximately uniform throughout the matrix. However, the computed concentration
of dissolved SO4

2− decreases to the concentration of the boundary water in areas where
gypsum has been exhausted (t = 500 and 1000 years).

The spatial distribution of the computed concentration of dissolved Mg2+ is similar to
that of dissolved sulfate. Initially, the concentration of dissolved Mg2+ in the matrix is about
0.0055 mol/L. However, the dissolution of bloedite at early times causes the increase in
the computed magnesium concentrations in zones 2, 3, and 4. Then, dissolved magnesium
diffuses through the matrix (t = 1 and 10 years). The dissolution of gypsum leads to
the increase in the water inflow into the matrix and the decrease in the concentration of
dissolved Mg2+ (t = 50 years). The concentration of dissolved Mg2+ in the matrix is constant
and similar to the concentration in the boundary water from 100 to 1000 years.
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Figure 13. Spatial distribution of the concentration of dissolved SO4
2− at selected times in the

simulation of scenario 4 (a log scale is used to map data to colors).

Figure 14. Spatial distribution of the concentration of dissolved Mg2+ at selected times in the
simulation of scenario 4 (a log scale is used to map data to colors).
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4. Analysis of Sensitivity to Permeability-Porosity Relationships

Sensitivity runs were performed to investigate the relevance of the permeability-
porosity (k-φ) relationships in gypsum karstification. The following three additional k-φ
relationships were implemented in CORE2DV5: (1) the modified Fair-Hatch equation, (2)
the Verma-Pruess model, and (3) the power-law relationships. The simulation in scenario 1
was performed for several k-φ relationships.

The modified Fair-Hatch equation is commonly used to describe the dissolution of
minerals. It was originally derived by Bear [99] and later modified by Chadam et al. [31] as
follows:

k = k0

(
φ

φ0

)3
 (1− φ0)

2/3 + E1

(
φ f − φ

)2/3

(1− φ)2/3 + E1

(
φ f − φ

)2/3


2

, (4)

where φ f is the final porosity after complete dissolution of the soluble mineral and E1 is a
constant. Here, E1 was assumed to be equal to 0.7 [100].

The Verma-Pruess equation was derived by Verma and Pruess [32] from a pore-body
and throat model as:

k = k0

(
φ− φc

φ0 − φc

)n
, (5)

where φc is the critical porosity at which the permeability becomes zero, and n is an
empirical parameter. Verma and Pruess [32] reported that φc should be around 0.8–0.9 of
the original porosity. Here, we take φc= 0.8φ0 and n = 2 [34].

Power-law relations are widely used to model permeability changes in experiments.
Power-law relationships have the following general form:

k = k0

(
φ

φ0

)n
, (6)

Unlike the Kozeny-Carman equation, the exponent n is usually calibrated from experi-
mental data, which makes the power-law relationships slightly more adaptive. However,
they are often considered less accurate due to oversimplification of the complex processes
that change pore structure [35]. A wide range of n values have been reported in experi-
mental and modeling studies [101–104]. Here, we performed sensitivity runs for n = 2, 3,
and 5.

Figure 15 shows the computed porosity and hydraulic conductivity along the hor-
izontal line at y = 1 m after 1000 years of simulation in scenario 1 by using the six k-φ
relationships. Additionally, the spatial distributions of the computed porosity, hydraulic
conductivity, and flow velocity after 100, 300, and 1000 years of simulation using the modi-
fied Fair-Hatch (Figure S4), Verma-Pruess (Figure S5), and power-law (from Figures S6–S8)
permeability-porosity relationships are presented in the electronic Supplementary Materials.
The gypsum dissolution front is affected by the type of permeability-porosity relationship.
At the end of the simulation, the size of the matrix where gypsum has been exhausted
is greater for the Verma-Pruess and power-law (with n = 2) relationships. The gypsum
dissolution front moves more slowly with the Kozeny-Carman, modified Fair-Hatch, and
power-law (with n = 5) relationships. The average porosity in the matrix after 1000 years of
simulation is equal to 0.373 for a power-law (with n = 2) relationship, while it is less than
0.3 for the Kozeny-Carman, modified Fair-Hatch, and power-law (with n = 5) relationships.
The differences in the model predictions increase with time. The average porosities in the
matrix after 100 years in the sensitivity runs range from 0.068 to 0.073.
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Figure 15. Computed porosity (top) and hydraulic conductivity (bottom) along the horizontal
line at y = 1 m after 1000 years of simulation in scenario 1 by using several permeability-porosity
relationships.

The hydraulic conductivities at the end of the simulation are largest for the permeability-
porosity relationships with the largest exponents n (power law with n = 5, Kozeny-Carman,
and modified Fair-Hatch relationship). The changes in k affect groundwater flow, gypsum
dissolution, and, consequently, the changes in matrix porosity.

Figure 16 shows the spatial distribution of the computed flow velocity after 500 years
of simulation in scenario 1 using the six permeability-porosity relationships. The spatial
distributions of flow velocity in the models using the power law with n = 5, Kozeny-
Carman, and modified Fair-Hatch relationships are similar at this time. The higher values
of hydraulic conductivity achieved in these three models cause water to flow preferentially
from the right boundary of the model towards the fracture at the bottom of the model,
while the computed flow velocity remains at low values (less than 2 × 10−8 m/s) in a large
part of the matrix (blue areas in Figure 16). Consequently, the gypsum dissolution front
and the increases in porosity progress more slowly in these models with higher values of
n. The area of the matrix with flow velocities greater than 2 × 10−8 m/s after 500 years of
simulation is larger in the models using the Verma-Pruess (Figure 16c) and power law with
n = 3 (Figure 16e) and n = 2 (Figure 16f) relationships than in the other three models.
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Figure 16. Spatial distribution of the computed direction and modulus of the flow velocity after
500 years of simulation in scenario 1 by using the following permeability-porosity relationships:
(a) Kozeny-Carman; (b) modified Fair-Hatch; (c) Verma-Pruess; (d) power law with n = 5; (e) power
law with n = 3; (f) power law with n = 2.

5. Discussion

The investigation of karstification processes in evaporitic formations has not received
as much attention as karstification in carbonate rocks due to their poorer water quality
in evaporitic media [15,105,106]. However, understanding the evolution of dissolution
and karstification processes in these formations (much faster than in carbonate aquifers) is
essential to avoid the collapse of structures and catastrophes [107,108]. For this, numerical
modeling plays an important role due to the excessive research times required for the study
of karst aquifers in the laboratory and in the field [109]. The current investigation demon-
strated the importance of reactive transport modeling for understanding and simulating
gypsum karstification through a discrete fractured matrix. The use of numerical models
capable of dynamically updating the flow and transport parameters as minerals dissolve
proved fundamental for a realistic representation of the enlargement of discontinuities
and fractures.

Table 5 compares the average porosities in the matrix at selected times and the percent-
ages of the matrix volume with porosities larger than 0.85 at the end of the simulation in the
four scenarios analyzed by using different modeling hypotheses. The simulations carried
out in scenario 2 without considering the porosity feedback effect (PFE) show very small
variations in porosity over the 1000 years of simulation. On the other hand, the average
porosity of the matrix at the end of the simulation for the same scenario is almost three
times greater than its initial value when the PFE is taken into account. Furthermore, the use
of numerical models that account for the PFE allows the dynamic updating of the boundary
conditions of the model when the boundaries are subject to changes in porosity due to
mineral dissolution/precipitation. The average porosity computed in the matrix after
1000 years in the model of scenario 1 with the update of the inflow boundary is 0.29. In this
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case, 20.96% (vol.) of the matrix has a porosity greater than 0.85 at the end of the simulation.
Thus, the dynamic update of the water inflow boundary according to porosity changes
(scenario 1) causes an increase in the average porosity of the matrix of 121% with respect to
the model considering the PFE but without the update of the inflow boundary (scenario 2).
It is well known that the relevance of the dynamic update of flow and transport parameters
increases with time, and therefore, the PFE is especially relevant for long-term simulations.
While the average porosity of the matrix increases by 45% after 100 years when the PFE is
taken into account, the average porosity increases by 469% when both the PFE and the up-
date of the inflow boundary condition are taken into account. Nevertheless, as the gypsum
dissolves and the fracture enlarges, water finds other, new preferential flow paths, causing
a decrease in the gypsum dissolution rate over time. Thus, although the dissolution rate
of gypsum is higher than that of other types of rocks in carbonate aquifers, the dominant
evolution time of gypsum dissolution may be greater than the human lifetime, as was
also previously reported by Campana and Fidelibus [69]. The average gypsum dissolution
rate calculated with the numerical model with the PFE is equal to 0.375 mm/year. This
rate is in agreement with the gypsum denudation rates reported by Calaforra [110] and
Guerrero and Gutiérrez [111] for the Sorbas karst in southeast Spain, which range from 0.28
to 0.42 mm/y. The differences found in the current investigation agree with the findings
of Berkowitz [109], who highlighted the importance of modeling guidelines in fractured
geological media in correctly interpreting field measurements and laboratory experiments.
Therefore, the modeling of fracture propagation is one of the challenges to be addressed in
the future, as pointed out by Berre et al. [37].

Table 5. Average porosity in the matrix after 100, 300, and 1000 years and the percentage of the matrix
with porosity greater than 0.85 at the end of the simulations of scenarios 1 to 4 of the 2-D reactive
transport model. PFE = porosity feedback effect.

Scenario Permeability-Porosity
Relationship

Average Porosity in the Matrix Matrix (%) with
Porosity > 0.85

100 y 300 y 1000 y 1000 y

1

Kozeny-Carman 0.071 0.143 0.29 20.96

Modified Fair-Hatch 0.071 0.144 0.289 27.97

Verma-Pruess 0.069 0.144 0.327 28.28

Power law n = 2 0.073 0.167 0.373 28.11

Power law n = 3 0.071 0148 0.315 26.43

Power law n = 5 0.068 0.126 0.295 22.75

2
Kozeny-Carman 0.051 0.062 0.131 5.87

(without PFE) 0.049 0.05 0.051 0.83

3 Kozeny-Carman 0.104 0.20 0.343 24.68

4 Kozeny-Carman 0.053 0.103 0.295 21.99

The model’s results show that the dissolution of highly soluble sulfate minerals, such
as bloedite, thenardite, and glauberite, may lead to the creation of additional discontinuities
or fractures, thus significantly modifying the groundwater flow in low-permeability media
and accelerating dissolution processes in areas near the new fractures. The size of the
matrix where the porosity is greater than 0.85 in the stratified model and where the mineral
zones with bloedite, thenardite, and glauberite covered extend from the left to the right
boundaries (scenario 3) is 3.7% larger than that of the non-stratified model of scenario 1. The
increase in porosity in the stratified model in which the mineral zones do not extend from
the left to the right boundaries (scenario 4) is only 1%. This result agrees with the findings of
Min et al. [19] and Zhao et al. [26], who reported that heterogeneities in mineral distribution
can greatly affect the evolution of karst systems. In addition, the reactive transport models
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confirm that the dissolution of these highly soluble sulfate minerals is responsible for the
excess of dissolved sulfate, sodium, and magnesium detected in the hydrogeochemical
conceptual model of the Villar de Cañas area [77–79]. The models also show that, once these
minerals dissolve, high concentrations of dissolved sulfate, sodium, and magnesium can
remain in the system for long periods of time due to the low permeability of the medium.
This result confirms that dissolution processes in low-permeability evaporitic formations
can harm groundwater quality for long periods of time [10].

The results of the sensitivity runs carried out with six different permeability-porosity
relationships demonstrated the importance of selecting suitable relationships when simulat-
ing karstification processes. The models in which permeability-porosity relationships with
large exponents, n (Kozeny-Carman, modified Fair-Hatch, and power law with n = 5), lead
to the largest values of hydraulic conductivities, K. The increase in K facilitates the water
flow through the fractures and discontinuities near the water inflow boundary and causes
the gypsum dissolution front to advance less compared to the models with permeability-
porosity relationships with lower values of n. Thus, the average porosity in the matrix
after 100 years of simulation for a power-law relationship with n = 2 is 28.6% larger than
that calculated with the Kozeny-Carman relationship (see Table 5). This agrees with the
results reported by Lai et al. [34], who reported a similar morphological development of the
dissolution front when using the modified Fair-Hatch and Kozeny-Carman relationships,
but a relatively different one when using the Verma-Pruess relationship.

CIEMAT performed short-term laboratory leaching tests on gypsum rock samples
from the Villar de Cañas site [112]. Preliminary experimental results show patterns sim-
ilar to those of the numerical model presented here. Longer laboratory tests should be
designed in the future to test model predictions in a manner similar to what was done by
Sadeghiamirshahidi and Vitton [113].

The work presented here could extended by comparing our model’s results with
those calculated by using other reactive transport codes with different approaches to
simulating karstification processes. Moreover, further research is needed to evaluate the
relevance of common simplifications when simulating karst aquifers, such as the laminar
flow assumption.

6. Conclusions

A 2-D groundwater flow and reactive transport model of gypsum karstification in
physically and chemically heterogeneous systems has been presented. The model is inspired
by the hydrogeochemical conditions of Villar de Cañas in Cuenca (Spain) and consists of a
low-permeability matrix composed mainly of gypsum and a discontinuity/fracture that acts
as a preferential water pathway. Various scenarios were simulated to numerically assess the
long-term evolution of the karst systems and to investigate the relevance of: (1) the dynamic
update of flow and transport parameters due to porosity changes provoked by mineral
dissolution/precipitation; (2) the spatial distribution of minerals in the rock matrix; (3) the
time evolution of the boundary water inflows; (4) the permeability-porosity relationships.
The results of the model simulation allow us to draw the following conclusions:

• Reactive transport codes and models capable of dynamically updating the flow, trans-
port, and chemical parameters in models with mineral dissolution/precipitation
reactions are essential for a realistic representation of karstification processes. The
model’s results show that the average porosity of the matrix increases from 0.045 to
0.29 after 1000 years of simulation when flow, transport, and chemical parameters and
the boundary water inflows are dynamically updated when porosity increases due to
gypsum dissolution.

• The dynamic update of model boundary conditions as porosity and permeability
increase due to mineral dissolution leads to the development of karstic formations
on shorter time scales. The porosity hardly changes after 1000 years of simulation
when the porosity feedback effect is not considered in the numerical model, while the
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average porosity increases from 0.045 to 0.13 when boundary water inflows through
rock discontinuities are taken into account.

• Accounting for small quantities of highly soluble sulfate minerals, such as bloedite,
thenardite, or glauberite in the numerical model is especially relevant for simulating
gypsum karstification. The dissolution of these minerals plays an important role in
the development of additional fractures/discontinuities in the rock matrix.

• The spatial distribution of the highly soluble sulfate minerals in the rock matrix plays
a significant role in the long-term evolution of gypsum karstic formations.

• The dissolution of low-permeability evaporitic formations can harm groundwater
quality for long periods of time.

• Model simulations of karstification processes show significant differences when dif-
ferent permeability-porosity relationships are used. The increase in hydraulic con-
ductivity is largest for the power law with n = 5, Kozeny-Carman, and the modified
Fair-Hatch relationships. However, the advance of the gypsum dissolution front is
largest for the power law with n = 2 and n = 3 and the Verma-Pruess relationships.

The results of the numerical model also confirm that the dissolution of highly soluble
sulfate minerals, such as bloedite, thenardite, or glauberite is responsible for an excess
of dissolved sulfate, sodium, and magnesium detected in the groundwater at the Villar
de Cañas site and can remain in the system for long periods of time due to the low
permeability of the medium. In addition, the present research work demonstrates that the
use of numerical models that take the porosity feedback effect into account is essential
to reproduce the larger values of porosity and permeability observed along the contacts
between geological formations at the Villar de Cañas site.

Supplementary Materials: The following material is available online at https://www.mdpi.com/
article/10.3390/en15030761/s1, Figure S1: Flow boundary conditions imposed in the numerical
model. The water inflow through the right boundary of the matrix was defined as a function of
the porosity (Q(φ)), Figure S2: Flow boundary conditions imposed in scenario 2, Figure S3: Spatial
distribution of the computed diffusion coefficient after 100, 300, and 1000 years of simulation in
scenario 1, Figure S4: Spatial distribution of the computed porosity (top), hydraulic conductivity
(middle), and flow velocity (bottom) after 100, 300, and 1000 years of simulation in scenario 1 using
the modified Fair-Hatch permeability-porosity relationship. The size of the arrows is not proportional
to the magnitude of the flow velocity vector, Figure S5: Spatial distribution of the computed porosity
(top), hydraulic conductivity (middle), and flow velocity (bottom) after 100, 300, and 1000 years of
simulation in scenario 1 using the Verma-Pruess permeability-porosity relationship. The size of the
arrows is not proportional to the magnitude of the flow velocity vector, Figure S6: Spatial distribution
of the computed porosity (top), hydraulic conductivity (middle), and flow velocity (bottom) after 100,
300, and 1000 years of simulation in scenario 1 using the power-law permeability-porosity relationship
with n equal to 2. The size of the arrows is not proportional to the magnitude of the flow velocity
vector, Figure S7: Spatial distribution of the computed porosity (top), hydraulic conductivity (middle),
and flow velocity (bottom) after 100, 300, and 1000 years of simulation in scenario 1 using the power-
law permeability-porosity relationship with n equal to 3. The size of the arrows is not proportional to
the magnitude of the flow velocity vector, Figure S8: Spatial distribution of the computed porosity
(top), hydraulic conductivity (middle), and flow velocity (bottom) after 100, 300, and 1000 years of
simulation in scenario 1 using the power-law permeability-porosity relationship with n equal to 5.
The size of the arrows is not proportional to the magnitude of the flow velocity vector.
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